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Abstract

Recommender systems have become more and more popular in online environments in recent years. Although
different approaches are introduced to build a powerful recommender system, collaborative filtering is one of the
most used approaches in the recommender systems. Yet, researchers still introduce new methods to improve
prediction performances in collaborative filtering. k nearest neighbor algorithm is one of the most dominant and
prevalent one in collaborative filtering. The underlying approach behind it is to select a predefined k neighbors for
an active user among all users. In the traditional algorithm, the value of k is constant and is determined before the
prediction process. Recently, scholars proposed to use dynamic k neighbor selection for each user. Inspired from
this work, we propose to improve prediction performance, accuracy and coverage, of collaborative filtering
systems under k nearest neighbor approach. We first propose that users who rate the target item should become
nominees for dynamic k neighbor selection instead of all possible users whose similarities can be calculated. The
similarity calculation is the most crucial point of the k nearest neighbor algorithm. Furthermore, we also propose
to use the significance-weighting approach in addition to the traditional Pearson correlation coefficient when
identifying the best dynamic k neighbors for each user. The experimental results on the two well-known datasets
show that the prediction accuracy and coverage improve in the dynamic k neighbor selection method by selecting
neighbors among users who rated the target item and introducing the significance-weighting factor into the
neighbor selection phase to find more eligible neighbors.
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Kullanic1 Tabanh Isbirlikci Filtrelemede Dinamik Komsu Se¢iminin
Tahmin Performansini Artirma

Oz

Oneri sistemleri son yillarda gevrimigi ortamlarda giderek daha popiiler hale geldi. Giiglii bir 6neri sistemi
olusturmak icin farkli yaklasimlar kullanilmasina ragmen, isbirlik¢i filtreleme oOneri sistemlerinde en ¢ok
kullanilan yaklagimlardan biridir. Buna ragmen arastirmacilar, isbirlik¢i filtrelemede tahmin performanslarini
iyilestirmek i¢in hala yeni yontemler sunuyorlar. k en yakin komsu algoritmasi, isbirlik¢i filtrelemede en dominant
ve yaygin algoritmalardan biridir. Bu algoritmanin arkasindaki temel yaklasim, aktif kullanicr i¢in tiim kullanicilar
arasindan 6nceden tanimlanmis k tane komsu seg¢mektir. Geleneksel algoritmada k degeri sabittir ve tahmin
isleminden 6nce belirlenir. Son zamanlarda, arastirmacilar her kullanici i¢in dinamik k komsu se¢imini kullanmay1
Onermislerdir. Bu ¢alismadan esinlenerek, en yakin komsu yaklasimi altinda isbirlikg¢i filtreleme sistemlerinin
tahmin performansmi, dogrulugunu ve kapsamuni, iyilestirmeyi &neriyoruz. Ilk olarak, benzerlikleri
hesaplanabilen olasi tiim kullanicilar yerine hedef Grlinu oylayan kullanicilarin dinamik k komsu secimi igin aday
olmalar1 Onerilir. Benzerlik hesaplamasi, en yakin komguluk algoritmasinin en dnemli noktasidir. Ayrica, her
kullanici i¢in en iyi dinamik k komsularini belirlerken geleneksel Pearson korelasyon katsayisina ek olarak 6nem-
agirliklandirma yaklagimini kullanmay1 6neriyoruz. Bilinen iki veri kiimesindeki deneysel sonuglar, daha kalifiye
komsular se¢gmek i¢in komsular1 hedef {iriinii oylayan kullanicilar arasindan segmenin ve komsu se¢me agsamasina
Onem-agirhiklandirma yontemi eklemenin dinamik k komsu se¢imi metodunun tahmin performansini iyilestirdigini
gostermistir.

Anahtar Kelimeler: dinamik k, 6nem-agirliklandirma, isbirlikgi filtreleme, dogruluk, kapsam
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1. Introduction

As the World Wide Web rapidly spread, people have begun to spend lots of time using it. People can
buy anything they want in seconds or they can watch a movie without going to a cinema. The main
problem is to find the right thing people need to buy or want to watch over the web. Recommender
system (RS) techniques offer users to solve the information overload problem by forming a system that
takes users’ preferences and makes a prediction users will likely prefer. RSs have become popular in
recent years [1]. They have been started to be used in many different sectors from product
recommendations on e-commerce web sites to the music recommendation. The majority of e-commerce
sites such as Netflix, Amazon, Spotify, and eBay use RSs to provide customers with personalized service
of their favorite products [2]-[4]. The purpose of these companies is to speed up their customers’
decision-making process with the help of RS.

There are mainly three types of RSs which are content-based RS, collaborative filtering (CF) and hybrid
RS [5]. In content-based RSs [6], [7], keywords are used to describe items. Algorithms used in content-
based RSs try to predict similar items for users that users like in the past. If the user did not like or buy
an item containing a specific keyword, there might be no chance to recommend this type of item to the
user, so the variety of suggestions is reduced, and this is undesirable. CF is the most known and popular
algorithms in RS [8]-[10]. It is based on the assumption that users with similar preferences in the past
will make the same choices in the future. Basically, CF systems collect users’ ratings about items by
explicitly or indirectly and compute the similarity between users or items and finally produce a
recommendation. One of the most important advantages is that it does not need content of items in
opposition to content-based RS. CF can correctly recommend complex items without requiring to know
the contents of them. The hybrid RS has emerged to eliminate the disadvantages of existing RSs and to
create a more efficient recommender system [11], [12].

CF algorithms can be divided into two main groups which are neighborhood-based and model-based.
Although neighborhood-based approaches use a whole user-item matrix to produce a recommendation
[13]-[15], model-based approaches use the ratings in the user-item matrix to learn a model [16]-[19].
Neighborhood-based approaches are also grouped in user-based and item-based [20]. In user-based CF,
the similarities between users are calculated whereas item-based CF calculates similarities between
items to make a prediction.

Many approaches are introduced in neighborhood-based CF in literature. However, k nearest neighbor
(k-nn) algorithm is the most famous and dominant one in user-based and item-based CF [13], [21], [22].
The algorithm begins by calculating similarities between users or items. The algorithm selects the most
similar neighbors among all users based on predetermined k value. The algorithm ends with a prediction
by using ratings of the k best neighbors. It is important to choose the k value correctly for the
performance of the algorithm. On the other hand, a significant issue is that the k is a fixed value. A
traditional k-nn algorithm does not allow users to choose their own k value. However, allowing users to
select a dynamic k value increases the accuracy of the prediction [23]. Similar to traditional k-nn
approaches, an active user, who is looking for a prediction, selects the best k neighbors among all users
whose similarities can be computed in the dynamic k neighbors algorithm [23]. This may lead a poor
coverage compared to accuracy [23]. In addition to accuracy, coverage is a prominent factor, as well.
Therefore, instead of choosing the best k neighbors among all possible users, an active user should select
the best k neighbors within users who rated the target item to increase the coverage when dynamic k
neighbor selection is utilized. Otherwise, there may be some neighbors in the best k neighbors who have
not rated the target item but join the prediction process, such an occurrence reduces the coverage result.

There is another prominent issue that needs to be addressed beyond the coverage. When the correlation
between users is calculated, a classical Pearson correlation coefficient (PCC) is used for the similarity
calculation between users. It considers commonly rated items of two users even if there is only one
common item. However, PCC does not weigh up the number of commonly rated items. When the
correlation is calculated as 1.0 between two users, it means that they match perfectly even if these two
users have only one co-rated item. However, this result may not be enough to tell that two users are
similar due to the fact that there is only one co-rated item. Therefore, as the number of co-rated items
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between users decreases, the similarity values between users should be decreased. Herlocker et al. [14]
propose to add a correlation significance-weighting factor to PCC. With the help of the weighted factor,
the similarity value of users with fewer common items is reduced. We propose to use modified PCC in
conjunction with the dynamic neighbor selection approach in our work.

The main contributions of this paper are summarized as follows:

e We study how to improve coverage and accuracy results of dynamic k neighbors for each user
while selecting neighbors among only users who rated the target item.

e We examine how the number of common ratings between two users besides dynamic k
neighbors approach affects the prediction accuracy and coverage.

e We finally scrutinize how much contribution we achieve over existing methods using two well-
known movie-recommender datasets by performing several experiments

The rest of the paper is organized as follows. In Section 2, the related work is given. Section 3 presents
detailed information about neighborhood-based CF algorithms and a correlation significance-weighting
factor approach. In Section 4, we describe our proposed method. In Section 5, several experiments are
performed to evaluate the proposed approaches. Finally, Section 6 represents our conclusion and
describes possible future research directions.

2. Related Work

Neighborhood-based schemes are the most popular algorithms used in CF systems, which are also called
as memory-based CF [14], [24]-[26]. Neighborhood-based algorithms are divided into two parts in terms
of the implementation, either user-based CF [24] or item-based CF [26]. User-based algorithms reveal
a correlation between users, whereas item-based algorithms scrutinize relationships between items. The
first comprehensive study on the design of the neighborhood-based CF is performed by Herlocker et. al
[14]. The researchers tested various parameters to improve the quality of predictions. According to their
study, different similarity weight functions have been tested and the PCC outperforms the others. In
addition to selecting and calculating similarities, determining similar neighbors is also important in
neighborhood-based algorithms. Although the most k similar neighbors are selected from descendingly
sorted similarities weights [24], threshold-based approaches are also used to select similar neighbors.
Kim and Yang [27] introduce a threshold-based approach to identify the best neighbors. If the similarity
weight value of users is greater than the predefined value, those users are selected as appropriate
neighbors.

Herlocker et. al [14] also point to a different issue. They claim that the number of commonly rated items
between users is a significant factor while calculating similarities. Considering the structure of RSs,
most of the items are unrated. Due to sparsity, it is difficult to find users with many co-rated items,
which may lead to inaccurate predictions. PCC only calculates similarities between users regardless of
how many items are commonly rated by two users. Therefore, it is not a good way to select the best
neighbors just by PCC. The study in [14] introduced a new term called “a correlation significance-
weighting factor” to decrease the effect of the similarity weight of a user when there are a few co-rated
items between users. They claim that the more co-rated items two users vote, the more reliable the
calculated similarity weight between them would be. Ma et al. [28] also use PCC-based significance
weighting instead of classical PCC. The researchers modified the approach which was proposed by
Herlocker et. al [14]. Polatidis and Georgiadis [29] proposed to use the enhanced PCC by dividing the
similarity process into multi-levels. Their algorithm contains four levels instead of one as in [14]. The
number of co-rated items is divided into four parts. The researchers define four positive numbers for
each level to add the similarity weights. As the number of co-rated items increases between two users,
the value of similarity weight is increased with the predefined positive number. Moreover, the
researchers add a threshold value and compare this value with the similarity weight. If the similarity
weight of users is greater than the threshold value and the number of co-rated items between users is
appropriate for any level, the similarity weight is updated with the value of that level.
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There are various studies that propose new approaches for neighborhood selections to increase the
accuracy of the predictions. Zeybek and Kaleli [23] propose a dynamic neighbor selection instead of a
constant number of neighbors. They claim that choosing the different number of k values for each user
gives better results than the traditional neighbor selection method. Their algorithm starts by determining
the best k value offline for each user and stores those values at a table to use at the online prediction
process. Their result shows that using dynamic k values outperforms the traditional method. Motivated
by this work, we examine how to improve the accuracy results using dynamic k values. Our study differs
from the work in [23]. The researchers select the most k similar neighbors regardless of whether the
target item is rated or not by those users. In our work, in the offline phase, we dynamically select the
most similar k neighbors for each user among users who rated the target item. We also add “a correlation
significance-weighting factor” to our study. Our aim is to improve the prediction accuracy and coverage
of the dynamic k neighbor selection method by selecting neighbors among users who rated the target
item and introducing the significance-weighting factor into the neighbor selection phase to find more
eligible neighbors.

3. Neighborhood-based CF Algorithms

CF systems are based on the fact that users who had similar tastes in the past will likely have similar
tastes in the future as well. The first step to form an effective CF system is to select similar users for an
active user. There are mainly two approaches to find similar users, which is also called neighbors or
neighbor users. These approaches are defined as correlation-based similarity and clustering. In this
paper, the correlation-based approach is used to select neighbor users.

Neighborhood-based CF algorithms are commonly used in RS. The underlying approach of
neighborhood-based CF is to find similar users when an active user asks a prediction for a target item
(). The algorithm starts by computing similarities between an active user and all users in the system.
There are numerous methods to compute similarities between the active user and other users. The most
popular and prevalent one is PCC [30]. Then, the algorithm selects the most similar k users as neighbors
of the active user. The algorithm ends by producing a prediction for the active user on q. Figure 1
illustrates a general view of the neighborhood-based CF algorithm.

Similarity weight matrix

1
2
@ < > 3
Users Computing similarities
between a and all users
n
Selecting the most similar
k users as neighbors
Target item (g)
1
8 | 2
[j =
— MF <—
Paq = = = Applying k-nn
. E e el
Active user (a) based CF P
algorithm

Figure 1 A General View of the Neighborhood-based CF Algorithm
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3.1 Similarity Calculation

PCC is commonly used in user-based CF systems. PCC calculates similarities between an active user
and other users as in Equation 1,

ZpEP(ra,p - Fa)(ru,p - T'u)
\/ZpEP(ra,p - Fa)z \/ZpEP(ru,p - Fu)z

where P demonstrates the set of items rated both an active user, a, and a user, u, Tap and Ty p represent
ratings for item p rated by a and u, respectively. 7, and r,, are the mean of P items’ ratings of a and u.
According to Equation 1, similarities are calculated in the range between -1.0 and 1.0. 1.0 illustrates that
two users are perfectly matched. It means they are the most similar. -1.0 shows the greatest degree of
dissimilarity of two users.

sim(a,u) =

)

3.2 Selecting k Neighbors

After calculating the similarities between users, the most important step is to select appropriate
neighbors in order to produce accurate predictions. There are mainly two neighbor selection methods.
The first one sorts calculated similarities and then selects top k users as the most similar neighbors [24],
[25]. According to the second one named correlation weight threshold, a threshold value is defined, and
all calculated similarities are compared to that value. If the similarity value is greater than the predefined
value, that user is selected as a neighbor of an active user [27]. In this paper, we use the first method
and select the most similar k users as neighbors.

3.3 Providing Predictions

After calculating similarities between the active user and all users using Equation 1 and selecting the
most k similar users for the active user, the prediction p, 4 is calculated as seen in Equation 2,

o Z§=1(ru_q - fu) sim(a, u)
Pa,g = Ta + k .
v_1sim(a,u)

)

where 7, and r,,are mean ratings for user a and user u respectively. k represents k-nearest-neighbors of
a. Ty,q is the rating of user u on item g and sim(a, u) illustrates the similarity value calculated using
PCC between user a and user u.

3.4 A Correlation Significance-Weighting Factor

As mentioned before PCC is the most common method to measure similarities between users and is able
to achieve higher performance than other similarity functions [30]. However, PCC does not take the
number of co-rated items between users into account. Table 1 shows an example of the user-item matrix.
The matrix contains six users and ten items. The first row of the table indicates the active user’s ratings.
The active user asks for a prediction for item 10.

Table 1 An Example of User-ltem Matrix
iy i i i ]

o~
[y
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e~
Ry
|
e~
=]
(1
O
(1

is lg i 10
a 5 3 4 4 ?
w, 4 1 2 2 3 3
w, 3 3 3 4 3 5
w2 3 2 4 5 4
Uy 1 5 5 1 2 2 1
us 2 4 2 2 4 5
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Table 2 shows the similarity weights between the active user and all users in Table 1. According to
Table 2, user 5 is the most similar neighbor of the active user. However, they have one common item
and it is hard to tell that they have similar preferences.

Table 2 Similarity Values Between the Active User and Other Users

sim(a,uq) sim(a,u,) sim(a, u;) sim(a,uy) sim(a, ug)

0,9487 0 -0,4264 -0,7921 1

Herlocker et al. [14] proposed an approach that adds a correlation significance-weighting factor to
classical PCC. A recommender system is usually sparse, and it is difficult to find users rated more ratings
common with the active user. The more items are rated by the user and the active user, the more they
have likely similar preferences. Herlocker et al. [14] proposed to use Equation 3, which adds a
correlation significance-weighting factor to the similarity calculation.

I, N1
u*sim(a,u), if I, N I,| <SW
sim'(a,u) = SwW (3)
sim(a, u), otherwise

In Equation 3, |I, n I,,| shows the number of co-rated items, which are rated by the active user and
user u. SW is a threshold value, which is a constant value. If the value of |[I, n I, | is less than SW, the
similarity weight is decreased. Otherwise, the similarity weight remains the same. Note that the more
co-rated items between users there are, the more reliable results would be.

4. Proposed Method

It is crucial that how many users are selected as the best neighbors in the k-nn based CF algorithms.
Most of the algorithms apply the fixed k value. It means that the system selects the fixed k best users
among all users whenever an active user attends in the system and wants a prediction for an item (q).
Zeybek and Kaleli [23] proposed to use dynamic k value for all users to improve accuracy. The
researchers show that accuracy results get better while the coverage decreases. Our method improves
the overall accuracy and coverage of the dynamic k neighbor selection method. After calculating
similarities between an active user and all users, similarities are sorted in the traditional k-nn based CF
algorithm, and top k users are selected. However, we propose that the best k users should be selected
among users who rated the target item, g, because some of the selected neighbors may not have rated
the target item. Even in the worst case, none of them may not have rated the target item. Such an
occurrence is closely associated with a decrease in coverage. Therefore, we first propose to select top k
neighbors among users who have rated the target item when calculating a dynamic k value for each user
offline.

We also claim that the number of co-rated items is prominent to get a higher prediction performance.
As seen in Table 2, the similarity value between a and user 5 is 1.0. It is the greatest similarity value. Is
it enough to tell that these two users have the same taste? Unfortunately, Table 1 shows that they have
only one common item. A few number of co-rated items between a and any user do not reflect the real
correlation. The more co-rated items two users have, the more reliable the correlation is. Herlocker et.
al [14] proposed to use a correlation significance-weighting factor in order to improve prediction
accuracy. According to their experimental results, the significance-weighting factor which is selected
50 gives the best results among other values. We also set the significance-weighting factor to 50 in our
experiment. If the number of co-rated items between users is less than the predefined weighting factor,
their similarity value was decreased using Equation 3. Otherwise, as seen from Equation 3 the similarity
value is equal to classical PCC.

We combine two approaches, significance-weighting factor in the correlation calculation and an update
to the neighbor selection, in our work as the second proposed method. After similarities are calculated
using Equation 1, we recalculate similarities using Equation 3 based on commonly rated items

79



Sakarya University Journal of Computer and Information Sciences

Burcu Demirelli Okkalioglu

(significance-weighting). The first step is to identify k value for each user in dynamically. Note that top
k neighbors are selected among only users who rated the target item. This is the training phase. The
second, testing phase, is to produce predictions using the dynamic k-value selected in the first case.

5. Experiments

Throughout our experiments, we test if the accuracy and the coverage results get better than the existing
methods [14], [23]. We perform different experiments to test our intuition and demonstrate how dynamic
k values and the significance-weighting factor contribute to the results.

5.1. Datasets and Evaluation Metrics

A well-known recommender system data sets, MovieLens and FilmTrust are used in the experiments.
MovieLens is a movie recommendation website (www.grouplens.org) and each rating is based on a 5-
star scale. The standard 100K MovielLens data set, including 943 users and 1862 items, is used.
FilmTrust is also a movie recommender dataset that consists of 1508 users and 2071 items. The rating
values used in dataset are 0.5, 1, 1.5, 2, 2.5, 3, 3.5 and 4. Table 3 shows general information about
datasets such as the number of users, items, and ratings and rating range.

Table 3 Datasets

users items ratings rating scale
MovielLens 943 1682 100000 1-5
FilmTrust 1508 2071 35497 0.5-4

Mean Absolute Error (MAE) is used to measure the accuracy of the recommender system as given in
Equation 4, where p; is the prediction value, o; is the real rating value, and R is the number of provided
predictions. Since this metric measures the error between the predicted and original rating, lower MAE
results indicate a better prediction.

1 R
MAE == Ip= ol (4)
i=1

We also measure the coverage using Equation 5. Coverage is the percentage of the items that the
recommender system can produce a prediction.

# of provided predictions

(®)

coverage =
g # of all queried items for a prediction

5.2. Methodology

Our experiments are divided into two parts: offline and online phase. In all experiments, an active user
is selected using the leave-one-out cross-validation method (AllButl). Each time, one active user is
selected from the whole dataset as a test data and the rest of users form our training dataset. After
selecting an active user, a prediction is produced for each item (AllButl) to identify the best k value for
each active user offline. All k values are stored in a table for the stage of the prediction process.

In the online part, we randomly select five items among rated items by the active user as in [23] and
estimate predictions for those items using dynamic k values and predefined significance weight value.
We repeat this experiment 100 times to obtain average prediction results.

5.3. Experimental Results and Discussion
As explained before, each user should pick his value of k dynamically. Possible k values are set 5, 10,

15, 20, 25, 30, 35, 40, 45 and 50. After calculating dynamic k values for each user, these values are
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stored in the table. When the prediction process is executed, k value for the active user is looked up from
the table and top k neighbors among users who have rated the target item are selected.

Before the detailed experimental results, we want to demonstrate how dynamic k values and MAE
change based on the proposed methods. Table 4 shows randomly selected ten users and their calculated
dynamic k values for FilmTrust dataset. Table 4 contains four columns. The first two columns show the
results for only dynamic k value and its MAE and the last two columns illustrate the results for the
proposed method. The number of co-rated items, which is indeed SW is set 50. “NaN” shows user 4 has
no neighbors or co-rated items with any users and his k value remains 50 as a default value. In such a
case, the k value is not important because the prediction cannot be provided for such users.

Table 4 Dynamic k Value for FilmTrust Users Based on the Proposed Method
the the best k when

best k MAE SW =50 MAE
u, 35 0.40045 15 0.32749
u, 10 0.22344 5 0.26139
u; 20 0.52459 5 0.35026
u, 50 NaN 50 NaN
Us 50 0.69064 10 0.63377
Ug 25 1.40790 25 1.33525
uy 15 1.07709 50 1.11342
ug 35 0.47680 20 0.44062
Ug 10 0.43242 25 0.30979
w45 1.39214 5 1.26631

We conduct a new experiment in order to measure the effect of nominating users who rated the target
item as possible neighbors in dynamic k neighbor selection. Recall that dynamic k neighbor selection
nominates all users whose correlation/similarity can be calculated [23]. Each user in the dataset is
selected as an active user and the rest form our training data. All rated items for each active user are
estimated and MAE is calculated. Figure 2 shows the experimental results and the experiment compares
four different approaches. The first and third use a fixed k value while the second and fourth algorithms
use dynamic k value. First, we would like to show how MAE results change when neighbors are selected
among users who have rated the target item. When Kk is fixed at 50, Figure 2 (a) shows that MAE is
0.8858 when neighbors are selected from all users while MAE is 0.7565 when neighbors are selected
from users who rated the target item for MovielLens dataset. Even only choosing a fixed k neighbors
among users who have rated the target item increases the accuracy dramatically. Furthermore, we also
compare dynamic k neighbor selection in [23] with our first proposed method. MAE of our first proposed
method is 0.7379 while MAE in [23] is 0.7961. Figure 2 illustrates that selecting dynamic k neighbors
among users who have rated the target item for each active user gets the best accuracy by outperforming
the previous two baseline methods and dynamic k neighbor selection in [23]. One can see in Figure 2
(b) that the accuracy results for FilmTrust dataset confirm our findings.

Besides accuracy, the coverage is also important in RS. Therefore, we also calculate the coverage values
for baseline methods and the first proposed method. As expected, the coverage in our method of
nominating users who rate the target item for the fixed k neighbor selection is better than nominating all
users regardless of their rating on the target item. Furthermore, in dynamic k neighbor selection, our
proposed method gives the best coverage. As mentioned before, we inspired from an earlier work by
Zeybek and Kaleli [23]. The most important difference in our study is to choose the value of k from the
users who have voted for the target item. When we compare our work with them, our coverage values
increase although their coverage decreases. As seen from Figure 3, the coverage for MovieLens is 0.91
and the coverage for FilmTurst is 0.87. However, Zeybek and Kaleli [23] have shown the value of
coverage in the range of 0.54 — 0.71 for MovieLens dataset in their work.
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MAE for MovieLens MAE for FilmTrust
0.8858
0.7565
0.7379
k=50 in k:_dynamic k=50  k=dynamic k=50 in k=dynamic k=50 k=dynamic
[23] in[23]  (rated_q) (rated_q) [23] in[23]  (rated_q) (rated_q)
EMAE 0.8858 0.7961 0.7565 0.7379 EMAE 0.6520 0.5791 0.5877 0.5538
(a) (b)
Figure 2 Accuracy Results Based on Selecting k (a) Accuracy Results for MovieLens; (b) Accuracy Results for
FilmTrust
Coverage for MovieLens Coverage for FilmTrust

kz[gg?]in dyrll(:mic (r:t:goq) k:rg?gna k=50 in k=dynami k=50 k=dynami
in [23] — (rated_q) [23]  cin[23] (rated_q) c
u Coverage 0.71 0.52 0.83 0.91 u Coverage 0.79 0.67 0.79 0.87
(a) (b)
Figure 3 Coverage Results Based on Selecting k (a) Coverage Results for MovieLens; (b) Coverage Results for

FilmTrust

We also test our second proposed approach. The number of co-rated items between users is crucial as
much as higher similarity weights. As discussed throughout the paper, higher similarities between users
may not always indicate that these two users have common tastes. Recall that the significance-weighting
factor tries to balance the similarity of two users by considering the number of commonly rated items
they have. The correlation significance-weighting factor is set 50 as in the work [14]. Figure 4 contains
two sub-figures which are MAE results for MovieLens and FilmTrust. In this case, our second proposed
method is compared with baseline methods. The first result shows the classical PCC with users who
have rated the target item while the second result depicts the modified PCC with the significance-weight
factor. The third result shows our proposed method’s result and allows the system to decrease similarity
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weights between users if the co-rated items are smaller than the threshold and choose dynamic k values.
Figure 4 illustrates that using dynamic k value for each user with the significance-weight factor increases
predictions of accuracy.

When we compare the results of Figure 4 with Figure 2, MAE for MovieLens of the baseline method,
the first proposed method, and the second proposed method is 0.7565, 0.7379 and 0.7166, respectively.
A lower MAE means a higher accuracy. FilmTrust dataset shows similar results. MAE for FilmTrust of
the baseline method, the first proposed method, and the second proposed method is 0.5877, 0.5538 and
0.5310. The accuracy for the second proposed method gives the best.

MAE for MovielLens MAE for FilmTrust

0.7565

0.5877
0.5805
k=50 k=50

(rated_q) (rated_q) and SN k=50 k=50 (rated_q) k=dynamic

SW=50 il (rated_q) and SW=50 and SW=50

u MAE 0.7565 0.7443 0.7166 u MAE 0.5877 0.5805 0.5310

(@) (b)
Figure 4 Accuracy Results Based on Selecting k with a Correlation Significance-weighting Factor (a) Accuracy
Results for MovieLens; (b) Accuracy Results for FilmTrust

Coverage for MovieLens Coverage for FilmTrust

k=50 k=50 k=dynamic k=50 k=50 k=dynamic
(rat; d q) (rated_g) and (rated_q) and (rat; ) (rated_g) and (rated_q)
-4 SW=50 SW=50 -4 SW=50  and SW=50
m Coverage 0.83 0.86 0.93 m Coverage 0.79 0.85 0.87
(a) (b)

Figure 5 Coverage Results Based on Selecting k with a Correlation Significance-weighting Factor (a) Coverage
Results for MovieLens; (b) Coverage Results for FilmTrust

After MAE results are given for the second proposed method in Figure 4, coverages for both datasets
are measured. As seen from Figure 5, our second proposed method increases the coverage. The coverage
of the classical PCC is 0.8308 while the coverage of the proposed method is 0.9247 for MovieLens.
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Likewise, the coverage of the traditional PCC is 0.7896 while the coverage of the proposed method is
0.8673 for FilmTrust. Approximately 8 to 10 percent of increase has been achieved with the
significance-weighting factor and the dynamic k neighbor selection.

A correlation significance-weighting factor is set 50 in all experiments. However, we also test to see if
the results change with different significance-weighting factor values. The values of significance-
weighting factors are set 20, 40, 50, 60 and 80. Note that dynamic k values for each user are selected in
each experiment based on the predefined significance-weighting value offline. The results are shown in
Table 5 and Table 6. When the results are examined, they are very close to each other. Table 5 illustrates
MAE and coverage results of MovieLens dataset. In previous experiments, we set the significance-
weighting factor as 50. However, someone may want to choose the significance-weighting factor as 40
according to this experiment.

Table 5 Movielens Results Based on Various Significance-weighting (SW)

SW=20 SW=40 SW=50 SW=60 SW=80
MAE 0.7201 0.7159 0.7166 0.7162 0.7150
Coverage 0.9236 0.9251 0.9247 0.9242 0.9237

The results in Table 6 demonstrate similar trends with Table 5. A correlation significance-weighting
factor may be set as 60 according to this experiment. However, the improvement is minimal. The reason
why the results are so close is that different k neighbors for each user are chosen for each value (SW).

Table 6 FilmTrust Results Based on Various Significance-weighting (SW)

SW=20 SW=40 SW=50 SW=60 SW=80
MAE 0.5358 0.5313 0.5310 0.5303 0.5298
Coverage 0.8676 0.8676 0.8673 0.8674 0.8668

We also perform t-tests to show whether our proposed approaches results are statistically significant. In
our experiments, null hypothesis regards that the prediction performances of the proposed approaches
are the same as the baseline method whereas the alternative hypothesis considers that the prediction
performances of the proposed approaches are better than the baseline method. Table 7 proves that the
proposed approaches are statistically significant at the 99% level of confidence interval (all p values <
0.01) and the alternative hypothesis is accepted. In other words, the proposed approaches improve
significantly the prediction performance based on the baseline method.

Table 7 Comparision of t-tests Between Baseline Method and Proposed Approaches

Movielens FilmTrust
Baseline method
(k=50 in[23]) vs. t=43.061 t =30.880
k = dynamic (rated_q) p = 4.4131e-225 p = 1.6734e-154
Baseline method
t=42.093 t=30.764

(k =50 in [23]) vs.

. p = 5.8468e-219 p =1.2178e-153
k = dynamic (rated_q) and SW=50

6. Conclusions and Future Work

Neighborhood-based approaches are used commonly in collaborative filtering systems. Researchers find
out new ways to improve the accuracy results of neighborhood-based approaches. Some of them propose
new best neighbor selection algorithms although some introduce new similarity metrics. k-nn based CF
algorithm is one of the most common neighbor selection algorithms in collaborative filtering. The
important point of the traditional k-nn based algorithm is to select a predefined number of users as the
best neighbors of the active user. A recent best neighbor selection algorithm offers to select dynamic k
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neighbors for each active user instead of a constant k value. However, there is a critical issue when
identifying the best neighbors: some of the selected neighbors should not have rated the target item.
This might cause a decrease in coverage. During the neighbor selection process, we propose that
dynamic k neighbors should be selected within users who have rated the target item. This criterion is
important to identify the best neighbors. We also propose to use modified PCC instead of classical PCC.
In the classical PCC, co-rated items between users participate in the similarity calculation. As the
number of co-rated items between users increases, the related correlation metric is likely to be more
reliable. This can be achieved by introducing significance weighting in similarity calculation. We
combine this approach with the dynamic neighbor selection approach.

As seen from MovieLens results, the coverage of the method which selects the best k neighbors
regardless of users who rated the target item is 0.71, whereas the coverage of the method which selects
the best k neighbors among the users who rated the target item is 0.83 in traditional fixed k neighbor
selection. Besides, when the dynamic k neighbors are selected among users who rated the target item,
the coverage value is increased to 0.91. The coverage of the proposed method with the significance-
weighting even reaches 0.93. Likewise, the coverage results of FilmTrust dataset increase approximately
from 0.79 to 0.87. Approximately 8 to 10 percent of increase has been achieved with the significance-
weighting factor and dynamic k value.

Mean absolute error results also decrease with the proposed methods. Mean absolute error of the
baseline method, which does not consider whether the target item is rated or not, is 0.8858 for
MovielLens whereas mean absolute error of the second proposed method, which considers if the target
item is rated and utilizes significance weighting, is 0.7166. FilmTrust dataset shows similar results and
mean absolute errors decrease with the proposed methods. The results show that it is prominent that
selected neighbors should be within users who have rated the target item.

We plan to offer a new user similarity metric to improve our proposed method. There are methods that
consider co-rated items between two users. These methods can be combined with existing user similarity
metrics to improve prediction performance.
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