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Abstract 

In this paper, the dataset of real incidents that occurred in Turkey between 2013 and 2017 and are regarded as acts 

of terrorism without any doubt, according to Global Terrorism Database (GTD) is used to predict the group names 

responsible for unknown attacks.  Principal Component Analysis (PCA) technique was used for feature selection. 

A novel voting method between five classification algorithms such as Random Forests, Logistic Regression, 

AdaBoost, Neural Network, and Support Vector Machine was used to predict the names. The results clearly 

demonstrate that the classification accuracy of all classifiers studied in this paper improved when PCA was used 

to select features as compared to selecting features without using PCA. The prediction of terrorist group names 

with PCA based feature reduction and the original features is carried out and the results are compared. 

Keywords: prediction, classification, GTD dataset, PCA 

1. Introduction 

Since the September 11 terror attack, terrorism has become a global phenomenon and terrorist attacks 

are leading issues today and have become a focal point of concentration for different communities in 

the world. The term ‘terrorism’ is defined by the Central Intelligence Agency, U.S. state department and 

Department of defense as “premeditated, politically motivated violence perpetrated against 

noncombatant targets by subnational groups or clandestine agents, usually intended to influence an 

audience”[1]. 

This phenomenon is attracting the attention of various researches belonging to different organizations 

such as the National Union for the Study of Terrorism and Terrorism Responses (START).  START is 

a division of the Center for Homeland Security of Excellence at the University of Maryland [2],[3] 

which monitors terrorist operations in the world and puts them in an open source database called Global 

Terrorism Database (GTD). 

GTD is the most comprehensive base of operational information on terrorism in the world. The base 

contains information on terrorist events around the world from the year 1970 with annual updates. Based 

on this database, the Institute for Economics and Peace (IEP) publishes its annual Global Terrorism 

Index (GTI) on terrorism that assigns ranks to nations in the world according to the impact of terrorism. 

According to the 2018 global terrorism index, The Middle East, to which Turkey belongs is reported to 

be the most affected region by terrorism. Turkey is ranked the 12th most affected country by terrorism 

in the world [4]. 

GTD dataset is used as source of the entire information related with the terrorist attacks examined in 

this work. From this dataset, terrorist attacks which occurred in Turkiye between 2013 and 2017 are 

referenced. The most active terrorist groups that are identified based on the dataset are Kurdistan 

Workers' Party (Partiya Karkerên Kurdistanê PKK), Islamic State of Iraq and the Levant (ISIL), 

Kurdistan Freedom Hawks (Teyrêbazên Azadiya Kurdistan TAK), Revolutionary People's Liberation 

Party/Front (Devrimci Halk Kurtuluş Partisi-Cephesi DHKP/C), Peace at Home Council (PHC), etc. 

However, there are a significant number of attacks which are not claimed by any of these known terrorist 

groups.  
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The rest of the paper is outlined as follows. Section 2 presents related works that have been done in the 

area. Our proposed methodology is presented in Section 3, Section 4 presents experiments, and the 

results obtained. Section 5 presents the results and discussion. The conclusion and future works are 

presented in Section 6. 

2. Related Work 

Prediction of terrorist groups after an attack is one of the most important steps for counter terrorism. As 

soon as we are able to find the involved group name, we will be able to make strategies to catch the 

culprits. 

There is no international consensus on what counts as terrorism and what is not. However, Global 

Terrorism Index (GTI) defines terrorism as “the threatened or actual use of illegal force and violence by 

a non-state actor to attain a political, economic, religious, or social goal through fear, coercion, or 

intimidation.”  Terrorism can be claimed by known terrorist groups, affiliated groups or individual 

terrorists. Terrorist attacks can have an enormous impact on wide sections of society [5]. 

The risks posed by a particular terror incident signify the magnitude of the act. In addition to major risks 

to people such as death, injuries and abduction, terrorism has a great effect on the economy too.  

Considering these and other minor disorders introduced due to the act of terrorists, responsible bodies 

such as law-enforcement agencies, police department and homeland security in general have to act 

accordingly. These acts which are generally known as counter terrorism may include community-based 

prevention and military operations. Counterterrorism requires understanding of the dynamic nature of 

terrorism, identification of patterns and determination of the magnitude of an attack, and consequently 

prioritizing the resources. However, the availability of large volumes of data related to terror makes 

manual analysis unimaginable.  Traditional terrorist group name prediction techniques include email 

tracking, telephone signal information, and social network analytics [6]. These methods rely on manual 

analysis and are not efficient any more mainly because of the dynamic nature of terrorist groups and 

their actions. As important as it is, prediction requires more intelligent techniques which are reliable and 

can cope with the complexities associated with each terrorist acts. As is being effective in other 

prediction tasks, pattern recognition and machine learning techniques can be considered as a potential 

solution for terrorist group name prediction too. More importantly, prediction requires more intelligent 

techniques which are reliable and can cope with the complexities associated with each terrorist act. 

Communities from various fields have participated in one or more ways to provide tools that facilitate 

counter terrorism. Among these tools are crime category prediction [7], perpetrator prediction [6], [8], 

[9], [10] , geographical and socioeconomic features [11],[12], future trend prediction and risk magnitude 

determination [11] tools.  Machine learning techniques such as classification and clustering are the core 

for solutions provided by computer scientists and statisticians purposely for pattern discovery and 

therefore determine how far threatening a given terrorist group is.  

There are a limited number of prior works relying on machine learning. However, these works report 

low accuracy and efficiency which can be attributed to feature redundancy and non-descriptiveness of 

datasets. Talreja et.al [6] proposed Factor Analysis of Mixed Data on the dataset to reduce the dimension 

of attributes and include only the twelve most prominent features to predict the perpetrators. Tolan and 

Soliman [9]studied five classification algorithms for terrorism prediction in Egypt. Their paper proposed 

mode-imputation and Litwise deletion approach to handle missing data and only six features were used 

based on manual, feature selection. Gohar et al [10] proposed a classification based approach for terrorist 

group prediction.  In their work, it is stated that only seven attributes are selected for the classification 

task. However, there is no clear information on how these features are determined to be the most 

descriptive.  Sachan  and Roy [14] proposed a clustering based terrorist group prediction model which 

takes six attributes of an incident into account. Redundant features are removed and missing values are 

either deleted or edited based on other information sources. In their paper, there is no particular feature 

selection method, rather weight is assigned to each attribute representing its importance. The most 
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important features and their weights are determined through trial and error.Fatih et.al [15] proposed a 

crime prediction model that identifies and clusters incidents based on the similarity of attacks and 

attributes. Selection of the most important features involves the intervention of a domain expert. Python 

et al. [11] developed a model to predict terrorist attacks by training various machine learning models 

using data from GTD terrorist attacks committed between 2002 and 2016. They focused on geographic 

and socio-economic features to predict attacks on separate spatial time periods. Their results were 

impressive but inaccurate due to the wide geographical division because each region may contain 

different terrorist groups with different goals. In the study by Buffa et al. [12], the study target area was 

divided into hexagonal-grid cells of 25 square kilometers. They used five machine learning models and 

four spatial statistics to assess the validity of the results and improve inferences for the spatial processes 

between terrorist attacks. This analysis resulted in a Random Forest model that achieves an accuracy of 

0.99 in predicting the presence or absence of terrorism, with a spatial accuracy of about 5 km. The results 

were validated by strong F1 and mean accuracy scores of 0.96 and 0.97, respectively. Inspired by the 

effectiveness of feature selection and dimension reduction, in this work, the redundant and non-

descriptive features are identified and removed from the original dataset before training a given 

supervised learning algorithm. We proposed the application of PCA for feature selection and dimension 

reduction. The classification accuracies obtained from the resulting feature sets are better than state- of 

the- art methodologies which rely on manual feature selection.    

In GTD dataset, there are 1281 total incidents that occurred in Turkey between 2013 and 2017.  In some 

cases, there is still an ambiguity to describe such incidents as terrorist attacks. In this work, we consider 

incidents where there is essentially no doubt as to whether they are acts of terrorism. Such incidents 

total to 890. From this total, 718 of them are identified by the entity that implemented them, which from 

now onwards are referred to as Known attacks. For example, an assailant opened fire on civilians 

celebrating the 2017 New Year outside Reina restaurant in Istanbul, At least 39 were killed and 69 

injured including foreign tourists [16]. The assailant was arrested later and ISIL claimed responsibility 

of the attack. 

Despite the terrorist groups' claim of their terrorist operations and their actions, there are still many 

terrorist attacks whose perpetrators have remained unknown. The remaining 172 instances (20%) of the 

890 terrorist attacks in Turkey between 2013 and 2017 are not claimed by any group name, and as a 

result are called Unknown attacks. For example, the assailants opened fire on Ufuk Cafe in Istanbul in 

02/01/2016, two people lost their lives and five others sustained injuries from the attack. No group 

claimed responsibility for the incident [17]. 

In this paper, we use classification algorithms to predict the names of the groups that might be 

responsible for such attacks. In order to predict the names of unknown attacks, we use the existing 

description of the known attacks. The GTD dataset describes each attack with 132 features, including 

the date and location of the incident, the weapons used, the nature of the target, and the number of 

casualties, etc. Some of the features in the dataset are redundant, consequently, they have no role in 

improving the prediction accuracy. At the same time, there are features which are completely irrelevant 

for the classification to be done. Such features need to be identified and removed before proceeding to 

the next stage. The process of determining and removing redundant, irrelevant features is termed as 

feature dimension reduction. 

There are two principal algorithms for dimensionality reduction: Principal Component Analysis (PCA) 

and Linear Discriminant Analysis (LDA). The basic difference between these two is that LDA uses 

information of classes to find new features in order to maximize its separability while PCA uses the 

variance of each feature to do the same [18]. The idea behind PCA is simply to find a low-dimension 

set of axes that summarize data. [19] found that PCA can improve the predictive performance of machine 

learning algorithms in the classification of high dimensional data. In this paper, we use PCA to reduce 

the dimension of these features. We also evaluated the prediction accuracy to assess how representative 

the remaining features are. 
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The main contributions of this research are as follows: 

1. Presents a tool that can assist law enforcement personnel to take advantage of the historical 

information of terrorist operations to identify potential terrorist organizations that may be the 

perpetrators of new attacks through the characteristics of their previous attacks. This will help 

the authorities to gain time in order to take the necessary measures to arrest the perpetrators 

quickly. 

2. Predict the names of the terrorist groups that carried out a number of terrorist attacks in Turkey, 

which were classified as unknown.  

3. Demonstrates the application of PCA to reduce data, limit dimensions and the utility of 

improving the performance of a variety of automated learning methods. In previous works, a 

certain number of attributes are selected and a focus is placed on the one-way learning method. 

4. Describes a method of rating the classification of materials based on the difference between the 

total probability of the class assigned in all the algorithms compared to the total probability of 

other items, which means selection based on the collection of several different algorithms. 

3. Proposed Technique 

The proposed framework consists of several phases. These phases (shown in Figure 1) include: 

preprocessing to clean the dataset, splitting the dataset in two (known dataset:  containing attacks with 

known responsible group name and the unknown dataset: containing attacks with unknown responsible 

group name).  PCA is applied on a known dataset to select the most important features describing a 

given class. These features are used later by classification algorithms to build the prediction model.  The 

resulting features from PCA from the known dataset is used for unknown dataset too. Then the predictor 

model was employed to predict the names. 

 

Figure 1 Proposed technique framework 

3.1 Dataset Pre-processing 

Pre-processing is an essential step performed on the data set to make data more suitable for mining. In 

the examined dataset in this work, each terrorist incident was described by 134 attributes. Dataset 

preprocessing was carried out manually. Some attributes have been removed and some attribute values 

are grouped based on some specified conditions. The result of this procedure is a dataset without any 

missing values. 
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The criteria employed to remove the attributes is given as follows.  

• The dataset contains a lot of missing values, so the attributes whose fields contain more than 

50% missing values are deleted. 69 attributes were deleted accordingly. 

• The attributes that contain additional relevant details about the attack such as: summary (a brief 

narrative summary of the incident), addnotes (more information that was not contained in any 

of the dataset fields), location (information specifying the location where the incident took 

place), latitude, longitude, ... etc. 

• The attributes representing data collection methods about an attack such as the Dbsource 

attribute (identify the original data collection effort), scite1, scite2, and scite3 (cites the various 

sources from which the incident information was compiled). 

• Attributes which we found that the data fields are fixed for all fields. Because the dataset we 

selected includes only events that occurred in Turkey and were classified as terrorist acts. These 

attributes include: country (Country name), region (the regions which the country is located in) 

crit1, crit2, crit3 (variables that show that the inclusion criteria are met), and individual 

(indicates person(s) who carried out the attack but do not belong to a known terrorist group or 

organization). 

• Attributes containing subcategories of major classifications like weapsubtype1_txt which shows 

the type of weapon used to carry out the attack. 

• The features containing the number of casualties such as: nkill (number of killed), nkillus (The 

number of U.S. citizens killed), nkillter (number of perpetrators killed), nwound (number of 

wounded), nwoundus (The number of U.S. citizens wounded), and nwoundte (number of 

perpetrators wounded). These attributes were excluded, which is a result of the terrorist 

operation and has no direct impact on the name of the entity that carried out the operation. 

The values of some attributes (types of instances) have been grouped as follows:  

• Day and month attributes were integrated into one attribute called season  and the values were 

distributed according to the four seasons. By closely analyzing the dataset, we note that the 

intensity of terrorist operations increases in the summer and the beginning of the fall (in the 

months of July, August and September) and decrease in winter and early spring (December until 

March). 

• The attribute provstate, describe name of a place. The value of this field contains 43 city names 

and these cities are merged according to the region to which they belong. Turkey's provinces 

are distributed into 7 major regions. 

• Attributes targtype1_txt (captures the general type of target), attacktype1_txt (captures the 

general method of attack type), and gname (name of the group that carried out the attack) were 

partially merged. Table 1 describes the merged values of each attribute.   

• Attribute natlty1_txt which includes nationality of the target that was attacked, it merged to 3 

categories: Turkey, Foreign, and international. 

3.2 Principal Component Analysis (PCA)  

PCA is a technique used for data compression and feature extraction. Its main purpose is to analyze data 

to identify and find patterns in order to reduce the dimensions of the dataset into fewer dimensions which 

act as summaries of features with minimal loss of information [20]. 

Assume that X = x1, x2, … , xn is a dataset consisting of n dimensional data vectors, our goal is to scale 

down this n-dimensional dataset to a k-dimensional subspace (where k < n). 
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Table 1 Merged attribute values 

Attribute Category # New Category 

targtype1_txt 

Government (General) 59 
Government 

Government (Diplomatic) 4 

Military 59 Military and 

Police Police 275 

Private Citizens & Property 203 
Private Property 

Business 70 

Educational Institution 46 

Institutions 

 

Journalists & Media 17 

NGO 2 

Tourists 2 

Religious Figures / 

Institutions 

9 

Utilities 18 

Transportation 18 
Transport 

Airports & Aircraft 2 

Unknown 66 
Other 

Other 4 

attacktype1_txt 

Hostage Taking 

(Kidnapping) 
60 

Hostage Hostage Taking (Barricade 

Incident) 
2 

Hijacking 2 

Unarmed Assault 2 
Other 

Unknown 29 

gname 

Turkish Communist 

Party/Marxist (TKP-ML) 
2 

Other 

Fetullah Terrorist 

Organization 
1 

Peoples' United 

Revolutionary Movement 

(HBDH) 

1 

The Independent Military 

Wing of the Syrian 

Revolution Abroad 

1 

Maoist Communist Party 

(MKP) 
1 

Free Syrian Army 1 

People's Defense Unit 

(Turkey) 
1 

The n-dimensional mean vector  μ is 

𝝁 =
𝟏

𝒏
∑ 𝒙𝒊

𝒏

𝒊=𝟏

 (1) 

The covariance matrix (𝐶𝑜𝑣) of the dataset is: 

𝑪𝒐𝒗 =
𝟏

𝒏
∑(𝒙𝒊 − 𝝁)(𝒙𝒊 − 𝝁)𝑻

𝒏

𝒊=𝟏

 (2) 

The eigenvalues and eigenvectors of the covariance matrix are calculated using 

𝑪𝒐𝒗𝒗𝒊 =  𝝀𝒊𝝂𝒊 (3) 

Where 𝜆 = Eigenvalue, 𝜈 =Eigenvector. 



Sakarya University Journal of Computer and Information Sciences 

Fadel and Oz 

263 

 

 

Let 𝛬 = 𝑑𝑖𝑎𝑔[𝜆1, 𝜆2, … , 𝜆𝑘].  𝛬 is a diagonal matrix of eigenvalues. The matrix 𝑉 contains the 

eigenvectors 𝑉 = [𝜈1, 𝜈2, … 𝜈𝑘] and the is orthonormal 𝑉𝑇𝑉 = 𝐼𝑘.  Where, 𝐼𝑛 is the 𝑘 ×  𝑘 identity matrix. 

Sort the eigenvectors by decreasing eigenvalues (𝜆i ≥  𝜆i+1)  

Let the matrix W = [𝜈1, 𝜈2, … 𝜈𝑘] , contain the first 𝑘 eigenvectors  

The low dimensional feature vector of a new input data is determined by 

𝒚 = 𝐖𝑻. 𝒙 (4) 

When we applied the above equations to our dataset, from 51 principal components (PC), we found 31 

components that are most contributing principal components. This contributes 95.9% of eigenvalues 

(Figure 2).  

 

Figure 2 Principal components variance 

Principle components also make distinction between classes much clearer. (Figure 3) shows the plot of 

the data points using only PC1 and PC7 principal components. It might be proper to use class tags to 

visualize the dataset as well. Looking at the graph, we can see that only two feature variables can be 

used to visualize the whole dataset properly as compared to having thirteen feature variables. Although 

the classes are not well differentiated but it helps to reduce the feature set without the loss of much 

information. 

4. Classification Algorithms 

Classification and prediction are the prominent approaches for data mining in various fields. They are 

predictive models that predict the future trends based on some training datasets. 

In the classification phase, a method of voting between 5 different machine learning algorithms was 

used. These algorithms are Random Forests, Logistic Regression, Adaptive Boosting (AdaBoost), 

Neural Network, and Support Vector Machine (SVM). 

• SVM  is a widely used machine learning algorithm. It can also be employed for both 

classification and regression purposes. The main idea of SVM is to construct maximum-margin 

hyperplane between any class data point within the training set, this can give a greater chance 

of new data being classified correctly [21]. 
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Figure 3 Clustering based on PC1-PC7 

  

• Random Forests is an algorithm that is used for both classification and regression tasks by 

creating a forest and making it random. The created “forest”, is an ensemble of Decision Trees. 

The forest is trained using “bagging” method in most cases. Bagging is a combination of 

learning models to improve the overall result. Bagging can also be used for both classification 

and regression problems [22].  

• Logistic regression is a probabilistic, statistical method for classifying data into discrete 

outcomes. It is named as ‘Logistic Regression’ because its underlying technique is quite the 

same as Linear Regression. But the biggest difference lies in what they are used for. Linear 

regression algorithms are used to predict/forecast values, but logistic regression is used for 

classification tasks [23]. 

• AdaBoost is an ensemble classifier that attempts to create a strong classifier from a number of 

weak classifiers. When used in conjunction with various types of learning algorithms, 

performance is improved. A weighted sum of the outputs of the 'weak learners' is used to 

represent the final output of the boosted classifier [24].  

• Neural Network is a combination of units called neurons that are arranged in layers. These 

neurons convert an input vector into some output. Each neuron takes an input, applies some 

function (often nonlinear) on it and then passes its output to the next layer. In more general 

terms, neural networks are applied in a feed-forward fashion, i.e. Each layer forwards all its 

output to the next layer without feedback to the previous layer(s). A weighting mechanism is 

applied to the signals passing from one neuron to another. During the training phase, the weights 

are tuned so that the neural network adapts to a particular problem at hand [21]. 
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All these algorithms were assembled in a voting algorithm to select the appropriate class. The voting is 

carried out according to the following formula 

Assume we have 𝑘 number of classes represented by C,  

𝒄𝒋 ∈ 𝑪, 𝒋 = {𝟏, … , 𝒌} (5) 

and 𝑛 classification algorithms represented by 𝐴 

𝒂𝒊 ∈ 𝑨, 𝒊 = {𝟏, … , 𝒏} (6) 

the probability 𝑝 of the class 𝑐𝑗 in the Voting algorithm 𝑉 is the average of the probabilities of these 

classes in the classification algorithms 

𝒑(𝑽, 𝒄𝒋) =  
𝟏

𝒏
∑ 𝒑(𝒂𝒊, 𝒄𝒋)

𝒏

𝒊=𝟏
 (7) 

The predicted class “𝑃𝑟𝑒𝑑𝑐” or the voted class “𝑉𝑐” in the voting algorithm is the class with the max 

probability. 

𝑽𝒄 = 𝒎𝒂𝒙 {𝒑(𝑽, 𝒄𝟏), 𝒑(𝑽, 𝒄𝟐), … , 𝒑(𝑽, 𝒄𝒌)} (8) 

Let us consider 2 algorithms (𝑎1 and 𝑎2) and 3 classes (𝑐1,𝑐2, and 𝑐3) as given in the Table 2. 

Table 2 Voting algorithms 

Classification Algorithm 1 Classification Algorithm 2 Voting Algorithm 

𝑝(𝑎1, 𝑐1) 𝑝(𝑎1, 𝑐2) 𝑝(𝑎1, 𝑐3) 𝑃𝑟𝑒𝑑𝑐  𝑝(𝑎2, 𝑐1) 𝑝(𝑎2, 𝑐2) 𝑝(𝑎2, 𝑐3) 𝑃𝑟𝑒𝑑𝑐  𝑝(𝑉, 𝑐1) 𝑝(𝑉, 𝑐2) 𝑝(𝑉, 𝑐3) 𝑉𝑐 

0.53 0.07 0.4 𝑐1 0.45 0.03 0.62 𝑐3 0.44 0.05 0.51 𝑐3 

0.05 0.15 0.8 𝑐3 0.01 0.10 0.89 𝑐3 0.03 0.125 0.845 𝑐3 

0.58 0.32 0.1 𝑐1 0.18 0.77 0.05 𝑐2 0.38 0.545 0.075 𝑐2 

4.1 Performance measurement 

Accuracy, Precision, Recall and F1-score metrics generally are used to evaluate the performance of 

different classification algorithms [25].  

Since the dataset is multiple class, averaging the evaluation measures can give a view of the general 

results. There are two names to refer to averaged results: micro-averaged and macro-averaged results.  

• In the Micro-average method, a sum of the individual true positives, false positives, and false 

negatives of the system for different sets is obtained to get the statistics about them. 

• In Macro-average, the average of the precision and recall of the system on different sets is taken. 

Since there is no balance between the number samples for each class in the dataset, (PKK represents 

82.3% of the class while ISIL = 9.9, DHKP/C = 2.8, PHC=2.7 TAK = 1.5% and Other = 1.1), Micro-

average is preferable if there is a class imbalance problem [26]. 

5. Results and Discussion 

Each classifier was employed on known datasets both before and after feature dimension through PCA. 

The accuracy was estimated with 10-fold cross validation. The performance comparison of the 

classification learners on the two datasets is shown in Table 3.  The results clearly show that PCA based 

feature dimension reduction led to an improved accuracy in all algorithms. 

The comparative analysis based on results obtained using the proposed approach to that of other 

literature using GTD dataset is shown in Table 4. 
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Table 3 Accuracy results of selecting featurs usnig PCA (⊕) and without using PCA (⊖) 

Algorithm 
Accuracy F1 Micro-average 

⊕ ⊖ ⊕ ⊖ 

AdaBoost 92.5% 90.8% 96.1% 95.2% 

Logistic regression 90.7% 88.2% 95.1% 93.7% 

Neural Network 91.9% 90.4% 95.8% 95.0% 

Random Forests 92.2% 90.5% 95.9% 95.0% 

SVM 88.3% 86.9% 93.8% 93.0% 

Voting 92.9% 91.2% 96.3% 95.4% 

 

Table 4 Comparative results 

  Current Talreja 

et al. 

Mohammed 

and Karabatak 

Tolan and 

Soliman 

Goha

r et 

al 

Dataset Country Turkey India Turkey Egypt world 

Period 
2013-

2017 
1970-

2015 

2016 1970-2013 1970-

2012 

Features 17 12 6 6 7 

Classification  

algorithm 

AdaBoost 92.5     

Bayes Net   61.41   

C4.5/J48  60 64.13 56.56  

decision stump 

(DS) 

    84.97 

ID3    26.01 91.30 

KNN   51.1 73.03 83.43 

Logistic 

regression 

90.7     

NB   58.15 69.03 92.75 

Neural network 91.9     

Random forest 92.2 58.5    

SVM 88.3 73.2 59.78 75.42  

Voting 92.9    93.40 

In terms of predictions of names of terrorist groups in the unknown dataset. Table 5 shows the number 

of predicted names for each terrorist group using the algorithms in both cases. Note the difference in the 

number of operations per group depending on the algorithm and the case.  However, all the algorithms 

and cases agreed to predict 0 times to the terrorist group PHC. This is logical because all their operations 

occurred between 15/July/2016 and 16/July/2016  when it announced its name and made a coup attempt 

to overthrow the government in Turkey. 

Table 5 Predicted terrorist organizations’ names and number of attacks using PCA (⊕) and without (⊖) 

Algorithm 
PKK ISIL DHKP/C TAK PHC Other 

⊕ ⊖ ⊕ ⊖ ⊕ ⊖ ⊕ ⊖ ⊕ ⊖ ⊕ ⊖ 

AdaBoost 144 132 22 25 3 6 2 5 0 0 1 4 

Logistic Regression 122 139 24 19 16 10 7 3 0 0 3 1 

Neural Network 127 123 25 29 11 10 6 7 0 0 3 3 

Random Forest 146 144 20 21 1 3 2 4 0 0 3 0 

SVM 110 103 34 33 13 18 8 9 0 0 7 9 

Voting 147 142 18 20 3 3 3 5 0 0 1 2 
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6. Conclusion 

This paper proposes a novel method for predicting responsible terrorist groups for unknown classified 

incidents. The proposed method consists of PCA technique for selecting features and a voting method 

between 5 best classification algorithms. The experiments are conducted using the GTD data set for the 

last 5 years terrorist incidents that occurred in Turkey. The proposed method using PCA obtained high 

results based on performance accuracy as compared to a method without using PCA.  Our accuracy 

results show a significant improvement when compared to the results obtained by (Mohammed and 

Karabatak 2018) which do not exceed 64.13%.  Moreover, an impressive result was obtained from the 

voting algorithm which is dependent on the sum of the probabilities resulting from all algorithms. 

We suggest that future work can focus on the folowing: 

- Improving the quality of terrorism-related data, by integrating GTD data with data from local 

authorities and the media. 

- Linking the geographical factor of the terrorist operation with the areas of activity of the terrorist 

organization. 

- Deeper studies of the relationship between the increase in terrorist operations at certain times 

and its relationship to political issues in the country, or to regional or international issues. 
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