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Abstract 

Gender classification can provide significant advantages in applications with access control, 
marketing activities and biometric verification processes. In cases where the entries to some 
areas are only male or female, advertising products according to the number of male and 
female in the store or reducing the database usage burden by primarily gender discrimination 
in biometric verification can be given as examples of gender classification practices. Gender 
classification is a binary classification problem as male or female. In traditional methods, 
gender classification has been made from facial images. One of the biggest difficulties in gender 
classification from facial images is that the person's face cannot be kept in a certain position, 
while other is the difficulties in the imaging stage. The desire of the person to hide herself from 
the cameras, differences in the face and lighting conditions can be given as examples of the 
difficulties of the image-based methods. In this study, we propose gender classification with 
low-power laser beams instead of traditional camera-based method of gender classification. 
In the experimental study conducted for this purpose, a low-powered laser beam is projected 
onto the subjects 'arm for a short period of time from a distance of 2 m, and laser signals 
reflected from the subjects' arm are recorded.  Laser signals reflected from the arm of subjects 
are classified according to the LSTM deep learning architecture after data preparation, and the 
subjects' gender is determined. An average classification success rate of 76.20% was achieved 
as a result of the gender classification study in which 6 men and 6 women between the ages of 
19 and 38 participated. The results show that gender classification can be performed with 
laser signals. Another advantage of this method is that the arm can be easily positioned at the 
desired location during the receiving signal from the person's arm. 
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1 Introduction 

In the gender classification process, which is a 
binary classification problem, classes are male and 
female. The use of the gender classification process 
is important in the criminal database, marketing 
industry, biometric verification processes, and so 
on [1]. Automatic gender classification provides 
significant benefits in areas where only women or 
men can enter. Classification of gender first in the 
criminal database, which has reached a large size, 
will greatly reduce the processing load on the 
database [2]. First, with gender classification, the 
number of people who will be compared biometric 
in this large database will decrease significantly, 
and faster, more accurate results will be obtained. 
In addition, campaigning on the products according 
to the weight of the number of men or women in the 
shopping center, advertising on billboards, 
highlighting the products that appeal to men or 
women can cause significant increases in the sales 
volume of the products. A similar application can be 
used in human computer interfaces. In such a 
system, voiceover, character or content can be 
presented according to the gender of the user. 

In most difficult circumstances, it is easy for people 
to determine the gender of a person in front of them. 
In computer or machine vision systems, gender 
detection of people is still a challenging task. 

Gender recognition is mostly performed according 
to the gait model [3,4], facial images [1,5,6], sound 
[7,8] or other sensors [9]. In the literature, it is seen 
that gender classification studies are mainly done 
using cameras. Low resolution, low or high light 
conditions, blurry images, limited angle images, and 
inability to capture facial expression are important 
difficulties in camera-based gender identification 
procedures. On the other hand, in studies conducted 
with voice, there is the fact that it is necessary to 
record especially audio from users.   In both types of 
work done with camera and sound, the issue of 
privacy can be raised. In addition, seismic sensor 
studies can be applied in a restricted space and a 
large number of special sensors must be placed in 
the place where the application will be made [4].  

In studies with sound or camera, the desire of 
people to hide themselves is one of the biggest 
challenges of the system. Changing the facial 
expression of the person using different methods 
(mask, makeup, etc.) or being in completely dark 
environments will disable the camera-based 
systems. 

In this study, gender determination with low-power 
laser beams is recommended instead of gender 
discrimination made with a camera, which has 
disadvantages such as privacy, light conditions, and 
the desire to hide oneself. With the proposed 
system, laser light was shined on the arm of the 
subjects at a distance for a very short time and the 
laser signals reflected from the arm were trained 
with the deep learning architecture designed after 
preprocessing. The classification success obtained 
as a result of the training shows the applicability of 
the proposed system. Since the camera and sound 
are not used in the proposed system, there is no 
privacy problem. In addition, since a system such as 
seismic sensor is not used, there is no need to place 
additional sensor array on the ground where the 
work is performed. 

The main contributions of the study can be 
summarized as follows: 

• Gender discrimination can be made with a 
single low-powered laser beam. 

• As far as we know, this study is the first to 
detect the gender of people remotely and 
without contact with laser signals. 

• In gender identification studies with the 
camera, low or high ambient light significantly 
reduces the performance of the system. The 
proposed system is not affected by ambient 
light. 

• A deep learning architecture is recommended 
that provides high performance. 

Other parts of this article are organized as follows. In 
the second chapter, previous studies on gender 
recognition are given. In third chapter, detailed 
information about LSTM, one of the deep learning 
models, is given. In the fourth chapter, information 
about the laser device and experimental setup used in 
the study is given and the proposed method is 
mentioned. In the sixth chapter, a general summary of 
the study is made and a discussion on the results is 
made. 

2 Related works 

Various devices are used for gender classification. 
Some of these are devices that require contact and 
their practical use does not seem possible. Another 
type is devices that do not require contact. Some of 
these devices require an appropriate calibration 
and some are affected by light conditions. During 
the use of cameras and microphones, personal data 
can also be obtained and may affect the deprivation 
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of the person. Studies on gender recognition are 
listed below. 

Anchal et al. have made gender classification using 
seismic sensors [4]. In their study, they have 
examined the sound that male and female subjects 
made from their feet during walking. For this study, 
seismic sensors have been placed on the grounds 
where the experiment was conducted. Bales et al., 
on the other hand, have made a gender classification 
using 212 seismic sensors placed on the floor of an 
intelligent building [9]. These types of studies are 
systems that require high costs and have 
installation difficulties. At the same time, such 
systems operate in a limited area and maintenance 
costs are high. 

Qadri et al. have studied gender discrimination from 
speech signal [8]. They examined the effects of 
gender on the signal by extracting features from the 
sound signals they obtained from the subjects.  

In the study of Nixon et al. using a camera, gender 
classification was made from the behavioral model 
[10]. In their studies, they argued that women shake 
their hips while walking and men shake their 
shoulders, and they suggested that a classification 
can be made based on these behavioral differences. 

Kwon et al. made a gender classification based on 
skeletal images obtained from the camera [11]. For 
their study, they obtained walking videos from 
subjects of different age groups. Based on the idea 
that men and women have different walking 
patterns. 

On the other hand, Zhang et al. made a gait-based 
gender classification for automatic gender 
classification based on the video image obtained 
from cameras at multiple angles [12]. Do et al. made 
a gender classifier in which they used gait features 
from camera images at multiple angles [6].  Russell 
et al. have made the classification of gender and age 
groups based on the gait model using convolutional 
neural networks with images from different angles 
in the CASIA B database [13]. 

Nayak et al. have proposed gender classification 
based on facial images [1]. Dileep et al. have studied 
age group and gender detection from facial images 
[14]. In their work, they used artificial neural 
networks (ANN) as a classifier. Mustafa et al. Used 
Resnet and CNN to determine gender and age from 
camera images [5]. 

3 LSTM: Deep learning model 

Being popular in recent years, deep learning is used 
in several fields such as object recognition [15,16], 
image segmentation [17], speech recognition [18], 
machine translation [19], natural language 
processing [20], drug discovery [21] and in similar 
fields. Deep learning networks are consisting of 
different architectures based on their usage areas.   

Recurrent neural networks (RNNs) are often used 
in the processing of sequential data such as video 
subtitles, genome studies, natural language 
processing, and time series. The RNN architecture 
focuses on the relationship between the data in the 
input sequence given to it. The output of cells in this 
architecture is used as input in the next process, and 
the output of each cell depends on the output of the 
previous cell. Figure 1 shows a simple RNN cell and 
its expansion. In the figure, RNN cell are 
represented by 𝐴,  the inputs by 𝑋𝑡  and the outputs 
by ℎ𝑡 . 

 

Fig. 1. RNN cell and its expansion 

Since RNNs have an internal memory that can also 
store past information; It can also establish a 
relationship with the input signal while processing 
sequential data from sensors over time. While the 
RNN architecture can successfully establish 
relationships between short data sequences 
depending on time, it is unable to establish 
relationships in long-term data sequences and 
produce successful results. 

The long-term relationship problem in RNN 
architecture has been solved by Long - Short Term 
Memory Networks (LSTM) [22]. LSTM consists of a 
memory cell that can protect its state over time and 
non-linear gates regulating data input/output in the 
cell. Input, forget, and output gates in an LSTM cell 
is interconnected by 4 neural networks and they 
form the cell memory. LSTM model, gates in its 
structure as well as the internal structure of an 
LSTM cell can be seen in Figure 2. 
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Fig. 2. LSTM model, gates in its structure and the 
internal structure of the LSTM cell  

In LSTM cell model shown in Figure 2, out of the 
forget gate is represented by 𝑓𝑡 , out of the input gate 
by 𝑖𝑡  whereas out of the output gate is represented 
by 𝑜𝑡 , the cell state by 𝐶𝑡  and out of the cell by ℎ𝑡 . 𝑓𝑡 ,  
𝑖𝑡 ,  𝐶𝑡 , 𝑜𝑡  and ℎ𝑡   are defined in Equations 1, 2, 3, 4, 
5. Weights are represented by 𝑊𝑓 , 𝑊𝑖,𝑊𝑐 , 𝑊𝑜, bias 

values are represented by 𝑏𝑓 , 𝑏𝑖, 𝑏𝑐 , 𝑏𝑜 . 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (1) 

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (2) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗  [tanh(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)] (3) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (4) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) (5) 

4 Materials and methods 

4.1 System design 

This study focuses on gender detection from the 
arm of people, using low-powered laser signals. In 
the study conducted for this purpose, laser sign 
reflection on the subjects ' arm, recording the signs 
reflected from the arm, signal preprocessing and 
classification processes are performed. Figure 3 
shows the block diagram of the gender 
identification study with laser signals. 

 

Fig. 3. Gender identification block diagram with 
low power laser signals 

4.2 User selection 

Within the scope of the study, laser signals were 
taken from the arms of 6 healthy men and 6 healthy 
women. Before starting the experimental study, the 
users were informed about the laser system and the 
experimental setup. The age group of users was 
between 19 and 38. During the sampling, the 
subjects were asked to place their right hand in the 
place specified in the experimental setup in a 
comfortable way. 

4.3 Laser beam source and recording system 

The laser light source used in the study has an 
output power of 1mW and a wavelength of 650 nm 
[23].  The laser light source and recording system 
used in the study were obtained by reprogramming 
a laser meter hardware used for distance 
measurement. The laser module can record a raw 
laser signal of 3000 points at a sampling frequency 
of 50 kHz at a time [24,25]. Figure 4 shows the laser 
module used in the study. 

 

Fig. 4. Laser beam source, optical and recording 
system 

4.4 Experiment setup and data collection 
procedure 

Experimental studies were conducted in a 
laboratory environment without sunlight and 
during daylight hours. In the measurements, there 
is a distance of 2 meters between the laser module 
and the subjects ' arm. Since a large number of 
sample data is required for deep learning, the laser 
module was mounted on a Cartesian robot arm 
moving on the X and Y axis, and 126 laser signals 
were taken from different points of each subject's 
arm. 

In order to avoid the vibrations caused by the 
movement of the Robot arm, the measurement was 
taken 3 seconds after the movement of the arm. For 
each position, the measurement was taken by 
reflecting laser light on the subject's arm, and 
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immediately afterwards, the laser light was turned 
off and the measurements were made again in order 
to eliminate the dark current effect caused by the 
ambient lights and the device. The position of the 
subjects' arm during the experimental working 
setup and measurements is shown in Figure 5. 

 

 

Fig. 5. Experimental working setup and the 
position of the subjects during the measurement 

Starting from the lower right of the subject's arm, 
measurements were made at 5mm intervals in the 
pattern order indicated in Figure 6. With the 
experimental setup, a total of 1512 laser signals 
were obtained from the arms of male and female 
subjects. At the same time, when the laser light was 
turned off, 1512 noise signals created by the dark 
current and environmental lights of the device were 
obtained. The motion pattern of the Cartesian robot 
used to measure laser signals and the arm of the 
male subject are shown in Figure 6. 

 

Fig. 6. Movement pattern of the Cartesian robot 
used to take measurements and the arm of the 

male subject 

4.5 Signal preprocessing steps 

In a noisy signal and in cases where the noise is 
predictably accessible from a separate channel, it 
may be possible to obtain an estimate of the clean 
signal by subtracting the estimate of the noise from 
the noisy signal [26].  In the experimental study for 
this purpose, the laser signals reflected from the 
arms of the subjects were recorded when the laser 
light source was on. Immediately after this process, 
the laser light source was turned off and the noise 
signal caused by the device and the ambient light 
was recorded. Subtraction was used to obtain clear 
signals from the noisy laser signals obtained from 
the subjects' arms. Subtraction process was 
performed to obtain clear signals from the noisy 
laser signals obtained from the subjects' arms. As 
stated in Equation 6, from the signals obtained 
when the laser light source is turned on, the signals 
obtained when the laser light source is turned off 
have been subtracted.  

𝑦(𝑛) = 𝑠(𝑛) − 𝑑(𝑛) (6) 

In Equation 6, 𝑦(𝑛) refers to the noise-free laser 
signal, 𝑠(𝑛) refers to the noisy laser signal recorded 
from the subjects ' arm, and 𝑑(𝑛) refers to the 
estimated noise generated by the device and 
environmental lights. Figure 7 shows the laser 
signal recorded from the female subject's arm while 
the laser light source was on, the estimated noise 
signal generated by the device/environmental 
lights, and the noise-free laser signal obtained as a 
result of the subtraction process. 

4.6 Welch spectral power density and 
dimension reduction 

In this study, the Welch spectral power density of 
each laser signal obtained after the subtraction 
process to remove noise from noisy laser signals 
was calculated. In the Welch method, the size of the 
raw laser signals was reduced from 3000 to 63 by 
selecting appropriate parameters. This process also 
greatly reduces the processing cost for deep 
learning. 

A periodogram is obtained by transforming a signal 
from time domain to frequency domain. The 
periodogram used to calculate the spectral power 
density (PSD) of a time series signal is based on the 
fast Fourier transform (FFT) [27]. Welch PSD 
method is based on Barlett method. In the Barlett 
method, a long signal is divided into multiple 
windows without overlap, the power spectrum of 
each window is calculated and spectral density 
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values are calculated by taking the average of the 
values at the same frequency. Unlike the Barlett 
method, in the Welch method, a long signal is 
divided into windows to overlap and PSD is 
calculated [28–30]. In the Welch method, the 
periodogram of a window is calculated in Equation 
7 [23]. 

𝑃𝑙(𝑓) =
1

𝑀

1

𝑃
|∑ 𝑣(𝑛)𝑥𝑙(𝑛)exp (−𝑗2𝜋𝑓𝑛)

𝑀

𝑛=1

| (7) 

In the equation 7, {𝑥𝑙(𝑛), 𝑙 = 1, … … , 𝑆} represents 
the windowed segments of the signal, 𝑆 represents 
the number of windows, 𝑀 represents the window 
length, 𝑣(𝑛) represents the windowing function, 
and 𝑃𝑙(𝑓)  represents the periodogram of each 
windowed segment. According to Welch's method, 
the periodogram of a signal is calculated as in 
Equation 8. In the equation, the power distribution 
of the signal calculated according to the Welch 
method is represented by 𝑃𝑤(𝑓). 

𝑃𝑤(𝑓) =
1

𝑆
∑ 𝑃𝑙(𝑓)

𝑆

𝑙=1

 (8) 

In this method, the length of the signal can be 
calculated with the formula 𝑁 = 𝑛𝑓𝑓𝑡/2 + 1. In this 
formula, 𝑛𝑓𝑓𝑡 is a positive value, indicating the 
number of discrete Fourier transform points to be 
used in PSD estimation. By taking 𝑛𝑓𝑓𝑡 = 124, the 
size of the laser signal consisting of 3000 points was 
reduced to 63 points. Figure 8 shows the PSD values 
of the laser signals of male and female subjects 
calculated according to the Welch method after 
subtraction. 

 

Fig. 8. Pre-processed laser signal and Welch 
spectral power density signals of male and female 

subjects 

4.7 Deep learning architecture 

In this study where gender classification is made 
from laser signals, the use of the LSTM deep 
learning model is proposed. The LSTM deep 
learning model has been the subject of many studies 
in the field of signal processing and has yielded 
successful results [31–33]. In the LSTM model, 
thanks to the memory cell and the forget gate cell in 
its structure, the relationship between the input and 
output of the signal can be made and it gives 
successful results. The LSTM deep learning model 
proposed in the study and the way signals enter the 
network is given in Figure 9. 

 

Fig. 7. The noisy laser signal obtained from the 
arm of the female and male subject, the noise 
signal measured by turning off the laser light, 
and the noise-free laser signal obtained as a 

result of the subtraction process 

 



 
 
 

Veri Bilim Derg, 4(2), 62-71, 2021 

68 

 

 

Fig. 9. LSTM model proposed in the study and the 
way the signal enters the network 

In the proposed LSTM model, 63-dimensional PSD 
values calculated according to the Welch method 
are used at the input layer. In the model, LSTM layer 
consisting of 64 hidden units, fully connected layer, 
SoftMax layer and classification layer are used after 
the input layer. The LSTM deep learning model 
proposed in the study is given in Table 1. 

Table 1. Layer type and properties used for the LSTM 
deep learning model. 

Layer 
Number 

Layer Type Properties 

Layer 1 Sequence input layer Sequence input 
with 63 points 

Layer 2 LSTM layer LSTM with 64 
hidden units 

Layer 3 Fully connected layer 2 units 

Layer 4 Softmax layer Softmax activation 
function  

Layer 5 Classification output layer 2 classes 

 

For the LSTM model used in the study, 
hyperparameters are given in Table 2. 

Table 2. Hyperparameters of the LSTM model. 

Parameter Type or Value 

Optimizer Adam 

Activation Softmax 

Batch Size 512 

Max Epochs 1500 

Train and Validation Data 90% and 10% of total data 

5 Results 

In the study, cross-validation technique was used 
for performance evaluation of the LSTM model. For 
this purpose, the data set was randomly divided 
into 10 equal parts, 1 part was excluded for 
validation at each time, and the remaining 9 parts 
were used to train the model. The average 
performance values of the system were calculated 
by taking the average of the values obtained as a 
result of each training and validation process. 
Recall, precision, F1-score and accuracy values 
were used in performance evaluations. Table 3 
shows the average performance evaluation results 
of the system. 

Table 3. Performance values of the system. 

Parameter Rate (%) 

Recall 76.163 

Precision 75.874 

F1-Score 76.018 

Accuracy 76,2 

The accuracy graph and confusion matrix of the 
data set with the highest verification as a result of 
the trainings made with the LSTM model can be 
seen in Figure 10. The accuracy value in this step 
was measured as 79.33%. When the confusion 
matrix is examined, it is seen that 78.2% of female 
and 79.3% of male are classified correctly. As a 
result of the training, the lowest accuracy rate was 
69.91%. 

 

Fig. 10. Accuracy graph and confusion matrix with 
the highest performance in the study 

In the study, the average training and validation 
time took 268 seconds (4 minutes 28 seconds) for 
1512 sample signals. In this case, training and 
validation time will take approximately 0.18 
seconds for a signal. These values show that real-
time applications can also be developed. 

As far as we know, there is no gender classification 
study with low-power laser signals in the literature. 
For this reason, the performance comparison of the 
system could not be made. 
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6 Conclusion 

In this study, it is proposed to classify the gender 
from the laser marks reflected from the subjects 
'arm by projecting laser lights on the subjects' arm 
at a distance of 2 meters. In the proposed system, 
PSD values are calculated according to the Welch 
method from large-sized raw laser signals, their 
dimensions are reduced and classification is made 
using the LSTM deep learning model. In the 
performance evaluation studies using the cross-
validation technique, it has seen that the average 
performance of the system has been 76.2%. The 
results obtained show that gender classification can 
be made with laser signals. 

Experimental studies have shown that the training 
and verification time for a laser signal is 
approximately 0.2 seconds. Considering these 
working periods, after training with the deep 
learning architecture, a learning transfer can be 
made and a low-capacity microcontroller system 
can also be used for gender classification with laser 
signals. In this way, a portable system can be 
developed. 

In future studies, the success of the system in 
different atmospheric conditions can be studied and 
the effect of factors such as sun, humidity and rain 
on the system can be examined. As the distance 
between the laser system and the subjects change, 
the intensity of the laser signals reflected from the 
subjects will also change. With a future study, a 
system that takes into account the distance between 
the laser and the subjects can be developed during 
the decision-making process.  
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