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Abstract 

One of the essential aims of intelligent algorithms concerning the diagnosis of heart disease is to achieve accurate 

results and discover valuable patterns. This paper proposes a new hybrid model based on Binary Farmland Fertility 

Algorithm (BFFA) and Naïve Bayes (NB) to diagnose heart disease. The BFFA is used for Feature Selection (FS) 

and the NB for data classification. FS can be employed to discover the most beneficial features. Four valid and 

universal UCI datasets (Hearts, Cleveland, Hungary, and Switzerland) were used to diagnose heart disease. Each 

dataset included 13 main features. The evaluation of the proposed model is simulated in MATLAB 2017b. The 

number of features in four datasets of Heart, Cleveland, Hungary, and Switzerland is equal to 13, which was 

reduced to six for each dataset through the BFFA to better the efficiency of the proposed model. For evaluation, 

the accuracy criterion, the criterion of accuracy in the proposed model for all features in the four datasets, Heart, 

Cleveland, Hungary, and Switzerland, is equal to 82.25%, 86.91%, 89.32%, and 89.24%, respectively. Results of 

the proposed model showed appropriateness in comparison to some other methods. In this paper, the proposed 

model was compared with other methods, and it was found that the proposed model possessed a better accuracy 

percentage. 

Keywords: Diagnosis of Heart Disease, Binary Farmland Fertility Algorithm, Naïve Bayes Algorithm, 

Feature Selection, Classification, Accuracy Percentage 

1. Introduction 

Heart diseases are usually asymptomatic in the early stages, and heart attack and brain stroke are the 

first warning signs [1, 2]  .Heart disease is one of the deadly silent diseases that cause more deaths than 

cancer in some countries. High blood pressure, high blood fats, obesity, and diabetes are risk factors for 

heart disease [3]. These factors gradually cause damage to the heart. Therefore, a physician must 

regularly monitor such risk factors for regular tests and examinations [4]. Heart disease affects the heart 

and blood supply to the peripheral areas of the body. Heart disease generally refers to a condition that 

causes the coronary arteries to narrow or become blocked, leading to heart failure, pain in the chest, or 

stroke [5]. 

Since the disease diagnosis is not easy in most cases, the physician must review and analyze the patient's 

tests and past decisions made for patients with similar conditions to make the right decision. In other 

words, the physician will need knowledge and experience. However, due to many patients and multiple 

tests per patient, an automated tool is required to explore patients with heart problems. One of the 

essential methods used for data inference is intelligent disease-diagnosis systems [6]. Collecting and 

recording data on heart diseases by intelligent systems is significant. Therefore, machine learning 

methods obtain valuable relationships between pathogens [7]. 

The entailing necessity in designing intelligent disease-diagnosis systems is to assist physicians in 

diagnosing the due disease and accelerating the testing process. Computer-based technology has 

significantly increased medical diagnosis, disease treatment, and patient follow-up processes [8, 9]. 

There is a need to diagnose it early to reduce the mortality rate related to a deficiency in coronary heart 

disease. As such, the existence of multiple features concerning the analysis and diagnosis of the disease 

proves the work of the physician brutal [10]. As a result, experts need an accurate tool that 

comprehensively considers these risk factors and reveals the exact impact of these ambiguous features. 
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In the present study, encouraged to create such a valuable and accurate tool, the researchers designed an 

intelligent system that identifies heart disease [11]. 

Concerning various interfering factors, the diagnosis of heart disease has always been a pivotal issue for 

physicians and teams of specialists. Recently, intelligent computational algorithms are often used in 

medical science to diagnose and determine the severity of various diseases. Intelligent algorithms help 

physicians as assisting tools in diagnosis with an incident of fewer errors. Up to now, different 

algorithms have been used to diagnose various diseases. In the present study, the researchers proposed 

a new model for the diagnosis of heart disease based on the Farmland Fertility Algorithm (FFA) [12] 

and NB [13]. It used the BFFA for FS and the NB algorithm for samples classification. 

The FFA was presented by 𝑆ℎ𝑎𝑦𝑎𝑛𝑓𝑎𝑟 and 𝐹. 𝑆. 𝐺𝑎𝑟𝑎ℎ𝑐ℎ𝑎𝑝𝑎𝑔ℎ in 2018 [12]. The algorithm is a 

nature-inspired meta-heuristic algorithm that mimics fertility practices of agricultural lands. The FFA is 

under the inspiration of soil strategy [14, 15]. Also, the algorithm has undergone 20 mathematical tests 

through optimization equations. NB is among the machine learning methods for categorization [16]. As 

a probability hypothesis, different classes are considered separately in the technique—each new training 

data augmentations or diminutions the probability of correctness of the primary views. Then finally, the 

ideas with the highest likelihood are considered a particular class and labeled. 

FS, an optimization problem, becomes a critical pre-process tool in machine learning, simultaneously 

minimizing feature size and maximizing model generalization. FS possesses a particular place and ranks 

in most research because there are various features in numerous data sets. Many are unused or do not 

have a positive informational aspect [17]. Non-elimination of such features does not impose a problem 

concerning the nature of the information. Still, they increase the computational load of the system and 

make it harder for accurate identification. With the increased number of features, feature space rises too. 

As such, data analysis and classification become significantly more complicated. Data are widely 

dispersed in related areas, creating significant problems concerning the supervised and unsupervised 

algorithms. This phenomenon is known as the size/bulk problem and is based on the fact that working 

with high-dimensional data is often tricky and time-consuming. A large number of features is apt to 

increase the noise in the data. Thus classification algorithm error rises, especially if the number of 

samples  is smaller than the number of related features. 

The significant contributions of this paper are: 

• A hybrid BFFA with NB is proposed for the diagnosis of heart disease. 

• A fast hybrid dimensionality reduction method for classification is proposed. 

• BFFA is applied to remove the weakest feature and choose the best features. 

• It is evaluated on four valid and universal UCI datasets (Heart, Cleveland, Hungary, and 

Switzerland). 

• The proposed model shows excellent efficiency and competitive classification performance. 

This paper is organized as follows: In Section 2, the related works are explained briefly. Section 3 

provides a summary of the proposed model procedures. Section 4 provides experimental results and 

discussion. Finally, the conclusion and future work directions are summarised in Section 5. 

2. Related Works 

Several conducted studies in heart disease diagnosis algorithms are presented in this section. In [18], the 

scientists created a fuzzy algorithm for detecting heart diseases using medical knowledge and 

intelligence principles. Their model was based on the data set obtained from 1000 patients, including 

patients with heart disease and healthy individuals at 𝑇𝑜ℎ𝑖𝑑 Hospital in 𝑆𝑎𝑛𝑎𝑛𝑑𝑎𝑗 via resorting 

toMATLAB, featuring a fuzzy toolbox. The results of the performed experiments on the collected 

dataset demonstrated that the proposed model was able to 98% for accurate diagnosis of heart diseases. 

In [19], the author proposed an Artificial Neural Networks (ANN) model for diagnosing heart disease. 

They used the data obtained from 270 patients extracted from the UCI site's valid data set, including 14 

features (one feature related to class). According to the results, it was shown that the model of ANN 
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with multilayer perceptron structure and an accuracy of 83.33% performed the classification operation 

for the set of test observations. The results also indicated that the model's accuracy in classifying the 

heart disease response variable samples was 87.75% and 83.33% for the training and test samples. 

In [20], the authors presented a model based on a hybrid Whale Optimization Algorithm (WOA) and 

Simulated Annealing (SA) to detect the influential factors in diagnosing heart disease. The Support 

Vector Machine (SVM) algorithm was used for effective disease classification. It was evaluated with 

the Cleveland Heart Disease Database in the UCI Valid Database. Generally, there were 13 features 

with 270 samples of sick and healthy individuals. The hybrid algorithm identified the number of 

compelling disease features based on the best solution. The proposed method identified ten valuable 

features with an accuracy of 87.78%. 

In [21], the authors proposed a "Designing a Cardiovascular Disease Prediction System using a Support-

vector Machine" model to diagnose heart disease. The dataset of 270 individuals, including 13 features, 

was used. The evaluation criteria in the system were classification rate and sensitivity. The system's 

performance was 85% and 85.8%, respectively, based on the mentioned indexes. 

According to regression tree and classification, a model based on an artificial neural network (ANN) 

and variable selection to predict coronary artery disease was proposed [23]. The dataset included nine 

information variables of 13228 individuals who experienced angiography in Tehran Heart Center (4059 

people without coronary artery disease and 9169 people with the disease). According to the regression 

tree and classification, the coronary artery disease prediction model was created based on an ANN 

multilayer perceptron (ANN-MLP) and variable selection method. After seven times of modeling and 

comparing the developed models, the final model, including all available variables occupying an area 

under the rocking curve of 0.754, the sensitivity of 92.41, and the accuracy of 74.19, was obtained. 

[22] proposed a fuzzy-differential hybrid model based on a fuzzy expert system (FES) to predict heart 

disease risk. For evaluation and validation of the proposed model, a data set including 380 samples 

acquired from 𝑃𝑎𝑟𝑠𝑦𝑎𝑛 𝐻𝑜𝑠𝑝𝑖𝑡𝑎𝑙 was used. The results showed that the FES had a functional accuracy 

of 85.52%, which was enhanced to 97.93% after applying the fuzzy fuzzy-genetic evolutionary model 

fuzzy-differential hybrid method to 97.67%. The results indicated that the proposed hybrid fuzzy genetic 

evolutionary model significantly improved the performance of the FES.  

Sabbagh Gol [23] used the C4.5 algorithm to diagnose heart disease. The study was applied and 

descriptive by nature. Standard data from the credible UCI site with the Cleveland dataset was used. 

The database contains 303 samples (6 samples were missing). According to the utilized model, the 

variables of high cholesterol, gender, old age, high maximum heartbeat, and thallium scan above three 

and abnormal ECG had the most significant impact on coronary heart disease. 

In [24] used, various ANN such as Multilayer Perceptrons (MLP), Learning Vector Quantization (LVQ), 

and BR to predict heart disease. The study was analytical, and its database contained 200 records of 

non-attributive types. The most important criteria for a disease diagnosis system were two indexes of 

specificity and sensitivity. These two indexes were calculated in the test and experiment phases of the 

study. According to the law of Back-Propagation of error, the best accuracy of the model was related to 

the ANN-MLP, equal to 88%. It was also observed that the elimination of discrete parameters had a 

positive effect on the convergence rate of the neural network and could improve the prediction accuracy 

by 85%. Table (1) illustrates a comparison of the proposed models for diagnosing heart disease  
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Table 1 Comparison of Proposed Models for Diagnosis of Heart Disease  

Refs Models Datasets 
Number of 

data samples 

Number of 

features 

FS Percentage 

of accuracy 

[18] 
Fuzzy system for 

predicting heart disease 
Collected 1000 

8 8 
98 

[19] 
Artificial Neural 

Networks 

reference 

and standard 
270 

13 13 
83.33 

[20] Hybrid WOA with SA 
reference 

and standard 
270 

13 10 
87.78 

[21] SVM 
reference 

and standard 
270 

13 13 
85 

[25] Decision tree and ANN Collected 350 9 9 93.4 

[26] 

ANNs and variable 

selection based on 

regression tree 

Collected 13228 

9 5 

74.19 

[22] 

Fuzzy-differential 

hybrid model based on a 

fuzzy expert system 

Collected 380 

5 5 

97.67 

[27] C4.5 
reference 

and standard 
303 

14 10 
90.1 

[23] C4.5 
reference 

and standard 
297 

14 5 
80.2 

[24] 
Multi-layer artificial 

neural network 
Collected 200 

14 10 
88 

In [18], eight features (age, smoking, blood pressure, harmful fats, history, family, diabetes, gender) 

were used for evaluation. In [19], 13 features (large vessels (Nbr-ves), stress reduction (ST-dep), defect, 

chest pain, stress peak (Peak-ST), heart rate, angina, gender, age, static ECG (Res-elec), blood pressure 

(Blood-press), blood sugar, and serum cholesterol (Serum-chol)) were used for evaluation. In [20], ten 

features were selected as the main features for diagnosing heart disease. In [21], 13 features were chosen 

as the main features for diagnosing heart disease. In [25], out of 9 features, all features were added to 

the system for better detection. The [26] dataset includes nine risk features: age, sex, obesity, abdominal 

obesity, family history, smoking, high blood fats, diabetes, and high blood pressure. In [22], according 

to the results, the accuracy of the fuzzy expert model was 85.52%, which has increased to 97.93% after 

applying the hybrid Fuzzy-GA model and has grown to 97.67% after applying the hybrid Fuzzy-DE 

model. In [27], 14 features were used for evaluation, of which ten features had the more accurate 

diagnosis. 

3. Proposed Model 

A model based on BFFA with NB for diagnosing heart disease was proposed in the present study. 

MATLAB 2017b was used to simulate the proposed model, and 80% of the samples were used for the 

training phase and the remaining 20% for the test phase. Figure (1) shows the flowchart of the proposed 

model.  
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Figure 1 Proposed Model Flowcharts 

3.1 Pre-processing 

In this stage, the data were normalized, and the missing values were replaced. Normalization unifies and 

approximates the specific range of different features to some extent to achieve more accurate results. 

The average method was used concerning the issue of missing values. One of the most common 

normalization methods, according to Eq. (1), is the Min-Max method. Each data set is mapped to 

arbitrary intervals in this method to know the minimum and maximum values in advance. The minimum 

data (𝑥𝑚𝑖𝑛) and the maximum data (𝑥𝑚𝑎𝑥) are the minimum and maximum values in each variable (𝑥𝑖) 

respectively. 

𝑵𝒊 =
𝒙𝒊 − 𝒙𝒎𝒊𝒏

𝒙𝒎𝒂𝒙 − 𝒙𝒎𝒊𝒏
 

(1) 
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3.2 Feature Selection 

In the present study, the BFFA was used for FS. Easy implementation, low complexity, and reasonable 

convergence rate are the main reasons for selecting the FFA regarding the FS issue. The V-Shaped 

function was used to convert the FFA to the binary mode. The procedure was first used by 𝑀𝑖𝑟𝑗𝑎𝑙𝑖𝑙𝑖 to 

convert a continuous state to binary mode [28]. In constant optimization issues, the solution vectors 

contain valid values, and in binary optimization issues, they have values of zero or one. The steps of the 

BFFA are as follows. 

Initial Values: The production of the initial population is defined in this step, which refers to the number 

of sections in the farmland and the number of solutions accessible in each part. The number of initial 

populations is defined according to Eq. (2). 

𝑵 = 𝒏𝒌 (2) 

In Eq. (2), The k parameter determines the number of sections connected to the optimization problem, 

n shows the number of solutions available in each land area, and parameter N indicates the total number 

of populations in the search space. Thus, the search space is divided into (k) parts, including several 

solutions. 

Eq. (3) and Eq. (4) are used to determine the quality of every single section of the farmland. The quality 

of each section of the farmland is acquired by averaging the available solutions in each section of the 

farmland. Eq. (3) separates solutions in each section. As such, the average of each key is calculated 

separately.  

𝑺𝒆𝒄𝒕𝒊𝒐𝒏𝒔 = 𝒙(𝒂𝒋), 𝒂 = 𝒏 ∗ (𝒔 − 𝟏): 𝒏 ∗ 𝒔   

𝒔 = {𝟏, 𝟐, … , 𝒌}, 𝒋 = {𝟏, 𝟐, … , 𝑫} 

(3) 

 

In Eq. (3), s shows the number of segments, x is equal to all solutions in the search space, and 𝑗 =
[1, … , 𝐷] indicates the dimension of the variable x. 

𝑭𝒊𝒕_𝑺𝒆𝒄𝒕𝒊𝒐𝒏𝒔 = 𝑴𝒆𝒂𝒏(𝒂𝒍𝒍 𝑭𝒊𝒕 (𝒙𝒊𝒋)𝒊𝒏 𝑺𝒆𝒄𝒕𝒊𝒐𝒏𝒔);  𝒔 = {𝟏, 𝟐, … , 𝒌}, 𝒊

= {𝟏, 𝟐, … , 𝒏} 

(4) 

In Eq. (4), 𝐹𝑖𝑡_𝑆𝑒𝑐𝑡𝑖𝑜𝑛 defines the level of the quality of section's solutions of the farmland of which 

each part has a specific rate and indicates the average fit or suitability of all the solutions in each section 

in the search space. Thus, the average number of accessible solutions in each part is obtained and stored 

in 𝐹𝑖𝑡_𝑆𝑒𝑐𝑡𝑖𝑜𝑛𝑠 for each area of land. 

Updating Memory: The local memory of each section and the global memory are updated after the 

solutions, and the average of each section of the farmland is determined. Some of the best states of each 

section and the best states of all sections are stored locally and globally. 

After determining the circumstance of each part by Eq. (4), the part that has the worst condition will 

experience the most significant changes. According to Eq. (5) and Eq. (6), all the solutions in the worst 

part of the farmland would be hybrid with one in the global memory. 

𝒉 = 𝜶 ∗ 𝒓𝒂𝒏𝒅(−𝟏, 𝟏) (5) 

𝑿𝒏𝒆𝒘 = 𝒉 ∗ (𝑿𝒊𝒋 − 𝑿𝑴𝑮𝒍𝒐𝒃𝒂𝒍) + 𝑿𝒊𝒋 (6) 

 

In Eq. (6), 𝑋𝑀𝐺𝑙𝑜𝑏𝑎𝑙    is a random solution among the available solutions in the global memory, and α is 

a number between zero and one that must be assigned at the beginning of land fertility evaluation. The 

parameter 𝑋𝑖𝑗 is a solution in the worst section of the farmland picked to perform the changes, and h is 

a decimal number computed according to Eq. (5). As a result, 𝑋𝑛𝑒𝑤 delivers a new solution featuring 

the adapted changes. After making changes in the worst section of the farmland, the other parts must be 

hybrids with the available solutions in the entire search space. 
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Soil Composition: Some available solutions in all locations are combined with the best existing solution 

(𝐵𝑒𝑠𝑡𝐺𝑙𝑜𝑏𝑎𝑙) to improve the quality of the available solutions in each section. The hybridization of the 

supposed solution with 𝐵𝑒𝑠𝑡𝐺𝑙𝑜𝑏𝑎𝑙 or 𝐵𝑒𝑠𝑡𝑙𝑜𝑐𝑎𝑙 is determined by Eq. (7). 

 

𝑯 = {
𝑿𝒏𝒆𝒘 = 𝑿𝒊𝒋 + 𝝎𝟏 ∗ (𝑿𝒊𝒋 − 𝑩𝒆𝒔𝒕𝑮𝒍𝒐𝒃𝒂𝒍(𝒃)), 𝑸 > 𝒓𝒂𝒏𝒅

𝑿𝒏𝒆𝒘 = 𝑿𝒊𝒋 + 𝒓𝒂𝒏𝒅(𝟎, 𝟏) ∗ (𝑿𝒊𝒋 − 𝑩𝒆𝒔𝒕𝒍𝒐𝒄𝒂𝒍(𝒃)), 𝒆𝒍𝒔𝒆
 

(7) 

 

In Eq. (7), a new solution is generated based on two methods. In Eq. (7), Q is a parameter in [0-1] that 

determines the hybridization of solutions with the best global (𝐵𝑒𝑠𝑡𝐺𝑙𝑜𝑏𝑎𝑙). ω1 is an integer and should 

be specified at the beginning of the algorithm. The value gradually declines due to the iteration of the 

algorithm. 𝑋𝑖𝑗 parameter is the solution selected to apply the changes from all sections. As a result, 𝑋𝑛𝑒𝑤 

is a new solution and is generated according to the user changes. 

In the proposed model, the V-shaped function was applied to place the processes of the BFFA. 

Therefore, the V-shaped function continuously changes the position of the solutions in the FFA towards 

the binary state according to Eq. (8) [28]. 

 

𝑽 (𝑿𝒊
𝒅(𝒕)) = |(

√𝝅

𝟐
∫ 𝒆−𝒕𝟐

(√𝝅
𝟐

 𝑿𝒊
𝒅(𝒕))

𝟎

𝒅𝒕 
 )| 

(8) 

 

In Eq. (8) 𝑋𝑖
𝑑  is the continuous value of the 𝑖 solution in the 𝑑𝑡ℎ dimension in iteration t. The output of 

the V-shaped transfer function is still in a constant state between 0 and 1, so a threshold must be set to 

convert it to a binary value, the random point of which is determined by Eq. (9). The V-shaped function 

converts the solutions to binary values to FS. 

 

𝑿𝒊
𝒅(𝒕 + 𝟏) = {

𝟎             𝒊𝒇 𝒓𝒂𝒏𝒅 < 𝑽(𝑿𝒊
𝒅(𝒕))

𝟏              𝒊𝒇 𝒓𝒂𝒏𝒅 ≥ 𝑽(𝑿𝒊
𝒅(𝒕))

 
(9) 

 

In Eq. (9) 𝑋𝑖
𝑑   shows the position of the 𝑖𝑡ℎ solution in the population of the FFA in iteration t in the d 

dimension. Also, rand is a number between zero and one of the uniform distribution types. Therefore, 

the solutions of the proposed model move in a binary search space using Eq. (8).  

Fit Function: The fit function is used to measure solutions. Eq. (10) is used as the fitness function for 

the proposed model. In Eq. (10) 𝛾𝑅(𝑑)  is classification error, R is the number of selected attributes, and 

the parameters α and β are in the range of zero and one, N is the total number of attributes. 

 

𝑭𝒊𝒕𝒏𝒆𝒔𝒔 = 𝜶 × 𝜸𝑹(𝒅) + 𝜷 ×
|𝑵| − |𝑹|

|𝑵|
 

(10) 

 

Ultimate Conditions: Finally, the ultimate conditions of the algorithm are examined according to 

iteration. If the final condition is approved, the algorithm stops. Otherwise, the algorithm continues to 

work to create the ultimate conditions. 

3.3 Classification 

NB algorithm is a probabilistic learning algorithm derived from the Bayesian theory; it is a type of 

classification that creates classes based on conditional probabilities. To detect the data, the NB algorithm 

balances the decisions of different classes and then selects the best one for them. The NB algorithm 

explicitly operates on various hypothetical probabilities. The NB probability theory is defined according 

to Eq. (11). 
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𝑷(𝒄|𝒙) =
𝑷(𝒙|𝒄)𝑷(𝒄)

𝑷(𝒙)
 

(11) 

𝑷(𝒄|𝒙) = 𝑷(𝒙𝟏|𝒄) × 𝑷(𝒙𝟐|𝒄) × … × 𝑷(𝒙𝒏|𝒄) × 𝑷(𝒄) (12) 

 

If D is an instruction set of instances and contains class labels, then each sample is represented by an n-

dimension feature vector 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}, where 𝑥1, 𝑥2, … , 𝑥𝑛 are the attributed featured values of 

𝐴1, 𝐴2, … , 𝐴𝑛 in sample X. Assuming the existence of m class 𝐶1, 𝐶2, … , 𝐶𝑛 and the new data sample 

(unlabeled), the NB classification will predict if the unknown sample X belongs to the class with the 

highest secondary probability. 

3.4 Evaluation Criteria 

Five criteria were used to evaluate the proposed model according to Table (2). True Positive (TP), False 

Positive (FP), True Negative (TN), and False Negative (FN) parameters are the main parameters 

concerning the evaluation criteria. TP entails the number of genuinely positive samples that have been 

correctly tagged. TN parameters involve the number of genuinely negative samples that have been 

correctly classified. FP parameters indicate the number of models without the disease but mistakenly 

diagnosed positive because of test results. An FN parameter shows the number of cases whose actual 

class is positive, and the classification algorithm has wrongly detected their category as a hostile class. 

Table 2 Evaluation Criteria 

Descriptions Equations 

Recall (Sensitivity) R=
TP

TP+FN
 

Precision P=
TP

TP+FP
 

Specificity 
TN

TN + FP
 

Accuracy

 
TP + TN

TP + TN + FP + FN
 

F-Measure F − Measure =
2 ∗ P ∗ R

P + R
 

 

Precision indicates the number of actual samples regarding the total number of pieces. Recall means the 

number of positive examples that have been correctly detected on all truly positive models. It measures 

how well a test has been performed in diagnosing the disease in the absence of the disease. The accuracy 

percentage of a classification method on the training data set is the percentage of observations of the 

training set correctly classified by the method used. The F-Measure criterion is based on a hybridization 

of accuracy and callback. 

4. Evaluation and Results 

The statistical population in the present study consisted of a collection of data on heart disease derived 

from the credible and global UCI site. The dataset had a class attribute (diagnosis) that indicated the 

presence or absence of heart disease according to the values of the features. The value of one 

distinguished affliction by the disease, and the value of two indicated non-affliction. Table (3) shows 

the characteristics of the datasets in detail. 

Table 3 Characteristics of the Heart Disease Data set 

Datasets Main Samples FS Number of missing samples Number of samples used 

Heart Disease [29] 270 13 No 0 

Cleveland [30] 303 13 Somewhat 297 

Hungary [31] 294 13 For all samples amendment 

Switzerland [32] 123 13 For all samples amendment 

 



Sakarya University Journal of Computer and Information Sciences 

 

Radpour et al. 

98 

 

The results in Table (4) illustrate why the proposed model in this study was selected to diagnose heart 

disease compared to other algorithms. The number of iterations is equal to 100, and the number of initial 

populations is equal to 30 in all algorithms. According to the results, it is evident that the proposed 

model has more accuracy percentage than other algorithms. The accuracy of the proposed model on the 

Heart, Cleveland, Hungary, and Switzerland datasets is 88.25, 86.91, 89.32, and 89.24. 

Table 4 The Results of the Models based on Different Criteria 

Datasets criteria ABC-NB PSO-NB FA-NB Proposed Model 

Heart 

Disease 

Accuracy 86.13 87.46 86.92 88.25 

Precision 85.73 86.52 85.76 87.42 

Recall 85.95 86.80 86.13 88.05 

F-Measure 85.84 86.66 85.94 87.73 

Cleveland Accuracy 84.67 83.45 85.72 86.91 

Precision 84.16 82.83 85.48 85.81 

Recall 84.55 83.18 85.92 86.69 

F-Measure 84.35 83.00 85.70 86.25 

Hungary Accuracy 86.35 87.14 85.78 89.32 

Precision 85.96 86.73 84.90 88.67 

Recall 86.21 87.06 85.35 89.11 

F-Measure 86.06 86.89 85.12 88.89 

Switzerland Accuracy 87.13 86.49 85.56 89.24 

Precision 86.28 85.42 84.76 88.76 

Recall 86.94 85.97 85.23 89.09 

F-Measure 86.61 85.69 84.99 88.92 

 

Table (4) shows that in all the datasets, the proposed model carry-outs better than the other methods, 

demonstrating the predictive performance strength of the proposed model. Figure (2) indicates that the 

proposed model has a global search ability and convergence potency that outperforms other running 

time methods. It is evident from Table (4) and Figure (2) that the proposed model has shown competitive 

performance compared to FA-NB, ABC-NB, and PSO-NB. 

 
Figure 2 The running time in seconds for the proposed model and other algorithms 

 

Figure (3) indicates convergences of ABC-NB, PSO-NB, FA-NB, and the proposed model. 

Additionally, Figure (3) confirms that the proposed model found the best possible optimum in iterations 
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71, 21, 11, and 61 for Heart Disease, Cleveland, Hungary, and Switzerland, respectively. The proposed 

model found the best optimum in fewer iterations than ABC-NB, PSO-NB, and FA-NB. The results 

revealed that the proposed model had a better convergence than ABC-NB, PSO-NB, and FA-NB. 

 
Figure 3 Convergence analysis between ABC-NB, PSO-NB, FA-NB, and proposed model 

Table (5) shows the accuracy percentage of the different models based on FS. The accuracy percentage 

of the proposed model on the Heart data set with six features is equal to 92.23. The accuracy rate on the 

Cleveland dataset with six features in the proposed model is equivalent to 90.67%. The accuracy 

percentage of the proposed model on the Hungarian dataset with six features is equal to 92.68. The 

accuracy percentage of the proposed model on the Swiss dataset with six features is similar to 90.15. 

The outcomes indicate that the proposed model has a better accuracy percentage than other models. 

Table 5 The Accuracy Percentage of the Models based on Feature Selection 

Datasets FS ABC-NB PSO-NB FA-NB Proposed Model 

Heart Disease 

6 91.35 91.59 91.42 92.23 

7 91.17 91.12 91.03 91.95 

9 90.07 90.25 89.79 90.56 

10 89.91 89.85 89.23 90.14 

Cleveland 

6 89.68 89.95 90.19 90.67 

7 89.24 89.63 89.96 90.21 

9 88.97 89.12 89.31 89.82 

10 88.65 88.84 88.91 89.28 

Hungary 

6 90.23 90.56 91.15 92.68 

7 89.75 90.32 90.89 92.32 

9 89.42 90.15 90.63 91.67 

10 89.12 89.92 90.25 91.38 

Switzerland 

6 90.72 90.25 89.91 91.15 

7 90.33 89.78 89.51 90.68 

9 89.86 89.16 88.36 90.17 

10 88.36 87.69 87.45 89.75 
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4.1 Comparison and Evaluation 

Table (6) compares the proposed model with other models based on the accuracy percentage. The 

accuracy percentage of ANN, a hybridization of WOA-SA,  SVM, Gravitational Search Algorithm-

KNN (GSA-KNN), and Particle Swarm Optimization-KNN (PSO-KNN) on the Heart dataset was equal 

to 83.33, 87.78, 85, 82.96 and 83.7, respectively. The accuracy percentage of the proposed model is 

88.25, which is higher than other models. 

Table 6 Accuracy Percentage of Models based on Feature Selection 

Datasets Models Refs Accuracy 

Heart Disease 

ANNs [19] 83.33 

WOA-SA [20] 87.78 

SVM [21] 85.00 

GSA-KNN 
[33] 

82.96 

PSO-KNN 83.7 

Proposed Model - 88.25 

Cleveland 

C4.5  [23] 80.2 

SVM 

[34] 

72.36 

NB 76.19 

Deep Belief Network (DBF)  78.69 

PSO-DBF 86.44 

Proposed Model - 86.91 

Hungary 

 

SVM 

[34] 

75.76 

NB 80.95 

Deep Belief Network 87.10 

PSO-DBF 87.10 

Proposed Model - 89.32 

Switzerland 

SVM 

[34] 

75.51 

NB 76.47 

Deep Belief Network 77.78 

PSO-DBF 84.00 

Proposed Model - 89.24 

 

The accuracy percentage of the C4.5 [23], SVM, NB, DBF, and PSO-DBF on the Cleveland dataset 

were equal to 80.2, 72.36, 76.19, 78.69, and 86.44, respectively. The accuracy percentage of the 

proposed model was higher than other models and similar to 86.91. The SVM, NB, DBF, and PSO-DBF 

accuracy percentages on the Hungary dataset were 75.76, 80.95, 87.10, and 87.10. The accuracy 

percentage of the proposed model is 89.32, which is higher than other models. 

4.2 Discussion 

Analysis and results have been undertaken in (Cleveland, Hungary, and Switzerland) by using the study 

[34] for comparison. Accordingly, SVM, NB,  Deep Belief Network, and PSO-DBF have been the 

existing studies to compare the proposed model. The analysis has been done concerning the accuracy 

obtained results in Table 6. Though the previous works applied various methods for classifying the 

diseases' dataset, the proposed model showed a high accuracy rate, confirming its efficiency in 

predicting conditions. NB showed high efficiency and excellent capability to solve complex pattern 

classification problems [34]. Generally, NB is a valuable and rapid method. Moreover, the selection of 

the most suitable neighbors by NB accelerates the diagnosis process, as it does not consider all neighbors 

of the evaluated item. Therefore, the proposed model is a fast and accurate decision-making system for 

detecting diseases. 

The results indicated that the accuracy of the proposed model was 88.25% in heart, 86.91% in Cleveland, 

89.32% in Hungary, and 89.24% in Switzerland. However, the proposed model indicated high accuracy 

of 89% than other methods. In addition, the proposed model showed high recall, precision, and f-

measure rate than the other models. The proposed model showed superior performance and provided a 
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balance between the number of features and classification accuracy. The proposed model used the binary 

operation to enhance the searching process to find essential features. 

 

5. Conclusion and Future Works 

The paper processed various datasets derived from the UCI standard database. The present study 

predicted heart disease by applying patients with heart disease characteristics via BFFA and NB. The 

proposed model consisted of feature normalization, replacement of lost values, and FS. The most 

important features were identified in the study, and a better performance concerning precision, 

sensitivity, and accuracy was achieved by selecting the features based on the BFFA. The Hungary 

dataset's SVM, NB, DBF, and PSO-DBF accuracy were 75.51%, 76.47%, 77.87%, and 84.00%, 

respectively. The accuracy of the proposed model was equal to 89.24%. With a higher of 89%, this 

model has better performance than SVM, NB, DBF, and PSO-DBF in diagnosing heart disease. 

Conducted experiments and simulations showed that the medical system introduced in this study 

approved better performance on the heart patient database and had different accuracy percentages on 

different datasets. In future studies, the sensitivity of the BFFA parameters may be discovered. The 

BFFA may also be compared to other FS algorithms, using various large datasets and different classifiers 

to take better results. 
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