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1. INTRODUCTION

Many methods/techniques have been presented to detect 

and cure the Covid-19 in the literature. One of them is 

machine learning [1, 2]. Machine learning methods have 

employed to detect Covid-19 automatically. Covid-19 

affects the lungs and causes respiratory diseases. 

Respiratory sounds can provide information about human 

health to detect these diseases. Doctors and medical 

professionals also use lung breathing sounds in the 

diagnosis of many diseases. These are Fine Crackles 

(Rales), Wheezing (expiratory), Rhonchi, Stridor, Coarse 

Crackles (Rales), Bronchovesicular, Bronchial, and 

Coronavirus (COVID-19) [3, 4]. Covid-19 has become a 

disease that affects unprecedented public health in the 

world. The main symptoms in patients are cough, difficulty 

breathing, headache, and fever [5]. The disease exhibits 

behaviors similar to bronchitis and pneumonia. Therefore, 

lung breathing sounds of the patients have listened with a 

stethoscope, and then CT images are taken, and lung 

conditions are monitored. Lung and heart injuries are seen 

on CT images [5]. PCR test is performed to make a 

definitive diagnosis [6]. Diagnosing Covid-19 patients at an 

early stage increases the success of the treatment. The use 

of CT or RT-PCR kits extends diagnosis time [7]. The virus 

mostly affects the lung in infected patients, and therefore 

lung breathing sounds can be used to diagnose. Thus, rapid 

diagnosis and early diagnosis will be provided. Doctors use 

many different methods to identify and diagnose lung 

breathing sound features. The simplest and most common 

method used is the use of a stethoscope [8]. After 

auscultation of the sounds with a stethoscope, additional 

examinations are requested. Different factors may cause 

errors in diagnosing with a stethoscope. These are the 
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doctor's inability to distinguish between lung sounds, or the 

ear cannot hear low-frequency sounds. Thus, there are 

errors in diagnosis. Computer-aided techniques are patient-

friendly and economical. It also minimizes errors caused by 

the human factor and helps the doctor to decide. An 

automated lung sounds classifier algorithm consists of 

pretreatment of signals, extraction of features and 

classification stages. 

 

1.1. MOTIVATION 
 

The widely known lung diseases are asthma, bronchitis, 

water collection in the chest, shortness of breath, hydatid 

cyst, pleurisy, tuberculosis, pneumonia, and Covid-19. The 

purpose of lung testing is to diagnose lung diseases, if 

possible, to determine their causes and evaluate the degree 

of severity. Many doctors want to scan lung or pulmonary 

function tests (PFTs), chest films or CT to examine the 

oxygen and carbon dioxide levels, to help diagnose and 

monitor lung function, and the anatomy of the lungs. Covid-

19 is a very contagious disease, and many healthcare 

professionals have been infected. Also, early detection of 

the Covid-19 disease is crucial like other diseases.  

Therefore, automated Covid-19 detection systems should be 

developed to help healthcare professionals, and many X-ray 

and CT based Covid-19 disease detection methods have 

been proposed in the literature [9-11]. These methods are 

machine learning-based methods and used image 

processing/computer vision methods [12, 13]. However, 

these methods have been applied to the image datasets with 

two or three classes dataset. Since they cannot achieve high 

classification accuracies by using CT or X-ray image 

datasets with more classes, this paper motivates us to detect 

Covid-19 disease using lung breathing sounds gathered 

from stethoscopes. Therefore, we collected a novel lung 

breathing sound dataset with ten classes, and one of these 

classes is Covid-19. Our other motivations are to develop a 

novel intelligent lung disease detection method by using an 

intelligent stethoscope and show the effectiveness of the 

sound-based ML method to image-based methods.  

 

1.2. LITERATURE REVIEW 
 

Breathing, coughing, sneezing sounds have been used in 

automatic recognition systems and have a high accurate 

classification rate [10, 14-17]. In the literature, there are 

various studies conducted to diagnose artificial intelligence 

based on lung breathing sounds [18]. It is difficult to decide 

as a result of listening to the sounds of the lungs using a 

stethoscope. Analyzing sounds with artificial intelligence 

algorithms reduces the error rate of misdiagnosis. 

Therefore, various studies have been conducted in 

literature. Sankur et al. [19] used samples from 12 healthy 

13 respiratory disease patients sound. These sounds are 

divided into two classes with the autoregression model as 

normal and abnormal. They obtained a 93.75% accuracy 

rate with the k-nearest neighbour method. Doyle [18] 

analyzed 35 patients' breathing sounds to train clinicians. 

These sounds include crackles, wheezes, pleural friction 

rub, and stridor. Histograms of sounds were extracted, and 

obtained signals were analyzed by artificial neural 

networks. An 83% classification rate was obtained. Lei, 

Rahman, and Song [20] placed a microphone close to the 

mouth and nose of the patients, and breathing sounds were 

collected from 90 people. The number of healthy people in 

the dataset is 40, and the number of people with different 

respiratory disorders such as influenza, pneumonia, and 

bronchitis is 50. Breathing sounds were recorded for 1 

minute in a comfortable position, and analyzes were 

performed with LSVM, SSVM, MLP, RBF, SOM, LVQ, 

KNN. The highest classification rate was achieved by 99% 

using LSVM and LVQ. Shokrollahi et al. [21] collected 

tracheal sounds of 9 patients. It is aimed to diagnose sleep 

apnea by segmenting snoring sounds. 95.9% accuracy rate 

was obtained. Aykanat et al. [3] collected 17930 lung 

sounds over 1630 people. The sounds were transferred to 

the computer using a specially developed electronic 

stethoscope. Rale, rhonchus, and normal sounds were 

analyzed using Mel frequency cepstral coefficient. CNN 

and SVM methods achieved an 86% successful 

classification rate. Huq and Moussavi [22] examined the 

breathing sounds of 93 individuals without any respiratory 

distress. They present a method using several breath sound 

parameters to differentiate between the two respiratory 

phases. 95.6% accuracy rate was obtained. 

Scientists are working hard to facilitate the treatment 

and diagnosis phase of Covid-19. Therefore, many 

diagnostic methods based on artificial intelligence have 

been proposed. Han et al. analyzed the speech sounds of 

patients diagnosed with COVID-19. Disease severity, sleep 

quality, fatigue, and anxiety states were categorized with a 

69% accuracy rate [23]. Jiang et al. [24] presented a deep 

learning-based method using thermal cameras and mobile 

phones. He proposed a device for analyzing respiratory 

sounds and determining the health of Covid-19. The device 

can detect with an accuracy of 83.7%. Maghdid et al. [25] 

proposed a method that uses sensors on the cell phone to 

diagnose low-cost Covid-19. [26] examined CT images of 

108 patients diagnosed with Covid-19 and 86 patients with 

specific and viral pneumonia diseases. The results of 

AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, 

MobileNet-V2, ResNet-18, ResNet-50, ResNet-101 and 

Xception were compared using images with the diagnosis 

of Covid-19. As a result, successful classification 

procedures were performed between 86.27% and 99.51%. 

Li et al. F. Shi et al. [27] 78 patients who were positive for 

the Covid-19 test classified them in three groups as mild, 

normal, and critical. CT images were analyzed using the 

total severity score method and classified with 95% 

accuracy. Shi et al. [28] examined CT images of 1027 

community-acquired pneumonia patients with 1658 Covid-

19 cases. Random Forest method was applied to feature 

extraction images. 87.9% of successful classification results 

were obtained. Narin et al. [29] performed chest X-ray 

images of 50 Covid-19 patients in ResNet50, InceptionV3 

and Inception-ResNetV2. As a result of the analysis, 98% 

accuracy for ResNet50, 97% for InceptionV3 and 87% for 

Inception-ResNetV2 were obtained. 

 

1.3. OUR METHOD 
 

In this work, we collected a novel lung breathing sound 

datasets to propose an intelligent hand-crafted feature-based 

multilevelled feature generation network is suggested to 
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extract high, middle, and low levels features. A pooling 

based decomposition method is considered to create levels 

for multilevel feature generation and improve routing 

ability of the pooling methods. This method is called as 

MaTP. The proposed feature generation network uses bot 

textural features (local binary pattern (LBP) like extractor 

feature) [30] and statistical features [31] together. In the 

LBP like feature extractors, linear patterns have been used 

for feature generation. This work uses a nonlinear pattern as 

feature extractors. S-Box of the present encryption method 

is considered as a pattern to design this textural feature 

extractor,  and it is named as Present-SBox-Pat. The 

proposed Present-SBox-Pat and MaTP methods are used 

together to create a new generation hand-crafted feature 

generation network. RFINCA feature selector selects the 

most valuable features automatically. The selected features 

are utilized as an input of the k nearest neighbours (kNN) 

[32] and support vector machine (SVM) [33] classifiers, 

which are the most preferred shallow/conventional 

classifiers. This method aims to propose a highly accurate 

and automated breathing sound classification method. 

 

1.4. CONTRIBUTIONS AND NOVELTIES 
 

Novelties and contributions of the proposed Present-SBox-

Pat and MaTP stable feature generator and RFINCA feature 

selector-based lung breathing sound classification method 

are; 

- A new breathing sound dataset was collected from 

YouTube [34] to create a testbed for the sound 

classification method. These sounds are publicly 

published for educational purposes on YouTube. This 

experimental dataset is created to demonstrate the 

success of the sound classification method to diagnose 

lung diseases. Nowadays, Covid-19 is a disease that 

affects daily life the most. Therefore, this dataset 

includes Covid-19 breathing sounds. 

- S-Boxes are the widely preferred nonlinear components 

of the symmetric encryption methods, and they have 

been generally used for substitution. This study uses an 

S-Box as a feature extractor for the first time as far as 

we know in the literature. 

-  Maximum pooling [35] has been widely used in deep 

learning networks, especially the convolutional neural 

network. A new improved version of maximum pooling 

is presented (MaTP) to improve the success of the 

maximum pooling. 

- There are an optimum automated number of features 

selection problem for ReliefF [36] and NCA [37]. 

RFINCA method solves this problem and uses the 

usefulness of both ReliefF and NCA. 

- We obtained a highly accurate model for lung breathing 

sound classification.  

 

2. THE PROPOSED LUNG BREATHING SOUNDS 
CLASSIFICATION METHOD 

 

This work proposes a new generation ML method to attain 

a high accurate breathing sound classification method. This 

method has four fundamental phases, and these are MaTP 

based preprocessing, feature generation, feature selection, 

and classification. MaTP method is utilized as 

decomposition and level creation method to generate 

features deeply, and five levelled networks (five levelled 

networks is the best resulted according to experiments. 

Therefore, we used five levelled networks). To obtain high, 

low, and medium levels features, a fused feature generation 

network is presented by using the created levels by MaTP 

decomposition. In this network, statistical features and 

textural features are generated together. Nineteen most 

preferred statistical moments are employed for statistical 

feature generation. A new extractor is presented to extract 

textural features,  and this method benefits the nonlinear 

structure of the symmetric ciphers, which is S-Box.  

Therefore, the S-Box of the present lightweight encryption 

method [38, 39] is employed as a pattern to show the 

success of the nonlinear structures in the feature generation. 

RFINCA method selects the most distinctive/illuminating 

features for the used classifiers, and these features selected 

are forwarded to classifiers. Graphical summarization of the 

proposed Present-SBox-Pat and MaTP based feature 

generator and RFINCA feature selector-based sound 

classification method is shown in Fig. 1.   

 

 
 

Figure 1. Graphical summarization of the proposed Present-SBox and 

RFINCA based breathing lung sounds classification method. 

 

Details of the proposed Present-Sbox and RFINCA 

based methods are clarified in sub-sections. 

 

 

2.1. PREPROCESSING 
 

The preprocessing phase is the first phase of our method. 

Maximum pooling is one of the most preferred 

decomposition and preprocessing methods. Since it is 
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useful and has low computational complexity, however, it 

is not a good router because it routes the peaks value of a 

fixed-sized block. Therefore, we presented a novel 

maximum pooling, and it is named MaTP. Maximum Tent 

Pooling (MaTP) is utilized as preprocessing. MaTP is 

created by using variable pooling methods with variable 

sized non-overlapping blocks. This work uses four 

maximum pooling with 3,4,5, and 7 sized non-overlapping 

blocks. Mathematical explanations of the proposed MaTP 

method are defined in Eqs. 1-9. 

 

𝑇1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝑆𝑜𝑢𝑛𝑑, 3) (1) 

𝐿1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝑆𝑜𝑢𝑛𝑑, 4) (2) 

𝐹1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝑆𝑜𝑢𝑛𝑑, 5) (3) 

𝑆1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝑆𝑜𝑢𝑛𝑑, 7) (4) 

𝐿𝑘+1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝐿𝑘 , 4), 𝑘 = {1,2,3} (5) 

𝑇ℎ+1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝑇ℎ , 3), ℎ = {1,2,3,4} (6) 

𝐹ℎ+1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝐹ℎ, 5) (7) 

𝑆ℎ+1 = 𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝑆ℎ, 7) (8) 

𝑚𝑎𝑥𝑝𝑜𝑜𝑙(𝑝1 , 𝑝2) = {
𝑝1,  𝑝1 ≥ 𝑝2

𝑝2,  𝑝2 > 𝑝1
 (9) 

 

In Eqs. 1-9, the mathematical definition of the proposed 

MaTP based preprocessing method is shown. 𝑇𝑘 , 𝐿𝑘 , 𝐹𝑘  and 

𝑆𝑘 are kth levelled of the maximum pooled sounds with 3, 4, 

5, and 7 sized non-overlapping windows respectively. 

𝑚𝑎𝑥𝑝𝑜𝑜𝑙(. , . ) expresses maximum pooling function, 𝑝1 

and 𝑝2 define first and second parameters.  

By applying Eqs. 1-9, these pooled (decomposed) 

signals are calculated, and these decomposed signals and 

raw sound signal are utilized for feature generation. Details 

of the proposed feature generation are explained in Section 

3.2.  

 

2.2. FEATURE EXTRACTION 
 

We used two feature extraction functions in the proposed 

feature generation network. These are statistical feature 

generation and the proposed Present-SBox-Pat based 

textural feature extraction. The main aim of this feature 

generation network is to use fused features to use the 

effectiveness of these functions together. 

 

2.2.1. STATISTICAL FEATURE EXTRACTION 
 

Our first feature extraction function used is statistical 

features. Statistical feature generation is one of the most 

useful feature generation methods. Therefore, they have 

been used for feature generation by researchers. We used 19 

statistical moments as feature generation. These moments 

are shown in 10-28. 
 

  𝑠1 =
∑ 𝑠𝑜𝑢𝑛𝑑𝑖

𝐿
𝑖=1

𝐿
 (10) 

𝑠2 = √
∑ (𝑠𝑜𝑢𝑛𝑑𝑖 − 𝑠1)2𝐿

𝑖=1

𝐿
 (11) 

𝑠3 = √
∑ (𝑠𝑜𝑢𝑛𝑑𝑖)2𝐿

𝑖=1

𝐿
 (12) 

𝑠4 =
∑ 𝑠𝑜𝑢𝑛𝑑𝑖

𝐿
𝑖=1

𝑠3
log (

𝑠𝑜𝑢𝑛𝑑𝑖

𝑠3
) (13) 

𝑠5 = ∑
𝑖 ∗ 𝑠𝑜𝑢𝑛𝑑𝑖 − 𝑠1

𝜎𝑖

𝐿

𝑖=1

 (14) 

𝑠6 =
∑ |𝑠𝑜𝑢𝑛𝑑𝑖+1 − 𝑠𝑜𝑢𝑛𝑑𝑖|𝐿

𝑖=1

𝐿
 (15) 

𝑠7 =
√𝐿(𝐿 − 1)

𝐿 − 2
(

1
𝐿

∑ (𝑠𝑜𝑢𝑛𝑑𝑖 − 𝑠1)3𝐿
𝑖=1

1
𝐿

∑ (𝑠𝑜𝑢𝑛𝑑𝑖 − 𝑠1)2𝐿
𝑖=1

) (16) 

𝑠8

=
𝐿 − 1

(𝐿 − 2)(𝐿 − 3)
[(𝐿

+ 1) ((

1
𝐿

∑ (𝑠𝑜𝑢𝑛𝑑𝑖 − 𝑠1)4𝐿
𝑖=1

1
𝐿

∑ (𝑠𝑜𝑢𝑛𝑑𝑖 − 𝑠1)2𝐿
𝑖=1

) − 3) + 6] 

(17) 

𝑠9 = 𝑠𝑜𝑢𝑛𝑑 (
𝐿

2
) (18) 

𝑠10 = {𝑠𝑜𝑢𝑛𝑑} (19) 

𝑠11 = max {𝑠𝑜𝑢𝑛𝑑} (20) 

𝑠12 =
𝑠1

𝑠2
 (21) 

𝑠13 = √
∑ 𝑠𝑜𝑢𝑛𝑑𝑖

2𝐿
𝑖=1

𝐿
 (22) 

𝑠13 =
√1

𝐿
∑ 𝑠𝑜𝑢𝑛𝑑𝑖

2𝐿
𝑖=1

1
𝐿

∑ |𝑠𝑜𝑢𝑛𝑑𝑖|𝐿
𝑖=1

 (23) 

𝑠15 =
max |𝑠𝑜𝑢𝑛𝑑|

√1
𝐿

∑ 𝑠𝑜𝑢𝑛𝑑𝑖
2𝐿

𝑖=1

 
(24) 

𝑠16 =
max |𝑠𝑜𝑢𝑛𝑑|

1
𝐿

∑ √|𝑠𝑜𝑢𝑛𝑑𝑖|2𝐿
𝑖=1

 (25) 

𝑠17 =
max |𝑠𝑜𝑢𝑛𝑑|

1
𝐿

∑ |𝑠𝑜𝑢𝑛𝑑𝑖|𝐿
𝑖=1

 (26) 

𝑠18 = (max(𝑠𝑜𝑢𝑛𝑑) − min(𝑠𝑜𝑢𝑛𝑑)) (27) 

𝑠19 = (max(𝑠𝑜𝑢𝑛𝑑) − s1) (28) 

 

where 𝑠𝑜𝑢𝑛𝑑 is the sound signal,  𝐿 represents the 

length of the signal. 

The procedure of the used statistical feature generation 

function is shown in Fig. 2. 

 

 
 

Figure 2. Statistical feature generation procedure. 

 

 

2.2.2. THE PROPOSED PRESENT S-BOX BASED 
FEATURE EXTRACTOR 

 

In this section, a novel textural feature extraction method is 

presented. This method includes information on both 

symmetric encryption and feature generation. This method 

aims to show nonlinear structures on the feature generation. 
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Therefore, the S-Box of the present encryption method is 

utilized as a pattern, and the signum function is employed 

as a binary feature generation method. The used present S-

Box is shown in Fig. 3.  

 

 
 

Figure 3. S-Box of the present encryption method. 

 

As seen in Fig. 3, the size of this S-Box is 16, and it has 

two values. These are the input value (𝑥) and the output 

value (𝑆[𝑥]). Here, we used values indicated by the input 

values and output values in S-Box for bit generation. The 

proposed Present-SBox-Pat generates 16 bits in total. These 

bits are divided into two groups, and each group has 8-bits. 

These categories are named left and right, respectively. Two 

map values are generated by using these two categories. 

Histograms of these maps are concatenated, and feature 

vector with a size of 512 is obtained. Steps of the proposed 

Present-SBox-Pat are; 

Step 1: Divide the signal into 16 sized overlapping 

windows. 

 

𝑏𝑖 = 𝑠𝑖𝑔𝑛𝑎𝑙(𝑖: 𝑖 + 15), 𝑖 = {1,2, … , 𝐿 − 15} (29) 

 

Step 2: Generate binary features from the block by 

using 𝑏𝑖 and S-Box. The used bit generation function is 

signum. 

 

𝑏𝑖𝑡(𝑘) = 𝑆𝑔 (𝑏𝑖(𝑘 + 1), 𝑏𝑖(𝑆(𝑘) + 1)) , 𝑘

= {1,2, … ,16} 
(30) 

𝑆𝑔(𝑝1, 𝑝2) = {
0, 𝑝1 − 𝑝2 < 0
1, 𝑝1 − 𝑝2 ≥ 0

 (31) 

 

where  𝑆𝑔(. , . ) expresses signum function. 

Step 3: Calculate left and right map values.  

 

𝑙𝑒𝑓𝑡(𝑖) = ∑ 𝑏𝑖𝑡(𝑘) ∗ 2𝑘−1

8

𝑘=1

 (32) 

𝑟𝑖𝑔ℎ𝑡(𝑖) = ∑ 𝑏𝑖𝑡(𝑘 + 8) ∗ 2𝑘−1

8

𝑘=1

 (33) 

 

Step 4: Extract histograms of the right and left map 

values. 

 

ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑟𝑖𝑔ℎ𝑡(𝑗) = 0; 𝑗 = {1,2, … ,256} (34) 

ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑙𝑒𝑓𝑡(𝑗) = 0; 𝑗 = {1,2, … ,256} (35) 

ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑟𝑖𝑔ℎ𝑡(𝑟𝑖𝑔ℎ𝑡(𝑖) + 1)

= ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑟𝑖𝑔ℎ𝑡(𝑟𝑖𝑔ℎ𝑡(𝑖) + 1) + 1 
(36) 

ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑙𝑒𝑓𝑡(𝑙𝑒𝑓𝑡(𝑖) + 1)

= ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑙𝑒𝑓𝑡(𝑙𝑒𝑓𝑡(𝑖)
+ 1) + 1 

(37) 

 

Eqs. 34-37 define histogram extraction. Eqs. 34-35 

express initial value assignment and Eqs. 36-37 define the 

histogram generation. 

Step 5: Concatenate these histograms to obtain the final 

feature vector. 

 

𝑓𝑒𝑎𝑡(𝑗) = ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑟𝑖𝑔ℎ𝑡(𝑗) (38) 

𝑓𝑒𝑎𝑡(𝑗 + 256) = ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝑟𝑖𝑔ℎ𝑡(𝑗) (39) 

 

where 𝑓𝑒𝑎𝑡 is the final feature vector with the size of 

512. 

These steps (Step 1-5) define the Present-SBox-Pat 

feature generation procedure. 

 

2.2.3. OVERVIEW OF THE PROPOSED FEATURE 
GENERATION NETWORK 

 

This work presented a multilevelled and fused features-

based feature generation network, as shown in Fig. 1. Our 

extracted features are divided into three types. These are 

textural features, statistical features, and statistical features 

of the textural features. The used statistical feature 

generation and textural feature generation functions extract 

19 and 512 features, respectively. Fig. 4 summarized the 

feature generation process of this network. 

 

 
 

Figure 4. Our presented fused feature generation model. 

 

Steps of our proposed feature generation network are; 

Step 1: Extract statistical features of the raw sound 

signal and decomposed signals by using a statistical feature 

generation procedure, which is defined in Fig.4. 

 

𝑓𝑠1 = 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙(𝑆𝑜𝑢𝑛𝑑) (40) 

𝑓𝑠𝑘 = 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙(𝐿𝑘−1), 𝑘 = {2,3, … ,5}, 𝑘
= 𝑘 + 4 

(41) 

𝑓𝑠𝑘 = 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙(𝑇𝑘−5), 𝑘 = {6,7, … ,10}, 𝑘
= 𝑘 + 5 

(42) 

𝑓𝑠𝑘 = 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙(𝐹𝑘−10), 𝑘
= {11,12, … ,15}, 𝑘
= 𝑘 + 5 

(43) 

𝑓𝑠𝑘 = 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙(𝑆𝑘−15), 𝑘
= {16,17, … ,20} 

(44) 

 

Eqs. 40-45 define statistical feature extraction and 𝑓𝑠𝑘 

is kth statistical feature vector with length of 19. 20 
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statistical feature vectors are obtained in this step. 

Therefore, 380 features are generated statistically in total. 

Step 2: Extract textural features by using the proposed 

Present-SBox-Pat.  

 

𝑓𝑡1 = 𝑃𝑟𝑒𝑠𝑒𝑛𝑡 − 𝑆𝐵𝑜𝑥 − 𝑃𝑎𝑡(𝑆𝑜𝑢𝑛𝑑) (45) 

𝑓𝑡𝑘 = 𝑃𝑟𝑒𝑠𝑒𝑛𝑡 − 𝑆𝐵𝑜𝑥 − 𝑃𝑎𝑡(𝐿𝑘−1), 𝑘
= {2,3, … ,5}, 𝑘 = 𝑘 + 4 

(46) 

𝑓𝑡𝑘 = 𝑃𝑟𝑒𝑠𝑒𝑛𝑡 − 𝑆𝐵𝑜𝑥 − 𝑃𝑎𝑡(𝑇𝑘−5), 𝑘
= {6,7, … ,10}, 𝑘 = 𝑘 + 5 

(47) 

𝑓𝑡𝑘 = 𝑃𝑟𝑒𝑠𝑒𝑛𝑡 − 𝑆𝐵𝑜𝑥 − 𝑃𝑎𝑡(𝐹𝑘−10), 𝑘
= {11,12, … ,15}, 𝑘
= 𝑘 + 5 

(48) 

𝑓𝑡𝑘 = 𝑃𝑟𝑒𝑠𝑒𝑛𝑡 − 𝑆𝐵𝑜𝑥 − 𝑃𝑎𝑡(𝑆𝑘−15), 𝑘
= {16,17, … ,20} 

(49) 

 

Eqs. 45-49 define textural feature extraction and 𝑓𝑡𝑘 is 

kth textural feature vector with length of 512. Twenty 

textural feature vectors are obtained in this step. Therefore, 

10240 features are generated texturally in total. 

Step 3: Extract the statistical features of the textural 

features extracted. 

 

𝑓𝑓𝑘 = 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙(𝑓𝑡𝑘), 𝑘 = {1,2, … ,20} (50) 

 

Eq. 50 expresses statistical feature extraction of the 

textural features and 𝑓𝑓𝑘 is kth fused feature vector with 

length of 19. Twenty fused feature vectors are obtained in 

this step. Therefore, 380 features are generated in total. 

Step 4: Concatenate these features and obtain the final 

feature vector (𝑋) with a size of 11,000. 

 

𝑋 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝑓𝑠𝑘 , 𝑓𝑡𝑘, 𝑓𝑓𝑘), 𝑘 = {1,2, … ,20} (51) 

 

In Eq. 51, 𝑐𝑜𝑛𝑐𝑎𝑡(. , . , . ) expresses concatenation 

function  

ReliefF and Iterative Neighbourhood Component 

Analysis feature selector: In this phase, a new generation 

2-levelled feature selection method is presented, and this 

method is named as RFINCA. RFINCA uses the 

effectiveness of both ReliefF and NCA together [40]. 

ReliefF is used firstly. Since it generates both negative and 

positive weighted features, and negative weighted features 

express redundant features. Thus, to eliminate these 

redundant features, positive weighted feature selection is 

processed. In the second level of the RFINCA, the NCA 

feature selector is used. NCA is applied to selected positive 

weighted features. Then, the iterative NCA feature selection 

is processed. To calculated errors, each selected feature in 

this phase, the kNN classifier is chosen. The attributes of 

the used kNN classifiers are given as follows. k is selected 

one, and the distance metric is selected as Manhattan 

distance. The procedure of the RFINCA is shown in Fig. 5. 

 
 

Figure 5. The procedure of the RFINCA feature selector. 

 

RFINCA selects 289 the most informative features in 

this work. 

Step 5: Select the most informative features by using 

RFINCA. 

 

𝑓𝑓𝑖𝑛𝑎𝑙 = 𝑅𝐹𝐼𝑁𝐶𝐴(𝑋) (52) 

 

where 𝑓𝑓𝑖𝑛𝑎𝑙  is final feature. 

 

2.3.  CLASSIFICATION 
 

Two shallow classifiers are used to obviously denote high 

capabilities of the Present-SBox-Pat and MaTP based fused 

features generation network and RFINCA feature selector. 

Our fused feature generation network generates 11.000 

features, and RFINCA selects 289 the most valuable 

features from these 11.000 features. kNN and SVM 

classifiers are chosen to perform the classification process. 

The kNN used is also considered as an error value 

calculator. Attributes of the SVM used are given as follows. 

The kernel function is 3rd-degree polynomial, box constraint 

value (C) is chosen as one and coding type is selected as 

one-vs-all [41]. The validation and test strategy is employed 

as a 10-fold CV. The last step of the proposed Present-

SBox-Pat and MaTP based fused features generation 

network, and RFINCA feature selector is classification, and 

this step is shown as below. 

Step 6: Classify the selected 289 features (𝑓𝑓𝑖𝑛𝑎𝑙) buy 

using kNN or SVM classifier. 
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3. EXPERIMENTAL RESULTS 
 

3.1. COLLECTED DATASET 
 

An experimental sound dataset is used in this work. This 

dataset uses YouTube breathing sounds videos, and these 

videos have been published for educational purposes. 

Therefore, there is no information about patients. This 

dataset was created by using 68 variable videos to prevent 

overfitting, and it includes 657 sounds with ten classes. The 

sampling rate of these sounds is 48 kHz. The characteristics 

of this experimental dataset are shown in Table 1. This 

dataset can be downloaded by using 

https://websiteyonetimi.ahievran.edu.tr/_Dosyalar/Genel/R

espiratorySounds.rar URL. It is a public dataset. 

 
TABLE I 

Characteristics of the used breathing sound experimental dataset. 

ID Lung breathing sound 

type 

Number of 

observations 

Number of 

recordings 

1 Vesicular  83 7 

2 Fine Crackles (Rales)  57 7 
3 Wheezing (expiratory) 70 8 

4 Rhonchi 72 8 

5 Stridor 63 7 
6 Coarse Crackles 

(Rales) 

82 7 

7 Broncho vesicular  61 8 
8 Bronchial  65 5 

9 Coronavirus (COVID-

19) 

29 1 

10 Healthy  75 10 

Total  657 68 

 
3.2. EXPERIMENTAL SETUP 
 

In Section 3, details of the proposed Present-SBox-Pat and 

MaTP based fused features generation network, and 

RFINCA feature selector-based sound classification 

method was given, and this method consists of 

preprocessing, feature generation, feature selection, and 

classification. To realize simulations of this method, 

MATLAB [42] programming environment was used on a 

system. This system has 32-GB main memory (RAM), Core 

i7-7700 (3.20 GHz) microprocessor (CPU). We did not use 

any graphics card components like GPU cores. MATLAB 

m files were utilized for coding MaTP preprocessing, 

feature generation, and feature reduction phases. MATLAB 

Classification Learner toolbox was considered to obtain 

results of the classifiers used, which are kNN and SVM. 

MATLAB source codes of kNN and SVM were generated 

to obtain more results,  and these codes were related codes 

that were added to these m files.    

 

3.3. RESULTS 
 

Classification Accuracy (𝐶𝐴), Unweighted Average Recall 

(𝑈𝐴𝑅), Unweighted Average Precision (𝑈𝐴𝑃), F1-score 

(𝐹1) and Geometrical Mean (𝐺𝑀) results were used to test 

the proposed Present-SBox-Pat and MaTP based fused 

features generation network and RFINCA feature selector 

based sound classification method comprehensively [43-

45]. The number of true positives (𝑡𝑝), false positives (𝑓𝑝), 

true negatives (𝑡𝑛) and false negatives (𝑓𝑛) are employed 

to calculate these measurements as below. 

 

𝐶𝐴 =
𝑡𝑝𝑗 + 𝑡𝑛𝑗

𝑡𝑝𝑗 + 𝑡𝑛𝑗 + 𝑓𝑝𝑗 + 𝑓𝑛𝑗

, 𝑗 = {1,2, … , 𝐻} (53) 

𝑈𝐴𝑅 =
1

𝐻
∑

𝑡𝑝𝑗

𝑡𝑝𝑖 + 𝑓𝑛𝑗

𝐻

𝑗=1

 (54) 

𝑈𝐴𝑃 =
1

𝐻
∑

𝑡𝑝𝑗

𝑡𝑝𝑗 + 𝑓𝑝𝑗

𝐻

𝑗=1

 (55) 

𝐹1 =
2 ∗ 𝑈𝐴𝑃 ∗ 𝑈𝐴𝑅

𝑈𝐴𝑃 + 𝑈𝐴𝑅
 (56) 

𝐺𝑀 = √∏
𝑡𝑝𝑗

𝑡𝑝𝑗 + 𝑡𝑝𝑗

𝐻

𝑗=1

𝐻

 (57) 

 

In Eqs. 53-57, 𝐻 is number of classes.  

The results of the used kNN and SVM classifiers were 

listed in Table 2. 

 
TABLE II 

Performances (%) of the used kNN and SVM classifiers. 

Performance metric kNN SVM 

𝐶𝐴 94.98 95.43 

𝑈𝐴𝑅 95.04 95.39 

𝑈𝐴𝑃 95.08 96.37 

𝐹1 95.06 95.86 

𝐺𝑀 95.01 95.35 

 

4. DISCUSSIONS AND CONCLUSION   
 

Lung breathing sounds classification is one of the crucial 

topics for biomedical engineering and machine learning. 

Covid-19 is a new version of flu, and it causes lung disease. 

Nowadays, we have lived quarantine days of Covid-19. 

Therefore, proposing of automated Covid-19 disease 

detection methods is very important. Our main aim is to 

detect Covid-19 by using breathing sounds. However, there 

is no public breathing sound dataset includes Covid-19. 

Therefore, we collected an experimental breathing sound 

dataset. This dataset contains 657 breathing sound with ten 

classes (9 lung diseases and one healthy). An innovative 

hand-crafted features-based lung breathing sounds 

classification method for automated diagnosing lung 

diseases is presented in this work. We motivated to solve 

three problems, and these problems are to propose 

appropriate and effective preprocessing, feature generation, 

and feature selection methods. Therefore, a novel MaTP 

decomposition method is presented as preprocessing to 

improve the capability of the pooling-based decomposition 

methods. In the second phase, we combined structures of 

textural feature generation and symmetric encryption 

methods. S-Box of the present ultra-lightweight encryption 

method is utilized as a pattern for textural feature 

generation. Statistical features and statistical features of the 

extracted textural features were also used to obtain a 

comprehensive feature set. By using these methods, a novel 

fused feature generation network has been presented. 

RFINCA feature selector is employed to the extracted 

features, and it selected 289 most informative features. Two 

shallow classifiers were used to denote the classification 

capability of the extracted and selected features. 94.98% 

and 95.43% classification accuracies were achieved by 
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using kNN and SVM classifiers, respectively. Confusion 

matrices of these classifiers were also shown in Fig. 6 for 

apparent evaluation.   

 
(a) kNN 

 
(b) SVM 

Figure 6. The calculated confusion matrices (a) kNN (b) SVM. 

 

Fig. 6 evidently denotes the success rates of each class. 

The 9th class is Covid-19, and both classifiers achieved 

96.55% classification accuracy for Covid-19 detection. 

Sharma et all [46] also used breathing and cough sounds for 

the diagnosis of Covid-19 and achieved 66.74% accuracy 

rate. On the other hand, Mugili et al [47] obtained the 

highest 75.17% AUC value from the speech voice by using 

different methods. In another study, detection was made 

from the sound of breathing with an accuracy rate of 80% 

[48]. In another article that tried to detect the presence of 

Covid-19 from respiratory sounds in binary, 80% AUC was 

obtained [49]. A cumulative accuracy of 99.8% was 

obtained using cough sounds collected from patients in 

Pakistan [50]. In this study, it is thought that only binary 

classification has an effect on obtaining a high success rate. 

In this study, 10 different diseases are detected. In another 

study conducted by analyzing respiratory sounds obtained 

over the phone, it was tried to determine whether there was 

Covid-19 by binary classification and 94.96% specificity 

was obtained [51]. Although this study has obtained values 

close to our study, it is thought the fact that it has made a 

binary classification is an issue that increases the success. 

Overall, significant benefits of the proposed Present-

SBox-Pat and MaTP based fused features generation 

network and RFINCA feature selector based sound 

classification method are; 

- A novel experimental lung disease dataset was collected 

and published publicly. 

- This work denoted the success of Covid-19 detection by 

using breathing sounds. 

- A novel S-Box based feature generator was presented, 

and the proposed feature generator is shown the 

effectiveness of the S-Box for textural feature 

generation. 

- A new maximum pooling-based decomposition method 

(MaTP) was proposed to extract high, medium, and low 

levels features.  

- The proposed feature generation network used the 

effectiveness of both textural features and statistical 

features.  

- The optimal distinguished feature selection problem was 

solved by using RFINCA.  

- This method achieved high classification accuracies by 

using two conventional classifiers (see Table 2). 

- The proposed method is a general ML method for one-

dimensional data. Other one-dimensional data 

classification problems can be solved by using this 

method. 

- The proposed lung sound classification method can run 

on a basic system with straightforward configurations.  

- An intelligent lung disease monitoring system or 

stethoscope can be designed by using this method. 

Overall, the disadvantages of this work are; 

- The proposed Present-SBox-Pat and MaTP based fused 

features generation network and RFINCA feature 

selector-based sound classification method was tested 

on an experimental dataset. It can be tested on real, and 

more significant lung sounds datasets when they 

publicly published. 

- The time complexity of RFINCA is high. Therefore, we 

used kNN (it is one of the fastest classifiers) as a loss 

calculator. Novel and more effective feature selectors 

can be used to select optimal number of features.  
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