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Abstract 

Pneumonia is a general public health problem. It is an important risk factor, especially for children under 5 years 

old and people aged 65 and older. Fortunately, it is a treatable disease when diagnosed in the early phase. The 

most common diagnostic method known for the disease is chest X-Rays. However, the disease can be confused 

with different disorders in the lungs or its owsn variants by experts. Therefore, computer-aided diagnostic systems 

are necessary to provide a second opinion to experts. Convolutional neural networks are a subfield of deep learning 

and they have demonstrated success in solving many medical problems. In this paper, Xception which is a 

convolutional neural network was trained with the transfer learning method to detect viral pneumonia, normal 

cases, and bacterial pneumonia in chest X-Rays. Then, five different machine learning classification algorithms 

were trained with the features obtained by the trained convolutional neural network. The classification 

performances of the algorithms were compared. According to the experimental results, Xception achieved the best 

classification performance with an accuracy of 89.74%. On the other hand, SVM achieved the closest classification 

performance to the convolutional neural network model with 89.58% accuracy. 

Keywords: Artificial Intelligence, Deep Learning, Pneumonia, Convolutional Neural Networks, Machine 

Learning 

1. Introduction 

Pneumonia is an infection that appears in the lungs caused by viruses or bacteria. It presents a great 

threat, especially for children. Annually, 1.4 million children die because of pneumonia. 18% of these 

children are under 5 years old [1]. Pneumonia also threatens people aged 65 and older and those with 

chronic lung diseases [2]. Every year an average of 450 million people contracted pneumonia worldwide 

[3]. Fortunately, through early diagnosis and suitable medication pneumonia can be treated before it 

becomes deadly [4]. The most common method utilized for the diagnosis of pneumonia is chest X-Ray 

images [5]. But pneumonia could be confused with other diseases or harmless abnormalities in chest X-

Rays. Because of diagnostic errors, the patient's status gets may worse, it may even result in death [6]. 

The diagnostic accuracy is dependent on the experience and attention of the radiologist. As a result, 

diagnostic decisions could be subjective and error-prone. On the other hand, training a radiologist with 

enough experience is required a long time and costs [7]. Also, it is very difficult to come across a 

radiologist in rural areas of low-income countries. Therefore, computer-aided diagnosis (CAD) systems 

are necessary to assist radiologists to diagnose pneumonia in chest X-Rays [8]. Artificial intelligence is 

a popular research area in terms of solving medical problems. Recently, Convolutional Neural Networks 

(CNNs) is a subfield of deep learning that has become pretty popular in computer vision tasks. CNNs 

are special deep artificial neural networks that have been designed inspiring by the mammalian visual 

cortex [9]. Some applications of CNNs in different computer vision problems are object classification, 

instance segmentation, and object localization [10]. CNNs also have been achieved promising results in 

solving medical problems using medical image data (e.g., breast cancer detection [11], brain tumor 

segmentation [12], skin cancer detection [13]). 

The diagnosis of pneumonia in chest X-Rays using CNNs is a popular research area. Most of the studies 

in the literature focus on re-training of pre-trained CNN models with appropriate transfer learning and 

fine-tuning strategies. Recent studies have generally focused on only distinguishing between normal and 
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pneumonia cases. Although bacterial and viral types of pneumonia are similar, their treatments are 

different. There are few studies that classify cases into viral pneumonia bacterial pneumonia and normal 

cases. The motivation of this study is utilizing a CNN model to be a feature extractor for different 

machine learning algorithms and comparing their pneumonia classification performance in chest X-Ray 

images. For this purpose, the Xception CNN model was trained using convenient transfer learning and 

fine-tuning strategies to classify chest X-Rays into three different classes (normal, viral pneumonia, and 

bacterial pneumonia).  After the training process, the convolutional part of the CNN model was 

separated from fully connected layers and was used as a feature extractor for various machine learning 

classifiers. The provided features by the convolutional layers were used to train K-Nearest Neighbor 

(KNN), Decision Trees (DT), Support Vector Machines (SVM), Logistic Regression (LR), Naive Bayes 

(NB), and Fully Connected Neural Networks (FC). The trained algorithms were evaluated on test data 

and their classification performances were compared.  

The rest of the paper is organized as follows: Section 2 presents related works. Section 3 introduces the 

dataset, materials and methods. Section 4 includes experimental results. Section 5 provides a brief 

discussion. The last section contains the conclusions of the study. 

2. Related Works 

Thanks to open access datasets, many studies have been carried out to diagnose pneumonia in chest X-

Rays using CNNs. Some studies which are using the same dataset as in this study are following.  

Rajpurkar et al. [14] proposed a 121-layer CNN (CheXNet) model for pneumonia diagnosis. The 

proposed CNN model in the study was trained with 100000 chest X-Rays, to classify 14 different 

disorders in the lungs, including pneumonia. According to the test results, the proposed model achieved 

better classification performance than the radiologists in terms of detecting pneumonia. Kermany et al. 

[15] trained a pre-trained CNN model utilizing the transfer learning strategy to diagnose pneumonia in 

chest X-Rays. Liang et al. [16] designed a CNN model via residual connections and dilated convolutions 

to diagnose pneumonia. They also focused on the effect of transfer learning in pneumonia classification 

from chest X-Rays. Chounhan et al. [17] trained five different pre-trained CNN via suitable transfer 

learning strategies for diagnosing pneumonia. Then, they proposed an ensemble method, combining the 

estimates of the CNN models. Gu et al. [18] diagnosed bacterial and viral pneumonia using a method 

that comprises two stages. In the first stage, they segmented the lungs with a Fully Convolutional 

Network (FCN) model. In the second stage, they used a Deep Convolutional Neural Network (DCNN) 

to detect pneumonia from segmented lungs.  

Mittal et al. [19] accomplished the diagnosis of pneumonia in chest X-Rays with the Capsule Network 

(CapsNet) which is a CNN model including multilayer capsules. Prayog et al. [20] utilized a siamese 

convolutional network (SCN) to classify chest X-Ray images into 3 classes (normal, viral pneumonia, 

bacterial pneumonia).  Rahman et al. [21] have trained four different pre-trained CNN models (AlexNet, 

ResNet18, DenseNet201, and SequeezeNet) by transfer learning method to classify pneumonia in chest 

X-Ray images.  Hasimi et al. [22] proposed a weighted CNN classifier using various models: ResNet18, 

Xception, Inception V3, DenseNet 121, and MobileNet V3 to diagnose pneumonia. Mahmud et al. [23] 

designed a CNN model named as CovXNet. They utilized depthwise convolution in varying dilation 

rates in the proposed architecture to differentiate Covid19 from pneumonia. Asnaoui [24] compared 

single and ensemble learning CNN models (InceptionResNet V2, ResNet 50, MobileNet V2) 

classification performances of pneumonia and Covid19. Darici et al. [25] used a CNN voting ensemble 

methodology to classify chest X-Rays into three classes.  

Most of the studies in the literature focus on training a pre-trained CNN model for diagnosing 

pneumonia in chest X-rays. But determining fully connected layer size and neuron number in the 

classification part of CNN models is complicated and requires experience. The main advantage of our 

work is to show a CNN model can be used as a feature extractor to simple machine learning algorithms. 

Instead of using hand-crafted features, a pre-trained CNN model can be used easily as a feature extractor 

to machine learning algorithms and can be achieved successful results. 
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3. Materials and methods 

In this study, our main idea is to compare the classification performance of a CNN model’s fully 

connected layers with different machine learning classifiers. The proposed methodology is figured out 

in Figure 1. First of all, we trained a pre-trained Xception model using transfer learning and fine- tuning 

methods to classify pneumonia in chest X-Rays. Then, the convolutional part of the CNN model was 

separated from fully connected layers and was used as a feature extractor for various machine learning 

classifiers. The provided features by the convolutional layers of the model were used to train DT, SVM, 

LR, NB, KNN. In the final step, the trained machine learning algorithms were evaluated on test data 

and their individual classification performances were compared. 

 

 

Figure 1 A semantic representation of our methodology 

3.1 Dataset 

The dataset used in the study was collected from Guangzhou Women and Children’s Medical Center 

and contains chest X-Rays of children under the age of five [26]. The dataset includes a total of 5856 

RGB chest X-Rays including bacterial pneumonia, normal, and viral pneumonia cases. The dataset is 

split into the train (5232) and test (624) sets by its creators. We used a hold-out validation strategy, our 

test and validation sets are the same. But, in the validation process, we applied online data augmentation 

to the validation set.  The class distribution of the dataset is given in Table 1. In addition, some sample 

images in different classes from the dataset are given in Figure 2. We resized all images to (299x299x3) 

to match the default input size of Xception and normalized in the range of [0-1]. 
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Table 1 Distribution of dataset in terms of classes, train validation, and test 

Class Train Validation Test 

Normal 1349 234 234 

Viral 

Pneumonia 

1345 148 148 

Bacterial 

Pneumonia 

2538 242 242 

Total 5232 624 624 

 

 

Figure 2 Case samples from the dataset 

3.2 Convolutional neural networks 

CNNs use a backpropagation algorithm to learn features automatically from data [27]. A CNN 

architecture consists of four basic components. These are convolutional layers, activation function, 

pooling layers, and fully connected layers. In the convolution layer, filters of a specified given number 

and size (3x3, 5x5, 7x7), scan the image in order to reveal meaningful features. After the convolutional 

layer, an activation function is applied to the obtained features. Activation functions help the model to 

learn more complex patterns. The Rectified Linear Unit (ReLU) is the most preferred activation function 

in CNN models. The pooling layers are used to reduce the size of feature maps by retaining the most 

important information. They also help to reduce calculation costs. The obtained feature maps after stacks 

of convolution and pooling layers are used in fully connected layers (FC) as the final classification 

output of a CNN model. In this study, we utilized Xception CNN architecture which was proposed by 

F. Chollet in 2017 [28]. Xception model was inspired by Inception V3 architecture. The model consists 

of a linear stack of reverse order depthwise separable convolutions and residual connections. Depthwise 

separable convolution operation consists of a depthwise convolution followed by a pointwise 

convolution. Recently, it is mostly preferred convolution type instead of the conventional convolution 

operation. Depthwise separable convolution is more efficient in terms of computations cost according 

to conventional convolution operation. It also has fewer parameters to adjust as compared to standard 

convolution, which helps to reduce overfitting. In Xception architecture depthwise separable 

convolution operation was modified. In the modified version, pointwise convolution was followed by 

depthwise convolution. This modification has a similarity with the inception module in Inception V3 

architecture.  The Xception architecture is composed of 14 modules and 36 convolutional layers in total. 

All modules have residual connections, except for the first and last modules. The last module is 

terminated by global average pooling instead of a flatten layer to preserve spatial features of feature 
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maps. In this study, two FC layers with 512 neurons were added after the global average pooling layer 

to Xception architecture. The ReLU activation function was used in these FC layers. We were 

determined the FC layer number and their neuron size trying different configurations based on the 

performance of validation and train data. The output of the fine-tuned Xception model was arranged as 

3 neurons to classify bacterial pneumonia, normal and viral pneumonia. In order to avoid overfitting 

and covariate shift problems, dropout, L2 regularization, and batch normalization methods were used 

after every FC layer (see Figure 3). 

3.3 Transfer learning and data augmentation 

Transfer learning is the use of knowledge and experience obtained to solve a problem in solving another 

similar problem [29]. Few researchers have been training a CNN model from scratch in recent years.  

They use weights of pre-trained models that were trained on a large dataset such as ImageNet [30]. Pre-

trained CNN models can be used directly or integrated into a new model to solve new computer vision 

problems. In this way, the training process is reduced. There are some tricks by using pre-trained model 

weights. The most important of criteria is the similarity between the new dataset and the large dataset 

in which the model was trained previously. This similarity plays a critical role in determining the number 

of layers that will not participate in training. The initial convolutional layers learn data-independent 

general features such as edges, corners, simple textures. Through further layers, more complex features 

emerge such as more complex patterns and textures, objects, and parts of objects. For this reason, while 

training a CNN model with a new dataset, initial layers may not participate in training according to the 

data similarity between the new dataset and the large dataset which the model was trained previously. 

Consequently, a predetermined number of layer weights doesn't update. This procedure is called fine-

tuning. Fine-tuning has a positive effect on reducing training time and improving classification 

performance [31]. In this study, we fine-tuned Xception architecture. We trained the fine-tuned model 

10 times over 25 epochs. In the first training procedure, 10% percent of the model was frozen then we 

increased the freezing rate 10% in the next trainings. The best results were achieved at a 60% freeze 

rate. The first 60 layers of the model were frozen and didn’t train. This number corresponds to 60% of 

the whole CNN model (see Figure 3). The total parameters size of fine-tuned Xception are 22,178,859 

and we trained 14,021,627 of the total. The classification performance of CNNs is directly proportional 

to the amount of training data [32]. However, it is not possible to obtain sufficient data for every medical 

problem. Data augmentation is a commonly used method for increasing the number of samples in a 

dataset. It improves the model’s generalization capability, prevents overfitting, and increases the model 

accuracy [33]. We used online (training time) data augmentation in this study. The train and validation 

datasets were augmented using various image processing methods such as zooming, rotation, shearing, 

width shift, horizontal flipping, height shift, and rescaling.  Detailed parameters of the image 

augmentation methods are given in Table 2. 

Table 2 Image augmentation parameters 

Hyperparameter Value 

Zoom range 0.2 

Shear range, 0.2 

Rotation range 40 

Rescale 1./255- [0,1] 

Width shift 0.2 

Height shift 0.2 

Fill mode Nearest  

Horizontal flip True 
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3.4 Experimental setup 

The fine-tuned Xception model was retrained over 25 epochs with 32 batch sizes. We used the softmax 

activation function in the output layer. The categorical cross-entropy loss function was used to calculate 

model error and Adam optimization algorithm was preferred to minimize the loss function. Python 

programing language and Keras deep learning framework was used to implement the proposed 

comparison. All trials have been carried out on a computer with a 1080 Ti graphics card and Ubuntu 

operating system. The fine-tuned CNN model's accuracy and loss graphs are shown in Figure. 4. The 

gap between the training accuracy, validation accuracy, and training loss, validation loss graphs indicate 

an overfitting problem. It is clearly seen in Figure 4 the gap is an acceptable extent and there is not any 

overfitting sign. The fluctuation in the validation accuracy and validation loss graphs is due to the 

dropout layers. We determined the model hyperparameters batch size, epochs size, learning rate, 

regularization coefficient by trying various values based on the performance of validation and train data. 

The hyperparameters of the fine-tuned model are given in Table 3. The training and testing times of all 

algorithms are given in Table 4.  

Table 3 Fine-tuned Xception model parameters 

Hyperparameter Value 

Dropout 0.5 

Learning rate 0.001 

L2 regularization 0.001 

Adam beta 1 0.9 

Adam beta 2 0.999 

Epochs 25 

 

 

Table 4. The training and testing times of algorithms in seconds. 

Algorithm Training Time Testing Time 

Xception 1325  11  

KNN 6.46  4.59 

SVM 23  1.43  

NB 0.22  0.022  

DT 5.95 0.014  

LR 1.35  0.025 
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Figure 3 Fine-tuned Xception model 

 

 

 

Figure 4 Accuracy and loss graphs of fine-tuned Xception model 
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3.5 Machine learning classifiers  

Hand-crafted features have been used commonly in computer vision problems such as image 

classification. They are determined by human experts for the related classification problem and the 

determined features are extracted from the raw image data by using various image processing methods. 

Then the classical machine learning algorithms use hand-crafted features for solving related 

classification problems. However, there are some drawbacks of hand-crafted features which affect the 

performance of the classifier such as inexperienced experts, the unsuccess of image processing methods 

in feature extraction. Therefore, the generalization ability of machine learning algorithms decreases in 

different datasets of the same problem. Hand-crafted features are started to be less preferred after deep 

learning models (CNNs), which self-learn models the necessary features to solve the classification 

problem from raw image data. So, in this study, we used convolutional layers of the fine-tuned Xception 

model as a feature extractor for machine learning classifiers instead of hand-crafted features. After the 

global average pooling layer, the obtained 2048 features were used to train classical machine learning 

methods.  We compared the classification performance of fine-tuned CNN model with SVM [34], KNN 

[34], DT [34], NB [34], LR [34] algorithms. We utilized the popular machine learning framework scikit-

learn. The detailed information about used algorithms in the study is following.  

Support Vector Machines: The SVM is a popular supervised machine learning algorithm used in 

classification and regression problems. It can be used to solve linear or nonlinear problems The main 

idea of SVM is to find an optimal line or hyperplane which separates the data into classes. The algorithm 

utilizes support vectors and margins to find optimal line or hyperplane between the classes. It is not fast 

compared to other machine learning algorithms but it has more accurate and is less prone to overfitting 

[34]. 

We tried SVM with different kernels such as linear, radial basis, sigmoid, and polynomial functions. 

But best result was achieved by the sigmoid function. The C and gamma parameters were determined 

as 1.0 and 0.0053 respectively.  

K-Nearest Neighbor: The KNN is one of the simplest machine learning algorithms which is based on 

the similarity between the new data points and their nearest neighbors. It is a non-parametric algorithm 

and can be used for classification and regression problems. The K value represents the nearest neighbor 

number of the new data point. It is also known as a lazy algorithm because it doesn't learn from data at 

the training stage, it stores the train data and uses them at the test stage [34]. In this study, we determined 

the K value (72) by taking the square root of the training data.   

Naive Bayes: NB is a classification algorithm based on Bayes’ Theorem. So, its predictions are based 

on the conditional probabilities of data. The algorithm assumes every feature in the dataset is 

independent of other features and makes predictions on this assumption. In real-world problems, the 

features generally depend on each other so this is one of the drawbacks of the NB algorithm [34]. There 

are different types of NB algorithm. We utilized the Gaussian Naïve Bayes algorithm in this study. 

Decision Tree: DT is a tree-based supervised algorithm that can be used for classification or regression 

problems. In a decision tree, internal nodes namely decision nodes represent features, branches represent 

decision rules and leaf nodes represent final decisions. There are different types of DTs such as CART, 

ID3, C4.5 according to the used homogeneity criterion (Gini index, Entropy) [34]. We preferred CART 

DT algorithm in this study.  

Logistic Regression: LR is a supervised classification algorithm. It is a transformed version of linear 

regression by using the sigmoid function and cross-entropy loss function. But it uses for classification 

problems and gives probabilistic outcomes between 0-1. There are different types of logistic regression 

such as binomial, multinomial, and ordinal [34]. In this study, we used a multinomial version of LR. 

We used default parameters NB, DT, and LR in scikit learn framework. 

3.6 Performance Metrics 

The performances of all algorithms were validated by accuracy (Acc.), recall (sensitivity), specificity 

(Spe.), precision (Pre.), F1 score, average (Avg.) recall(sensitivity), average specificity, average 

precision, and average F1 score metrics. The formulas of all metrics are detailed below. In binary 
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classification problems, TP indicates the number of positive cases that are identified correctly by the 

classifier. TN indicates the number of negative cases that are identified correctly by the classifier. FP 

indicates the number of negative cases that are identified incorrectly positive by the classifier. FN 

indicates the number of positive cases that are identified incorrectly negative by the classifier. However, 

in multi-class problems, TP, TN, FP, and FN are calculated considering each class to other classes. 

Therefore, all metrics are calculated by class-based. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN + FP + FN
                                                   (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 − (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
TP

TP + FN
                                                (2) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
TN

TN + FP
                                                                     (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP + FP
                                                                         (4) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2𝑥
(PrecisionxRecall)

(Precision + Recall)
                                         (5) 

4. Results 

We evaluated all algorithms with test data (624). Table 5 indicates the classification results of 

algorithms.  We also calculated the confusion matrices of each algorithm (see Figure 5). 

Table 5 Classification results (%) of different machine learning algorithms 

Method Acc. Avg. Pre. Avg. Spe. Avg. Recall Avg. F1 score 

DT 71.63 74.64 86.20 70.93 69.94 

SVM 89.58 89.59 94.69 87.71 88.35 

LR 77.24 79.48 89.28 77.25 75.51 

NB 81.09 82.34 91.25 81.16 79.64 

KNN 82.05 82.65 91.41 81.84 80.62 

Xception 89.74 85.95 94.92 89.74 89.72 
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Figure 5 Confusion matrices of algorithms 

5. Discussion 

In this work, we compared the classification performances of classical machine learning algorithms with 

a fine-tuned CNN model. The five machine learning algorithms have been trained with the 2048 features 

extracted by the fine-tuned CNN model. The chest X-Ray images were classified as bacterial pneumonia 

(0), normal (1) and, viral pneumonia (2).  According to Table 5, the fine-tuned CNN model is more 

successful than other classifiers in terms of all metrics. On the other hand, when the confusion matrices 

given in Figure 5 are examined, it is seen that the SVM and KNN algorithm is more successful than the 

others in detecting bacterial pneumonia. While the SVM was more successful in the classification of 

normal images, NB was outperformed other algorithms in the detection of viral pneumonia. When the 

assumption of independence of features, NB classifier performs better compared to other models, it 

needs less training data [34]. There are fewer viral pneumonia cases in the training data. Among the five 

machine learning algorithms, SVM is the most successful algorithm with an accuracy rate of 89.58%. 

SVM also achieved very close results in terms of average specificity (94.69), average recall (87.71), and 

average f1 score (88.35) considering the performance of fine-tuned Xception model. In addition, it 

outperformed fine-tuned Xception model at average precision metric (89.59) (see Table 5). According 

to confusion matrices in Figure 5 SVM is more successful than fine-tuned Xception model in detecting 
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bacterial pneumonia (1 more case) and normal cases (6 more cases).  In contrast, the fine-tuned Xception 

model was better than SVM in detecting viral pneumonia cases (8 more cases). Table 6 and Table 7 

shows class-based classification results of SVM and fine-tuned Xception model respectively. Recall 

(Sensitivity) is regarded as the most important metric in medical studies. SVM outperformed fine-tuned 

Xception model in terms of sensitivity metric in bacterial pneumonia and normal cases But, fine-tuned 

Xception achieved better sensitivity value at detecting viral pneumonia cases.  As a result, fine-tuned 

Xception achieved better classification performance than other machine learning algorithms. In 

addition, it is clearly seen from Table 6 and Table 7 that the detection of bacterial pneumonia cases is 

easier, while viral pneumonia cases are more difficult to detect. The main reason for this situation is that 

the number of images of bacterial pneumonia during the training is more than the other two classes, and 

the model has learned this type of pneumonia better than others. 

 

Table 6 Class based classification results (%) of SVM algorithm 

Class Pre. Recall Spe. F1-score Sample 

0 (Bacterial Pneumonia) 86.45 97.52 90.51 91.65 242 

1 (Normal) 94.22 90.60 96.73 92.37 234 

2 (Viral Pneumonia) 88.10 75.00 96.84 81.02 148 

 

Table 7 Class based classification results (%) of fine-tuned Xception model 

Class Pre. Recall Spe. F1-score Sample 

0(Bacterial Pneumonia) 89.69 97.11 92.93 93.25 242 

1(Normal) 96.26 88.03 97.94 91.96 234 

2(Viral Pneumonia) 80.41 80.41 93.90 80.41 148 

 

After the outbreak of Covid 19, most of the studies have been focused on differentiae pneumonia from 

Covid 19. There are few studies for detecting types of pneumonia and normal cases in chest X-Ray 

images.  Prayogo et al used SCN models to classify chest X-Rays into 3 three classes normal, bacterial, 

and viral pneumonia. They achieved 80.03 accuracy and 79.59 F1-score values; our results are better 

than theirs in terms of all metrics. They used the same dataset used in our study [26]. Darici et al used a 

CNN ensemble voting methodology to diagnose viral pneumonia, bacterial pneumonia, and normal 

cases. They used three CNN models, two of them were designed by them and the last one was the pre-

trained Inception V3 model. The used dataset in their study is the same as in our study [26]. However, 

they utilized offline data augmentation to balance the dataset. The classification performance of their 

CNN ensemble voting method is given in Table 8. We used an imbalanced dataset in our experiments 

and but our results are better than theirs. Mahmud et al designed a CNN model (CovXNet) utilizing 

depthwise separable convolutions to classify chest X-Rays into four classes (normal cases, viral 

pneumonia, bacterial pneumonia, and Covid-19). The used dataset in their study is the same within used 

in our study [26]. They used a two-step transfer learning methodology. First, they trained the model 

with chest X-Ray dataset which are including normal cases, viral pneumonia, and bacterial pneumonia 

images. Then, they trained again pre-trained model with chest X-Ray dataset which are including normal 

cases and Covid-19 cases. Their proposed CNN model achieved better results in terms of all metrics. 

However, designing and training a CNN model from scratch needs too much experience and effort. In 

addition, their inception model classification performance is less successful than our method (see Table 

8).  
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On the other hand, retraining a pre-trained CNN model for a specific problem has some challenges. 

There are hyperparameters in the retraining process such as the number of freezing layers, fully 

connected layer size, fully connected neuron number, epoch size. Suitable hyperparameters are obtained 

after different experiments and this may take some time. This is the limitation of our study. 

Table 8 The performance comparison of the proposed method with literature 

References Classes Acc Recall Pre. F1-score 

Prayogo et al. [20] 3  80.03 80.03 79.23 79.59 

Darici et al. [25] 3 78.00 75.00 77.0 75.00 

Mahmud et al. [23] 3 91.70 92.10 92.90 92.60 

Mahmud et al. (Inception) [23] 3 81.10 84.90 75.40 78.90 

Proposed SVM 3 89.58 87.71 89.59 88.35 

Proposed Xception 3 89.74 89.74 85.95 89.72 

 

6. Conclusion 

In this study, we trained a fine-tuned Xception model to classify chest X-Rays into three classes bacterial 

pneumonia, normal and viral pneumonia. Then, the fine-tuned Xception model was used as a feature 

extractor for various machine learning algorithms. Five machine learning algorithms (SVM, KNN, LR, 

NB, DT) were trained using the 2048 features extracted by the fine-tuned Xception model’s 

convolutional layers. Then, we compared the classification performance of algorithms. According to the 

test results, the fine-tuned Xception model achieved better classification results with 89.74% accuracy 

than other classifiers. Among the machine learning classifiers, SVM algorithm achieved the best score 

with 89.58% accuracy. Our findings show that a pre-trained CNN model can be used successfully as a 

feature extractor instead of handcrafted features for different machine learning algorithms. 

In future work, we will use multiple CNN models as feature extractors. Then, we will concatenate 

extracted features and will use them to train an ensemble of ML classifiers. 
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