
SAKARYA UNIVERSITY JOURNAL OF COMPUTER AND INFORMATION SCIENCES 

VOL. 5, NO. 2, AUGUST 2022 

DOI: 10.35377/saucis.05.02.1139765 

Research Article 

 

An Approach for Audio-Visual Content Understanding of Video using 

Multimodal Deep Learning Methodology 

Emre Beray Boztepe1, Bedirhan Karakaya2, Bahadır Karasulu3, İsmet Ünlü4 
1 Corresponding Author; Çanakkale Onsekiz Mart University, Department of Computer Engineering; 

berayboztepe@outlook.com  

2Çanakkale Onsekiz Mart University, Department of Computer Engineering; bedirhankrkya@gmail.com 
3Çanakkale Onsekiz Mart University, Department of Computer Engineering; bahadirkarasulu@comu.edu.tr 

     4Çanakkale Onsekiz Mart University, Department of Computer Engineering; ismetynly@gmail.com 

Received 02 July 2022; Revised 5 July 2022; Accepted 6 July 2022; Published online August 2022 

Abstract 

This study contains an approach for recognizing the sound environment class from a video to understand the 

spoken content with its sentimental context via some sort of analysis that is achieved by the processing of audio-

visual content using multimodal deep learning methodology. This approach begins with cutting the parts of a 

given video which the most action happened by using deep learning and this cutted parts get concanarated as a 

new video clip. With the help of a deep learning network model which was trained before for sound recognition, 

a sound prediction process takes place. The model was trained by using different sound clips of ten different 

categories to predict sound classes. These categories have been selected by where the action could have 

happened the most. Then, to strengthen the result of sound recognition if there is a speech in the new video, this 

speech has been taken. By using Natural Language Processing (NLP) and Named Entity Recognition (NER) this 

speech has been categorized according to if the word of a speech has connotation of any of the ten categories. 

Sentiment analysis and Apriori Algorithm from Association Rule Mining (ARM) processes are preceded by 

identifying the frequent categories in the concanarated video and helps us to define the relationship between the 

categories owned. According to the highest performance evaluation values from our experiments, the accuracy 

for sound environment recognition for a given video's processed scene is 70%, average Bilingual Evaluation 

Understudy (BLEU) score for speech to text with VOSK speech recognition toolkit's English language model is 

90% on average and for Turkish language model is 81% on average. Discussion and conclusion based on 

scientific findings are included in our study. 

Keywords: Multimodal Deep Learning, Association Rule Mining, Named Entity Recognition, Natural 

Language Processing 

1. Introduction 

Nowadays, decomposition of various environmental sounds for environment recognition has gained 

popularity. Various background sounds in videos could be classified with high success with deep 

learning and machine learning techniques. In this way, semantically enriched video scenes can be 

depicted. Also, different techniques have been used to strengthen the result from sound recognition to 

recognize the environment well and increase the accuracy which was gained from trained models for 

the environment. Sound recognition, which emerged with the development of technology, is a 

technology based on the analysis of the audio signal [1]. Environmental sound recognition is a 

technology which is used for detecting sounds that define everything about the environment such as 

animal sounds, human sounds, car sounds and so on. Technology for developing new techniques for 

recognizing environmental sounds by using deep learning has been improved so much nowadays. This 

technology is important to be used for different sectors such as cinema, different departments such as 

police and fire departments, and etc. It could help to catch the criminals by detecting the environment 

if there is a video recording with sound. Different fields such as multimedia systems, it is used for 

detection of sound scene events [2] and such as sentiment analysis techniques, it is used for audio 

emotional state classification using audio features [3] and so on. 

There are different techniques to build a model for speech recognition by using deep learning. Getting 

a spectrogram from an audio signal and building a Convolutional Neural Network (CNN) model using 
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spectrograms as inputs is one of the most used techniques [4]. Adding Recurrent Neural Networks 

(RNN) after CNN to create a Convolutional Recurrent Neural Network (CRNN) model is another 

technique that could have been used for this problem [5].  

In multimodal deep learning methodology, data is obtained from different sources. Furthermore, these 

data can be used to learn important features over multiple modalities. In this way, a representation 

would be constructed between different modalities (e.g., audio, visual and possibly textual data) in a 

shared manner as well. Instead of using single mode data for understanding of audio-visual content, 

the use of multiple modalities is expected to result in highest performance. In machine learning and 

deep learning, representation learning is a process that automatically proceeds for a learning system to 

discover the representations needed for feature detection, selection or classification from given data. 

With the help of the representation learning, the semantic gap between low level features and 

semantically rich high level features would be filled to achieve a successful understanding of content 

[6]. 

Audio data augmentation techniques can be built with some items such as an attribute type consisting 

of coefficients in the Mel scale Mel-frequency cepstral coefficient (MFCC) [2] type feature extraction 

method, Chroma [3] type feature extraction method, adding Gaussian noise to the audio track, shifting 

the audio track, and so on can be used to get an augmented data [2]. Using different Natural Language 

Processing (NLP) techniques to strengthen the result of sound recognition prediction can be beneficial 

to increase the accuracy because the raw sound can not be enough for detecting the environment. 

Displaying audio signals that are in the same frequencies is easy but building a model to detect sound 

from them is not easy enough than building image recognition models. These NLP techniques help us 

to do some processes. For example, the tokenization method which is used to get all the words 

individually from a sentence [7, 8].  

The Part of Speech Tagging (POS tagger) method is another technique for the process of marking up a 

word in a text (i.e., corpus) as corresponding to a particular part of speech, based on both its definition 

and its context. A simplified form of this is commonly taught to everyone starting from childhood, in 

the identification of words as nouns, verbs, adjectives, adverbs, etc. The POS tagger technique is a 

method to help to define what is the job of the word in the sentence [9]. In addition, the stemming 

method which is another technique which is used to get stems of a word and some other methods 

could be given as an example [8]. Implementation of these techniques is different according to 

language that has been used. 

The Named Entity Recognition (NER) is important to find the relation between the word and the 

category in which the word belongs to the related category [10]. For example, if someone heard some 

words from a sentence like “penalty kick”, everyone would think that it is about football. NER helps to 

categorize these words to its related category. There are a lot of ways to do this process. In this scope, 

a novel dataset could be created by searching all the words and phrases and collecting them 

somewhere (in a spreadsheet file, database, and etc.), some libraries from some programming 

languages could be used or pre trained files could be found. But in order to implement this process, the 

first thing needed to do is to implement NLP techniques to the words in a sentence. Otherwise, all 

conjugations of the word have to be added to the created NER file to be checked. But that also means 

more time needed to search related words and create this NER file and more time to search if the word 

that is found is in the NER file or not.  

The Association Rule Mining (ARM) is a kind of process used to determine the relation between the 

given categories [11]. It is mostly used in the marketing sector to determine the relation between the 

items that are shopped. International e-commerce and entertainment companies are using this method 

a lot and everyone could see that technique like “this another item is bought with the item you bought, 

would you prefer to buy this item too?” or “this movie is watched by people who watched the movie 

you watch”. The implementation explained at this section of this work is to determine to make a 

comment like “if this category is in this video, the rate of another category to be in this video 

increases this much”. This way could be used to collect data of categories and suggest a video to users 

about a video that is like “the user’s video is about this category and the user may also want to view 

this category too”. In our study, sound environment recognition for a given video's processed scene is 
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achieved with high accuracy. In addition, the speech to text process of our approach based on the 

VOSK offline speech recognition [12] toolkit's English language model and Turkish language model 

have highest performance results that prove our approach's superiority. Of the three English VOSK 

models, the second model was chosen by us to achieve optimized performance. This model is more 

accurate than the first, but faster than the most complex. There is just one VOSK model for the 

Turkish language. This model is used for getting the Turkish speech. 

Our main contribution to the literature is to be able to realize and prove the content understanding 

mechanism for determination of the sentiment from spoken content based on the multimodal 

information obtained from multilingual audio-visual content extracted using a deep learning approach 

without any other manual intervention. 

In addition, the second contribution of our study is applying sound scene classification and recognition 

to reach a refined sentiment analysis from spoken content that related sentences are taken from the 

processed video clip using speech recognition, natural language processing (NLP) and ARM 

techniques. In the literature, there are several analysis methods for sentimental context that are pre-

trained and used with some published studies [13, 14]. Everyone could choose any one of this kind of 

pre-trained model by respect to its performance, by its language type, by its emotional representation 

styles (negative/positive speech, angry/happy speech etc.) and by its model size. These kinds of 

models are used to determine the given sentence's sentiment by its determination of any positive 

sentence, negative sentence or neutral sentence. For example, when the video is related to the football 

category and its spoken content covers news about a team called “Galatasaray'' from the Turkish 

Super League a loss they have taken from yesterday’s match then sentiment analysis model helps to 

determine the speech from the news. Furthermore, the model can say that “this sentence is a negative 

sentence related to the football category”. It actually is not about finding the category or strengthening 

the found category from sound recognition, but it is a technique to find out if the model has negativity 

or positivity. With this way, it can be said about the example that is given, this actioned part from a 

video has a negativity. At a glance, it is a challenging issue for real world problems. 

The remaining sections are organized as follows. Literature review is given as the second section. In 

the third section, materials and methods are presented with the details of video summarization, sound 

event detection and speech recognition, and also, multimodal deep learning methodology, system 

integration and Graphical User Interface (GUI) are given in the section as well.  Experimental results 

are introduced in the fourth section which covers datasets used in the experiments, performance 

evaluation methodology, our experimental results and proof of concept of our approach. In the last 

section, the discussion and conclusion of scientific findings of our study are included to emphasize the 

contributions of our work. 

2. Related Work 

At a glance, there is a huge potential to extract useful information from raw data in contemporary 

multimedia systems. Multimedia is a term that covers text, audio, image and video as given as a 

processable object. In the literature, deep learning is used to process and extract these kinds of 

information for building a consequent knowledge about the solution of a real world problem using the 

above mentioned multimedia components. Nowadays, sound event recognition, speech recognition, 

automatic speaker recognition and speech to text translation are especially popular issues in the deep 

learning and machine learning research areas. With its well constructed paradigms. Deep learning 

provides an automatized feature extraction and selection scope belonging to its layered structure which 

proves a refined learning called representative learning [15, 16]. 

In this scope, video is an integrated multimedia component that involves audio and consecutive 

images as video frames. These frames mostly include some important information about actions or 

events. Since these actions or events may be grouped into one or more frame groups (i.e., video shot), 

a deep learning system can be easily used in these frames to detect and classify them from certain 

mechanisms. Audio features based sound event recognition is relatively less complex than visual 

feature based action recognition. For sound event detection and speaker recognition, the sound 
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characteristics obtained from sound samples assigned to the same sound class are compared with each 

other. If possible, the audio features of the sound samples assigned to a different class are desired to be 

much different than each other. Audio data representation is the audio signal content consisting of 

numerical values expressed as features such as MFCC, audio spectrum, and etc. These features are 

based on displaying the signal energy, frequency distribution, and signal change over time [2].  

In the literature, the process of audio event recognition in a given audio scene is taken from a couple 

of features which feed the deep learning mechanism as low level features. Since the semantic gap, this 

kind of pure low level feature usage remains quite limited as a tool to interpret the content for 

complete understanding. Shel et al. [17], proposed a model which is one of the examples for 

multimodal-based video prediction using deep learning. The idea behind their work is to create CNN 

[4] features from the frames of the video and give them to generated Long Short Term Memory 

(LSTM) [14-16] layers and to create MFCC features from the audio tracks of these video frames and 

give them to a generated different LSTM layers. Therefore, multimodal feature learning is applied into 

these two outputs and the classification process is done at the end. Jiang’s dataset [18] is used for this 

model and 78.6% of accuracy is gained for the test dataset. Agrawal et al., proposed a CNN model 

using the ESC-50 dataset [19]. Only augmenting the data by using MFCC feature extraction, 68.40% 

of accuracy gained. Mushtaq et al., used different data augmentation techniques and combined them to 

build multiple models [20]. One of the data augmentation techniques that is used is Chroma [3] with 

Short Time Fourier Transform (STFT). Using a model which is pre-trained for deep learning is called 

Dense161 [21] and freezing/unfreezing layers method with using only Chroma feature based data 

augmentation technique, 46.80% of accuracy is gained for ESC-50 dataset and 70.50% of accuracy is 

gained for ESC-10 dataset. The ESC-10 dataset is created by using ten different audio classes selected 

from the ESC-50 dataset. To give more example to proposed model about environmental sound 

recognition with using ESC-50 or ESC-10 dataset, Khamparia et al. [22], proposed a model by getting 

spectrograms with log-mel features and giving them into a model constructed with Tensor Deep 

Stacking Network (TDSN) [22], 56% of accuracy gained for ESC-10 dataset [22]. The ESC-50 

dataset’s creator Piczak proposed a model by getting log-mel features and giving them to a CNN 

model in a related study, thus 81.5% of accuracy was gained from the trained model by using the 

ESC-10 dataset which is a reduced version of ESC-50 [23]. 

In order to bridge the semantic gap between low level features and the high level semantically rich 

features as human perception of action/event, recent works have introduced an intermediate 

representation between the audio features and the video’s affective content. These methods construct 

representations based on audio features and NLP based on the speech to text translated transcription 

which employ these representations for affective content analysis and understanding of videos. Khalil 

et al. [24], proposed a model to recognize the emotion from input speech signals. Both machine 

learning and deep learning techniques are used but a model which is constructed with the Deep 

Convolutional Neural Network (DCNN) [15, 16] is performed much better than other machine 

learning algorithms.  

In the literature, video summarization is a process which selects representative video frames to 

summarize key events present in the entire video. In our study, video summarization is used to localize 

the positions of most important actions and/or events in full length video. This process is similar to a 

combinatorial optimization problem which selects video frames due to action-basis to group them into 

meaningful segments as video clip. These kinds of video clips are a shorter form of original full length 

video, but it is more refined to represent a more compact and concise form of action/events as well. As 

told above, video summarization is addressed as an optimization problem in many contemporary 

studies [25-28] as well.  

As told above, the accuracy from the proposed model of Piczak [23] was gained 81% of accuracy by 

only training the model using the ESC-10 dataset. At this point of view, unlike Piczak’s proposed 

model, our model is trained with seven categories from the ESC-50 dataset which could be different 

categories from the ESC-10 dataset, and three extra categories which are designed and collected by us 

with new samples. Our gathered dataset is more complex than the ESC-10 dataset. Our work is 

proposed with a quite different performance evaluation scope than Piczak. Therefore, unlike all the 
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unimodal (e.g., audio signal, or spectrogram as still image) works that are explained about this section, 

our model strengthens the result of environmental sound classification with the support of NLP [7] 

techniques and different sound classes are used in the experiments. 

The remaining sections explain the details about our methodology, and also, the different parts than 

other studies or superior sides of our study with related experiments. 

3. Materials and Method 

In order to build the multimodal deep learning infrastructure with audio, video and image processing, 

that has been described in this work, multiple libraries have been used that are created to use with the 

Python language [29]. These libraries have been selected by their properties, ease of use and some 

other criterias. First of all, to build all deep learning models, Tensorflow [30] and Keras [31] libraries 

have been used. And also, a pre-trained model which is ready to use for everyone in Keras library to 

build a deep learning architectural structure, MobileNetV2 [32] has been used as a base model for 

sound event recognition. Some libraries that allowed us to do some operating systems operations like 

creating a folder, deleting a folder, copying and pasting files, reading images and videos from folder 

and so on such as OS [29], Glob [29] and some libraries that help to do machine learning operations, 

mathematical operations, plotting operations, NLP operations, video operations and so on such as 

Pandas [33], Matplotlib [34], Seaborn [35], Numpy [36], SpaCy [37] and Pydub [38] have been used 

which their detailed information can be seen from Python website [29]. The OpenCV [39] library has 

been used to do reshaping, resizing and some other operations for frames of video clip as given as 

image sequence. To generate audio and video files, Moviepy [40] and Pydub [38] libraries have been 

used. The VOSK [12] library and a model from this library have been used to get the part of speech 

from a given video. For data augmentation methods, along with Tensorflow, OpenCV libraries, 

Librosa [41] library also have been used. For NLP and sentiment analysis operations, NLTK [42], 

SpaCy [37] and re [29] (Regular Expression Operations) libraries have been used to prepare text data 

for NLP methods and Transformers [43] library has been used to use Bidirectional Encoder 

Representations from Transformers (BERT) [43] models to do sentiment analysis. For NER 

operations, to score the similarity between the word in the sentence and the word in NER dataset, 

Difflib [44], Zeyrek [45] and Jellyfish [46] libraries have been used. By using all these libraries, a 

suitable model and its infrastructure has been generated. To create Graphical User Interface (GUI), 

Gradio [47] library has been used. 

The underlying methodology of our approach is described as follows. First of all, a video 

summarization technique has been generated to summarize the video to get scored action points from 

extracted video shots with related key frames of given video. After that, the sound event detection 

technique has been applied to do speech recognition from the above mentioned summarized video 

which is given as a short video clip with sound. The multimodal deep learning approach has been 

constructed to get speech from the video and do some NLP operations onto that speech to strengthen 

the result of sound recognition and to perform sentiment analysis. In the end, video summarization, 

sound event detection, NLP and sentiment analysis techniques have been integrated into a compact 

generated GUI that is presented for use by end users with online interaction capabilities as well. 

3.1 Dataset 

In order to train the sound recognition model, data from ten different categories have been used. Seven 

of these categories have been chosen from a dataset that has been created using environmental sounds. 

The dataset that has been used to train the model is the Environmental Sound Classification called 

ESC-50 [48] dataset which is a labeled collection of 2000 environmental audio recordings. The dataset 

has five different main topic categories and a total fifty sound classes. These main categories are 

“Animals”, “Natural soundscapes & water sounds”, “Human, non-speech sounds”, “Interior/Domestic 

Sounds”, “Exterior/Urban noises”. Among these main topic categories, seven different categories 

from these main subject categories were chosen according to their evocation of places. These chosen 

sound categories are “Chirping Birds”, “Rain”, “Sea Waves” from “Natural soundscapes & water 
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sounds” main category, “Clapping”, “Laughing”, “Footsteps” from “Human, non-speech sounds” and 

“Car Horn” sound from “Exterior/Urban Noises” main category. For example, hearing chirping birds 

sounds may evoke natural forest to the people, hearing sea waves sounds may evoke seaside to people, 

hearing clapping may evoke somewhere where people are celebrating something in a place such as 

theater, concert etc. All of the sound clips are made of 5000 milliseconds and all of these sound 

categories have forty different sound clips. To expand the sound event categories of ESC-50, we 

collected some new audio data to generate three new sound event categories which contain different 

audio samples from ESC-50 original data. These three categories that have been used to train the 

model are “Football”, “Racing” and “Human Speech”. In order to collect data for “Football”, different 

sound clips have been cut such as fan chants, goal celebrating, missing goal reaction from fans, hit the 

ball sound, referee whistling and some other things. By considering the collection of samples of fan 

chants, the model finds a similarity between the “Human Speech” and “Football” categories. In order 

to collect “Racing” sounds, different sound clips have been cut as it was done for “Football” such as 

different engine sounds from different cars from racings, car sound from a long distance and short 

distance, sounds from pit stops and so on. And last, for the “Human Speech” sounds have been 

collected from a dataset called Librispeech [49]. Librispeech has samples that are 1000 hours total. 

Forty different english speeches have been selected randomly from this dataset. All of these categories 

have forty samples, and all of the samples are 5000 milliseconds long. In total, there are 400 counts 

and 2000 seconds of samples. Each sound sample is a single channel (i.e., mono) audio clip. These 

data were used in the training process of our audio-visual content understanding processes. 

For testing our audio-visual content understanding methodology, we used a real world dataset called 

CPSM “sports minute” dataset [50] which has 74 videos collected from Youtube [51] in total with 10 

different sports activities involving two years worth news highlights about college sports. Also, the 

proportions of each activity and number of labels per clip are variable for this CPSM dataset [50]. For 

“Turkish” videos to test the Turkish VOSK [12] model, “MediaSpeech” dataset has been used [52]. 

This dataset is generated by using short speech videos from Youtube [51] and some other websites for 

media videos by using news videos which are mostly about politics. The dataset has 4 different 

languages and Turkish is one of them. There are a total of 10 hours of speech for each language. 

Above mentioned datasets are used in our experiments to achieve a reliable sound event recognition 

for analyzing the action topics in audio-visual content of given video which is based on our deep 

learning approach to understand the spoken content with its emotional scope.   

3.2 Video Summarization 

By considering the optimization methodology, the video summarization process is treated as an 

abstraction method which selects representative video frames to summarize key events present in the 

entire video. In the literature, recent studies on video summarization have learned how to select 

informative video subsets (i.e., video clips rearranged with selected video frames) close to summaries 

generated barehand by humans [53]. In the last few years, several studies have been presented [54,57] 

to solve the video summarization problem, and also, this problem is treated as a combinatorial and 

constrained optimization problem with the use of labeled full length videos. By detecting changes in 

visual features of video frames, Kernel Temporal Segmentation (KTS) produces segment boundaries. 

Video segment is built up with a bunch of video frames. Video shot involves above mentioned video 

frames grouped as an action related video segment. In this way, a video segment tends to be long if 

visual features do not change considerably [58, 59].  

In our study with deep learning scope, in order to produce video summarization, it has been firstly 

done to get every frame from the video. These video frames have been reshaped as a tensor as (224, 

224, 3) to be processed. Therefore, with the help of a pre-trained deep learning model called VGG19 

[60], related visual features extracted from these video frames have been used to determine the change 

points in the whole video as treated as indicators of the variations of action or event locations [61]. 

The KTS process [62] has been applied to these obtained features for temporal segmentation. While 

ensuring that the summary length does not exceed a defined limit, video shots that involve actions are 

selected to generate a summary by maximizing the total scores. The summary length limit is circa 10% 
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to 15% of the full video length. Knapsack problem is a combinatorial optimization problem in 

computer science, which is known as NP-hard. The 0/1 Knapsack problem’s dynamic programming 

solution is a more preferred solution in the literature for optimized video summarization as well. 

Above mentioned maximization step in the video summarization process is based on the 0/1 Knapsack 

problem. A near-optimal solution via dynamic programming can usually be obtained [63]. In the 

manner of combinatorics, dynamic programming requires an optimal substructure and overlapping 

sub-problems. These are present in the 0/1 Knapsack problem [64]. 

To ensure the selection reliability, the trained models’ group with two parts as an integrated meta 

model was used to compute the necessary scores. The first part of the above mentioned model was 

used to extract visual features to comply with temporal segmentation as change points. The second 

part as a frame-relation learner part was to predict the frame selection probabilities as importance 

scores. The video shot level scores are computed by averaging frame level scores within the same 

video shot as well. By using both obtained importance scores and detected change points (i.e., 

temporal segmentation) within the scope of KTS process, thus related video segments needed for 

video summarization have been chosen. For long-term temporal dependencies between video frames 

and shots located far away each other, the above mentioned model’s frame-relation learner part is used 

to build data for dynamic programming (i.e., Knapsack problem) that this part of the model is based 

on the bidirectional Long-Short Term Memory (Bi-LSTM) [14-16] and its structure was built on two 

Bi-LSTM layers which have 256 and 128 neural nodes, respectively. These layers work as a processor 

for revealing the forward hidden states and backward hidden states represented in a sequence of 

frames of video. Thus, this part learns the frame relationship with scores. At the end of this structure, a 

dense layer with 1024 neural nodes was used to classify the frames into some frame groups with frame 

probabilities. The results form these frame groups and video segments feed the dynamic programming 

infrastructure for solving the problem of Knapsack such as those given as input for Knapsack part. 

Thus, the whole video is summarized with the use of results as selected frames as “one” or not 

selected as “zero” by the dynamic programming solution of Knapsack. 

In order to construct the video summarization in dynamic memory allocations, full length video has 

been split into smaller pieces. The reason for it was to split video into pieces to get optimal summaries 

separately, and thus, these summaries are concatenated to get a novel summarized video as a video 

clip as well. For the testing of video summarization problem solving processes, there are a bunch of 

video dataset with annotations in the literature. The SumMe is a video summarization dataset in which 

some unedited or minimally edited videos are presented as seen as 25 personal videos obtained from 

YouTube [51]. There are 15 to 18 reference summaries for each video which are individually 

annotated by human annotators [65]. The TVSum is another video summarization dataset in the 

literature. It has 50 YouTube videos with metadata that each one of videos is presented with a title and 

a category label. For every two seconds of each video, human annotated importance scores are 

provided to construct the reference summaries with a predefined length are generated. Therefore, as in 

the generated summary, these videos are separated into short video segments. To obtain a segment-

level importance score, the importance scores within a video segment are averaged. At the end, a 

reference summary is generated by finding a subset of segments that maximizes the total importance 

score in the summary [61, 63]. 

In our study, we used the above mentioned video summarization meta model to test and validate our 

approach for summarizing the full (long) length videos that a summarized short video clip presents the 

important parts involving action/event related to the topic of spoken content. With these video 

summarization datasets, the performance of summarization was tested and validated that the overall 

success is used to show as indicator of optimal selection of frames for video clip involving salient 

action or events. The performance evaluation is based on the comparison between automatic 

summaries and ground truth summaries. In our study, an average performance score (i.e., F-metric) [3] 

was obtained as equals to 51% with the summarization tests on above mentioned TvSum and SumMe 

datasets with the integrated meta model’s VGG19 [60], Bi-LSTM [14-16] and dynamic programming 

parts as told above. This performance score is the same as given in Zhou et al. [61] study that they 

obtained this kind of average score in their study as equal to 50% (i.e., for SumMe as 42.1% and 

TVSum as 58.1%). The detail of this metric is given in the following sections. Since the experiments 
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show that our video summarization stage of the complete audio-visual content understanding approach 

(as given as “Proof of Concept”) is more accurate to detect the action/event location in a given video, 

the summarized video as a video clip is more efficient in terms of computational complexities and 

space complexities. 

3.3 Sound Event Detection and Speech Recognition 

The preparation part is the most challenging part in this multimodal data processing and underlying 

learning process. With a raw form, classifying the labels of chosen sound classes is very hard by using 

deep learning. Because spectrograms of different sound clips from different classes may show a 

similarity which is very difficult to separate them because they are very similar to each other in 

manner of feature extraction and process. In order to use the model efficiently, different techniques 

might have applied to the spectrogram such as attention based technique. In this model, the multiple 

masking [67] technique has been applied to increase the distribution of the dataset. At first, with the 

help of the Tensorflow library, data in process that is in an audio shape in the dataset has been 

transformed into spectrogram shape as an image. These spectrograms have been generated by using 

log-mel features of the audio. Then, multiple data augmentation methods have been used to increase 

the data variations in amount and presentation for the dataset, and multiple models have been also 

generated. To give examples for these data augmentation methods, as seen in Figure 1, applying 

MFCC type feature extraction method [2], applying Chroma type feature extraction method [3], 

applying Contrast Limited Adaptive Histogram Equalization (CLAHE) [66] to spectrogram images, 

applying multiple masking to these images, adding Gaussian noise (background noise) [3] to audio 

segments, adding shifting method to audio segments, getting log-mel spectrograms using Librosa 

library [41], applying some operations to these images such as flipping, rotating, sharpening and all 

combinations of these method have been used. To test these rebuilt and extended datasets, multiple 

programmatic structures have been generated. If an overfitting problem for model training has 

occurred, the programmatic structure has been regenerated in order to prevent this overfitting. The 

best result gained from multiple training processes, audio dataset augmented by background noise and 

image dataset increased by CLAHE and multiple masking methods. In other words, if it is said in an 

objective evaluation manner in terms of performance metrics for machine/deep learning processes that 

have been used for the training process, the highest accuracy and the lowest loss has been gained from 

this training process. 

 

Figure 1 An example of a spectrogram from the Chirping Birds category (a). CLAHE applied (b), Gaussian 

Noise added (c)  

MFCC feature extraction is a method which is a very popular method to be used for feature extraction 

of an audio file. One of the reasons why MFCC is used so much is that MFCC coefficients are much 

less affected by changes, audio wave structure [68]. But it is often used in speaker recognition 

applications. MFCC coefficients are obtained by de-correlating the yield log energies of a channel 

bank which comprises triangular channels, straightly dispersed on the Mel recurrence scale [69]. There 

are some libraries that help to apply MFCC type feature extraction to spectrograms, but Librosa 

library is the most used one. 

Chroma feature extraction is a method which is used for obtaining the quality of a pitch class alluding 

to the color of a musical pitch of a given audio file which has a sampling rate [2, 3]. This pitch can be 

decomposed into an octave invariant value called chroma, and there is a pitch height value which 

shows the octave the pitch is already in. Each frame of audio is windowed, by this scope, a short-time 
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audio window is presented by Chroma that window has the harmonic content such as keys or chords, 

and etc. Chroma’s related feature vector is extricated from the magnitude spectrum with the help of a 

short time fourier transform (STFT), Constant-Q transform (CQT), Chroma Energy Normalised 

(CENS), respectively [2, 3, 70]. 

CLAHE is a different strategy which is used in images. It is used to improve image contrast. To limit 

the contrast amplification, CLAHE aims to avoid amplification. By considering the transformation of 

slope function, amplification contrast around the given pixel value is determined.  By clipping, the 

CLAHE limits introduce amplification. It takes a basis which has a predefined value in the histogram 

prior to cumulative distribution function (CDF) calculation [66]. The main idea of applying it is to 

improve the contrast of the parts where audio-wave is denoted in the histogram, meanwhile decreasing 

the contrast of the other parts. With this way, the model can be focused more to the parts where it is 

wanted the model to focus. The OpenCV [39] library has been used to apply CLAHE to spectrograms. 

In the manner of sound recognition, a deep learning model is constructed to classify and determine the 

sound classes that it is based on above mentioned techniques and processes. This model and its 

multimodal aspect’s usage is explained at the following sections of this study as well. 

Audio shifting [3] is another method which is used for data augmentation by shifting the audio signal 

content n steps (n denotes time) and saves shifted audio file as a new audio file. Overflowing audio 

data from the end of this audio file is cut and added to the beginning of the shifted audio file. With this 

way, limited data is being increased and with not using the same audio file, possible overfitting 

problem may be prevented. 

Flipping, sharpening, and rotating a spectrogram are the techniques which are used to increase the 

amount of the dataset. Obtained spectrograms are shown as matrices while programming. Each 

spectrogram denotes the m×n matrix by its width and height. If it is said a spectrogram is shown as a 

4×1 matrix [1, 1, 0, 0], flipping this matrix will be resulted as [0, 0, 1, 1] which means horizontally 

reversed. Rotating an image is used to rotate an image by a given degree. A matrix that has x and y is 

the image. Multiplying a matrix that has sine and cosine with the image matrix is a rotated matrix that 

shows the degree of how many degrees the image is rotated [71]. Sharpening is a method to remove 

blur, enhancing details and dehazing. There are some methods that help to sharpen an image. The used 

sharpen matrix is given as [-1, -1, -1; -1, 10, -1; -1, -1, -1] as a two dimensional matrix. Finally, here is 

Figure 2 that has an example that each sharpening, flipping and rotating are applied to a spectrogram 

from the chirping birds category. With the help of trigonometric functions, a rotating process is 

applied where the rotating angle theta is 45 degrees. All of these processes have been applied using 

OpenCV library functions and all of these processes have been applied after applying CLAHE method 

to every spectrogram which can be seen from Figure 2 below. 

 

 Figure 2 Examples of every method applied to a spectrogram. (a) denotes normal spectrogram, (b) denotes 

flipped spectrogram, (c) denotes sharpened spectrogram and (d) denotes rotated spectrogram 
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At first, after the dataset has been gained, background noise [3] has been added to all of the audio files 

and has been saved as another audio file in order to augment the dataset. This background noise audio 

clip is a clip that has Gaussian noise in it for one minute long. In order to add this clip to audios, a 

5000 millisecond long sample has been taken from the Gaussian noise clip. Then, this clip has been 

applied to audio segments and has been saved by using Librosa [41] library. With this process, the 

dataset has increased two times of its original amount. The Gaussian noise formula can be seen as 

denoted by Eq. 1 as below where z represents the gray level, µ represents the mean gray value and σ 

represents its standard deviation.  

                                                        𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛𝑁𝑜𝑖𝑠𝑒(𝑧) =
1

𝜎√2𝜋
𝑒

−
(𝑧−𝜇)2

2𝜎2                                              (1) 

Another method which has been used to augment data is applying the multiple masking method. It is a 

method which is used for data augmentation and to get a sort of mixed data. It is split into two steps as 

applying frequency and time mask by the given parameters (i.e., consecutive time frames T, 

consecutive frequency bins F) as the first step and mixing them as the second. [67]. The frequency 

mask is based on a masking method which is applied to the spectrogram which is in a frequency zone. 

With this method, frequency channels are masked. This mask is chosen from a random uniform 

distribution between 0 to F frequency value. However, the time mask is based on a masking method 

which is applied for masking consecutive time steps. This mask is chosen from a random uniform 

distribution between the number of frames 0 to T frames as presented as time steps in milliseconds. 

According to a parameter that denotes how many times this frequency and time mask will be applied 

(t0, f0) these masking processes are applied. After parameters are given, the distribution for training 

purposes is expanded by drawing the shear plane from random parts. There finishes the first step. 

Thinking about a spectrogram that has been generated by its frequency/time features, horizontal shear 

plane denotes time mask and vertical shear plane denotes frequency mask. Given parameters to 

perform the multiple masking process that have been chosen from different trials can be shown as 

Table 1 below. 

Table 1 Given parameters to perform Multiple Masking 

T F t0 f0 

24 36 2 2 

 

The second step begins where the first step ends. This step is about mixing spectrograms which 

frequency and time masks have been applied as seen in Figure 3. The most important part about 

mixing spectrograms is to decide which categories have to be mixed. In other words, mixing which 

categories to augment the data helps to build the most efficient sound recognition model. In this part, 

categories which are shown the most similarity between their spectrograms are chosen to be mixed. 

For example “Footsteps” and “Chirping Birds” sounds are both a sound which their spectrograms 

have similarity in the same frequency. The other categories which have chosen to be mixed are: “car 

horn” - “clapping”, “football” - “racing”, “human speech”- “sea waves” and “rain” - “laughing”. 

After applying the multiple masking process, the amount of dataset has increased, and the distribution 

provided.  
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Figure 3 Example of applying multiple masking process in “Chirping birds”- “Footsteps” categories. (a) denotes 

normal spectrograms. (b) denotes multiple masking applied spectrograms and (c) denotes mixed spectrogram   

3.4 Multimodal Deep Learning Methodology 

The deep learning methodology has some superior properties among other machine learning 

paradigms [15]. For a learning system, representation learning is an important process that helps to 

discover the feature patterns in given data [72], and also, it automatically proceeds to discover the 

representations needed for feature detection, selection or classification from given data. For image 

based learning, the semantic gap means that there is a difference between primitive (low level) 

features of an image and semantic meanings that humans recognize from the image. With the help of 

the representation learning to achieve a successful understanding of content, the semantic gap between 

low level features and semantically rich high level features would be filled. In the deep learning 

concept, to fill the semantic gap between low level features such as color, texture, shape etc. and high 

level semantically rich features, representation learning is used. With the use of transfer learning, 

representation learning usually can produce a good result of content understanding. To solve a 

classification problem in solving another similar problem, transfer learning is used as a training style 

where the original problem’s knowledge and experience are used to solve this similar problem. In this 

scope, our base model for sound event recognition is constructed with MobileNetV2 [32] which is 

trained for by using 1000 classes of ImageNet dataset [73]. Its knowledge about learned salient 

features is transferred to our integrated model with the transfer learning process, and then we apply the 

fine tuning over this kind of base model as shown in Table 2.  

Video summarization is used to generate a short synopsis. By the manner of selecting the video's most 

informative and important parts, this synopsis summarizes the video content. To form a shorter video, 

this summarized video is usually composed of a set of representative video frames (i.e., video’s 

keyframes), video fragments or video segments (i.e., video’s shots) that have been stitched in proper 

chronological order [54, 55, 59]. In our study, video summarization is built on the dynamic 

programming that solves a combinatorial optimization problem treated as a knapsack problem [64] for 

video’s action parts selection as given as frames in the video.  

Our audio-visual content understanding methodology starts with obtaining the above mentioned 

summarized video and sound recognition process applied on this video. This methodology works with 

the following steps. At the first step as Stage I in Figure 4, the relevant video summarization datasets 

were used to train a meta deep learning model to detect parts of the video involving action to 

summarize the video. In the scope of KTS process [62], related video segments (i.e., video shots) 

needed for video summarization have been chosen based on change points that have been detected. 

This meta model was built with VGG19 [60] and Bi-LSTM [14-16] parts as told in the above sections 

of this study. After this kind of summarization training, the original full length video may come as an 

input when it is used to summarize with the use of shot level scores as average frames scores. After 

these processes, the summary has been obtained by using Dynamic Programming Solution for 

Knapsack Problem. Since action/event location detection is applied to this full length video to split the 

parts of this video as given input for Stage III in Figure 4 as told below that involve most important 
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actions or events in it, and then these multiple parts or just one splitted part get concanarated as a new 

video clip with selected new frames in a summarized manner. At the second step as Stage II in Figure 

4, the audio dataset which is used for training the sound event recognition model, has been illustrated 

as spectrograms and increased by data augmentation techniques such as CLAHE [66], gaussian noise 

[3], and multiple masking [67]. With this way, the data has been prepared for training the model. 

Then, this audio dataset has been given to the MobileNetV2 based integrated deep learning model for 

training and the appropriate model has been produced to use for predicting sound classes. After this 

point, our content understanding process also has two complementary steps. At the first step of this 

process as Stage III in Figure 4, first, the original full length input video can be processed to be 

summarized as a video clip with newly chosen frames. These frames can also be chosen by producing 

a summary at Stage I using dynamic programming as well. Therefore, the sound recognition process is 

applied to this new video clip to recognize the sound classes of the environment. In order to strengthen 

the result of sound recognition, a content understanding process is defined to compile the speech from 

the video taken as plain text in the form of a script. After the prediction results, NER [10] techniques 

are applied to the script of speech that is taken from the new video clip to categorize the words or 

phrases from the speech if these words or phrases evoke any of the words or phrases that are prepared 

for each category owned. With this way, the sound recognition result is getting stronger. At the second 

step of this process as Stage IV in Figure 4, our contribution basis on the sentiment analysis is applied 

to the speech that is taken from the new video to determine whether the sentiment of the sentence is 

positive, negative or neutral. In Figure 4, a general presentation of our deep learning based audio-

visual content understanding methodology is figured out which is explained as above.  

For sound processing, we applied data augmentation and then data preprocessing methods, in order to 

generate an efficient model based on the training of a sound recognition model. The training data has 

been split as 70% train, 20% validation and 10% test part. Our integrated sound recognition network 

structure that has been generated programmatically to train the model can be shown as the structure as 

given in Table 2. The training process of the integrated sound event recognition model has been split 

into two subparts. First part is started by deploying a pre-trained model from Keras library 

MobileNetV2 to the generated model. MobileNetV2 is a convolutional neural network architecture 

with 53 layers equipped with a deep learning concept. At a glance, it is based on an inverted residual 

structure where the residual connections are between the bottleneck layers of a given network.  

Furthermore, it seeks to perform very well on mobile devices with low memory consumption. Its 

model works with a specified resolution for a given input image which has exactly 3 input channels as 

(224, 224, 3) [32]. 

Before starting the training process, the added layers from MobileNetV2 have been frozen. The model 

has been compiled by using batch size equals 8. In Table 2, the architectural structure of the integrated 

network model for sound event recognition can be seen. 

Table 2 Architectural structure of the integrated sound event recognition network model 

MobileNetV2 and Convolutional Structure 

MobileNetV2 

GlobalAveragePooling2D 

512 Dense-ReLU 

Dropout 0.5 

256 Dense-ReLU 

10 Dense-Softmax 
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Figure 4 General representation of our deep learning based audio-visual content understanding methodology.  

Adaptive Moment Estimation (ADAM) is an optimization method that keeps an exponentially 

decaying average past gradient to the similar momentum value. In this way, it computes adaptive 

learning rates for each parameter as well [74]. In our study, the ADAM method is used by us as 

optimization function and its determined first learning rate is given equals as 2*e-5. Categorical cross 

entropy is used as the loss function and the training process lasts 100 epochs. Model’s checkpoint 

record has been enabled so that the optimum part or training model can be taken before the overfitting 

problem occurs. Therefore, the GlobalAveragePooling2D method is applied to use average pooling on 

the spatial dimensions. A dense layer that has 512 neural nodes and Rectified Linear Unit (ReLU) 

activation function in it is added to this structure. ReLU function is a function which is commonly 

used in hidden layers [15, 16]. A dropout process has been applied to the connections between 512 

neural nodes layer and 256 neural nodes layer to find the strong connections between each layer and to 

prevent possible overfitting problems. Another dense layer which has 256 neural nodes and again the 

ReLU activation function has been added. And the last dense layer which has 10 neural nodes denotes 

the output layer. This layer is where the classification happens. Each layer denotes categories owned. 

As having ten categories, there are 10 neural nodes at the output layer. The activation function that has 

been used at the output layer is the Softmax function which is commonly used in the output layer as 

the classifier. It turns a vector of K real values into a vector of K real values that sum to 1. This K term 

usually denotes the number of classes in the multiclass classifier. Its normalization properties ensure 

that all the output values of the function will sum to 1, The softmax function transforms the input 

values into values between 0 and 1. The equation of Softmax function can be seen in Eq. 2. In Eq. 2, 

the si values are the elements of the s input vector and can take any real value, The term on the bottom 

side of the Eq. 2 is the normalization term [75].  

                                                              𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑠)𝑖 =
e(−𝑠𝑖)

∑ 𝑒
(𝑠𝑗)𝐾

𝑗=1

                                                         (2) 

Beyond the MobileNetV2 as the second part of Table 2 denotes the fine tuning part of network 

architecture of our work. This time, the frozen MobileNetV2 layers have been unfrozen and the 

model's fine tuning process has begun. Only different parameter between training and tuning is the 

learning rate. In the tuning part, learning rate has been chosen as 1*e-5. After 100 epochs of the tuning 

process, the model has been saved with h5 file extension. The Hierarchical Data Format version 5 
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(HDF5) is an open source file format, and also, it is given as "h5” formatted file in our study. It is 

capable of involving complex, large heterogeneous data [76]. In our experiments, the model has been 

trained and tuned about 200 epochs and after the processes have been done, the incoming result has 

not been a good result and the model has started to overfit. Also, a checkpoint has been used to save 

the model while the model has the minimum validation loss value. This checkpoint has saved the 

model structure with its weights in the tuning process while it has been in the 48th epochs. It could 

have been seen from the plots given at the experimental results section, the model also has started to 

overfit after 48th epochs. In this way, the training and tuning processes have taken 148 epochs in total.  

With the help of NER [10] techniques, the result that is incoming from the sound recognition process 

has been strengthened. In order to use these techniques, the first thing that has been done is to get the 

data that evokes any of the categories owned. For example, “shoot”, “goal” from “football” category, 

“Lewis Hamilton”, “drifting” from “racing” category, “sparrow” from “chirping birds” category, 

“applause” from “clapping” category can be given as some examples. These data have been collected 

for both “English” and “Turkish” languages. There are at least 50 words and phrases that could evoke 

any of the categories owned. Gained text from the video that has been taken by using VOSK [12] 

library has been processed by some NLP [7] techniques. First, if the language is “English”, with the 

help of SpaCy [37] library, the words from the text have been lemmatized which means all the 

suffixes from the word have been expelled. For example, the present tense’s token “-s” has been 

expelled, and the past tense’s token “-ed” will be expelled. Also, if the word is an irregular verb, the 

word has been transformed into its base form. All the letters from a word have been transformed into 

lower case. Characters such as “.”, “,” etc. and numbers have been removed. It is a little bit different in 

“Turkish” language because there is a lack of libraries for Turkish NLP techniques and Turkish 

language is an agglutinative language. A word could have more than one stem and it could be a bit 

hard to find which stem created the word. Also, a new algorithm has been created for this case. This 

algorithm works as follows. First, with the help of Zeyrek [45] library, all the stems for a word have 

been found and words from the sentence have been split into a list. Among these stems, if the word 

has more than one stem, the lowest length between word and the stem most likely denotes the correct 

stem of the word. Otherwise, if the word has one stem, this stem has been selected as the correct stem 

of the word. After that, the same processes that have been done as the “English” sentence have been 

applied such as transforming lower case, expelling the characters and numbers. After applying the 

preparation of the sentence processes, the process of matching words and phrases from the sentence 

between words and phrases from the previously prepared NER dataset has been started. Matching 

words have been controlled like this: Because of having a maximum of six words of phrases in the 

NER dataset, the first word has been selected first and it has been controlled if it is matched word 

from the dataset. Then, the second word has been added to the first one and these two words of phrase 

have been controlled and this matching process has been continued like this starting from the first 

word and by getting six words of phrases. Later that, the second word has been selected and it has 

been controlled with the post-added five words until the last word. Applying this process to the 

“English” words is easy. Because words from the dataset and words from the sentence are without 

suffixes. So, the matching is easy. But it is hard for “Turkish” words. So, another algorithm has been 

generated for the Turkish ones. This algorithm depends on similarities between the word or the phrase 

from the sentence and the word or the phrase from the dataset. In order to calculate similarities, four 

different calculating methods have been used. First method is from the Difflib [44] library and it is 

used to find the similarity between two strings by using similarity ratio [77]. It is calculated by using 

the formula of ratio as given in Eq. 3, where M denotes matches and T denotes the total number of 

elements.  

                                                     𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑟𝑎𝑡𝑖𝑜 = 2.0 ∗
𝑀

𝑇
                                                         (3) 

The second method which is used to find the similarity score is by the help of Jellyfish [46] library, it 

is used to find the Jaro [78] distance between the words or the phrases. It depends on words' length 

and the number of matching characters. It returns 1 when all the characters between two strings are the 

same and in the same order. But, if all characters are the same but not in the same order or not all the 

characters are the same, transpositions between words are taken. In order to take transpositions, the 
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matching words are controlled. The half of the number of the unmatching words in the same index 

denotes transpositions [78]. The third method is used with the help of NLTK [42] library and it is used 

to calculate Bilingual Evaluation Understudy (BLEU) Score [79]. The method which is used to 

calculate BLEU Score is Sentence BLEU Score. To find the BLEU score, the number of candidate 

words that are in the reference word are divided with the number of total words in the candidate word. 

N grams term denotes that the words that are the same and match in the same order. Every match 

changes the N. When the possible proposing high-precision hypothesis translations are to short, to 

compensate them, a brevity penalty (BP) is given as calculated in Eq. 4 as below [80].  

                                                         𝐵𝑃 = {
1        𝑖𝑓  𝑐 > 𝑟

𝑒1−𝑟/𝑐   𝑖𝑓  𝑐 ≤ 𝑟
                                                           (4) 

where the length of the corpus of hypothesis translations is denoted by c term, and r is the effective 

reference corpus length. The BLEU Score is given in Eq. 5 as it calculated as:  

                                                𝐵𝐿𝐸𝑈 𝑆𝑐𝑜𝑟𝑒 = 𝐵𝑃 ∗ 𝑒𝑥𝑝(∑ 𝜔𝑛𝑙𝑜𝑔𝑝𝑛
N
n=1 )                                           (5) 

In Eq. 5, each modified N gram precision pn is combined up to length N and can be weighted by 

specifying a weight ωn; this formula is used in our study as well. In order to smooth that match, there 

are some smoothing functions. In this work, a related method for smoothing functions has been used. 

This function does that instead of scaling the similarity score between the words by using the 

multiplicative inverse of 2m, where the m term is word size, it uses the multiplicative inverse of the 

natural logarithm value of the length of the translation. And the last method as fourth has been used to 

find cosine similarity. It uses two vectors. The first one is generated by if the word from the first 

sentence, phrase etc. exists in the other sentence, the value of that index from the first vector becomes 

1 else it becomes 0. The same process is made for the other vector [81]. Then, by the help of Eq. 6, the 

cosine similarity score is found. A and B denote these two vectors.  

                                                𝐶𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = cos(𝜃) =
𝐴∙𝐵

‖𝐴‖‖𝐵‖
                                           (6) 

All of these similarity score metrics return a value between 0 and 1. In order to find the similarity 

between the word or the phrase from a sentence that has been gained from the video and the word or 

the phrase from the NER [10] dataset from these collected values from four different metrics, the 

minimum and the maximum of them have been selected in our study. Therefore, the harmonic mean 

has been calculated and if the calculated value is higher than the threshold that has been assigned, it is 

said that there is a similarity between them. This threshold value has been assigned as equals as 0.6. At 

the end, if the model finds a topic from the NER dataset which is spoken in the video, the model will 

give it as an output to detect the related category. This output is limited by showing only the top-first 

two of the most spoken topics. 

With the help of sentiment analysis, the sentiment of the sentence has been determined. In order to 

determine it, previously prepared BERT [82] techniques with related models have been used. These 

BERT models have been taken from the HuggingFace [83] services. As a platform, HuggingFace 

helps users to create their own interface in which pre-trained deep learning models can be tested by 

other end-users. For “English”, a model which is named “Twitter Roberta Based Sentiment” has been 

used [84]. This model is generated by using 58 million tweets. For “Turkish”, a model named “Bert-

base Turkish Sentiment Model” has been used [85]. For training this model, 5331 positive and 5331 

negative sentences from different comments of different websites and a dataset which is generated for 

collecting tweets from twitter have been used [86]. In order to apply this model to sentences, first 

words from the sentence have been prepared. This preparation process includes having lower case 

letters, deleting all characters and numbers from words and deleting words which are tagged as 

stopwords. Stopwords are words that do not make sense in a sentence. Also, it is preferable to discard 

such words rather than occupy space in the sentence [87]. As an example of these words for “English” 

language “the”, “a”, “my” and for “Turkish” language “ama”, “her”, “ne”. After these processes, the 

sentiment analysis process has begun. Sentiment analysis model returns one of three labels based on 

whether the sentence is “Positive”, “Negative” or “Neutral”. But the result returns as probability. The 

probability of being “Positive”, “Neutral”, “Negative” can be seen as a result. 
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The Association Rule Mining (ARM) [11] is used in our study to determine the relationship between 

categories used in different videos. It is used for the model to comment. In order to apply ARM, the 

Apriori Algorithm is used [88]. The Apriori algorithm is one of the most used techniques for ARM. 

The reason for using Apriori, it is a successful algorithm to reveal the connection between categories. 

In order to apply Apriori, firstly, minimum support number equals 0.01 and minimum confidence 

number equals 0.2 has been selected. Support value of all categories has been found. If there is a value 

lower than minimum support value, this category has been disabled. Dual partnerships have been 

generated from remaining categories. If there is a partnership that has a value lower than minimum 

support value, this partnership has been disabled. Then, triple partnerships have been generated and so 

on. The algorithm goes like this to find multiple partnerships between categories from a dataset that 

has been generated before. 

The experimental results of our study are presented in the following sections as well as some of them 

are also obtained with the use of graphical user interface (GUI) on the basis of open source Gradio 

interface. Gradio is a web based interface to deploy and test machine learning models with user 

interactions [47]. For testing purposes, our “Proof of Concept'' demonstration is introduced with the 

Gradio web interface as given in the Github repository [89]. The end-users can effortlessly reach and 

use interactively from the web site of our GUI based application as given in the Github platform. It is 

called “Audio-Visual Event Sentiment Analysis” (AVESA) that works with sample videos and 

uploaded videos by end-users as well [89]. 

Our GUI is presented in two sections: the first one (i.e., left hand side at Figure 5) is a video input 

container to acquire video from a file, and the second one (i.e., right hand side at Figure 5) is able to 

show the experimental results and the output video as given in Figure 5 as given below. By dragging 

or clicking to the section for uploading video, the video can be uploaded. Therefore, the language 

should be selected from the section for selecting language. The language of GUI depends on the user’s 

computer language. By clicking the “Yükle” or “Upload” button, the process will begin. By clicking 

the “Temizle” or “Clear” button, the video can be deleted from the section for uploading video or after 

the video is uploaded, the button “X” from the top of the video can be clicked to delete the video. 

After the processes are done, the output will be shown in the second side (i.e., right hand side). All 

figures related our web GUI are taken from our web GUI application in its original form which is 

based on the open source Gradio interface Python library [47]. 

 

Figure 5: Our graphical user interface in action to recognize the sound event from video [47, 89]  

In addition, videos that were chosen by us before can be used by clicking any of the videos below the 

“Examples” or “Örnekler” section. There are three different videos chosen by having any of the two 

languages. By clicking any of them, results for any of them can be seen at the second section. This 

section can be seen at Figure 6 below. 
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Figure 6 Examples shown by our graphical user interface [47, 89] 

By considering the GUI, it seems to be able for an end-user to interact with a specific or randomly 

chosen attribute of our deep learning based audio-visual content understanding approach. By this way, 

it can be concluded that a sound event’s outcome (i.e., class) and the mostly correct sentiment from 

this event is determined by our system which is shown in our GUI [89]. 

4. Experimental Results 

The experimental setup of our study is applied to establish our deep learning based audio-visual 

content understanding concept. In our experiments, we used a mix of sounds from a subset of ESC-50 

[48] and other sound samples to detect and recognize the sound event classes. In other words, we 

applied an infrastructure to handle the above mentioned dataset which explained in Section 3.1. After 

that, we used some videos to test our video based NLP [7], NER [10] and other speech to text 

infrastructure of our methodology. These videos were chosen from CPSM dataset [50] and no-

copyrighted materials from the Internet as provided on the Pexels website [90]. Since our real world 

problem, we are addressing is based on the real time speech to text translation and sound event 

recognition, the complete model design and its work on the knowledge discovery and processing 

results to a certain event class decision with the help of salient emotional situations come to a 

conclusion with underlying sentiment analysis. 

In our experiments we used some computers equipped with Intel Core i7-8750H CPU that works with 

2.20 GHz and has 16 GB RAM memory, NVidia GTX1060 graphic card (GPU) with 6 GB RAM and 

Intel Core i7-9750H CPU that works with 2.6 GHz and has 8 GB RAM, NVidia GTX1650 GPU with 

4 GB RAM. In addition, the experiments were carried out with some experimental setups that were 

run several times on these machines for training and testing purposes. Our underlying software 

platform is based on some well-known libraries and frameworks which are supported by the Python 

programming language such as Keras [31], Tensorflow [30], NLTK [42] and etc. 

In the following subsections, we address the objective performance evaluation via metrics for speech 

recognition, deep learning based classification and appropriate sentiment analysis. In addition, these 

kinds of evaluation in this section are supported with related experimental results given in detail. With 

the help of the experimental results, we clarified our concept and proof it as a “Proof of Concept” as 

well. 

4.1 Performance Evaluation 

In this section, we introduce the objective performance evaluation based on metrics for sound event 

classification, speech recognition and appropriate sentiment analysis. Accuracy rate is one of the 

objective criteria commonly used to determine the class discriminization ability of the classifier on the 

dataset in an experiment. According to the confusion matrix table in the literature, it is evaluated by 
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true positive (TP), false positive (FP), true negative (TN) and false negative (FN) measurements. This 

value can be shown as both decimal and expanded as a percentage value in studies. It is given as Eq. 7 

below [91].  

                                          𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁) (𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)⁄                                         (7) 

The Precision metric expresses how many of the values estimated to be positively labeled are actually 

positively labeled in the experiments. This is shown in the Eq. 8 as below [91].  

                                                       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑃)⁄                                                               (8) 

The Recall metric denotes how many values the model predicted positively while they should have 

predicted as positively labeled in the experiments. This is shown in the Eq. 9 as below [91].  

                                                          𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑁)⁄                                                             (9) 

The F1 Score is known as the harmonic mean of precision and recall metrics. In the literature, it also 

called F measure, F metric or F Score as well.  It creates a useful evaluation result in order to consider 

the extreme situations in the experiment where performance is affected. This is shown as Eq. 10 [91].  

                                        𝐹1 = 2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)                               (10) 

The Word Error Rate (WER) Score is one of the other common metrics to calculate accuracy between 

words. In performance evaluation scope, the WER can be found by dividing the number of errors to 

total words. These error numbers can be said as the addition of the substitution number, the addition 

number and the deletion number. The Substitution (S) occurs by replacing a word with another. As an 

example of this, transcribing “noose” as “moose”. The Insertion (I) occurs by adding a word which 

was not said before. For example, transcribing “hostess” as “host is”. The Deletion (D) occurs by 

deleting the word from the transcript. By considering this, transcribing “let it burn” is converted to “let 

burn”. Therefore, the sum of S, I and D terms denotes the total number of errors. Dividing this value 

to the total number of words will give the WER Score [92]. 

Above mentioned metrics and measurements are used in our study to prove the consistency and 

reliability of objective performance evaluation of our deep learning base audio-visual content analysis 

approach. 

4.2 Experimental Results with the Proof of Concept  

In this section, the experimental results of our deep learning based approach to understand audio-

visual content from videos are presented in an objective evaluation manner with plots and metric 

values which are well-known in the literature. Our experiments conducted on the above mentioned 

computer and software equipped with appropriate infrastructure. Every experimental setup was tried at 

least on 5 different runs to ensure the reliability of the test. Firstly, the training and validation of our 

sound recognition model and its fine tuning procedures results are given. In this scope, the changes of 

accuracy value while model tuning and training processes is given as accuracy plot in Figure 7 below. 

In our training process of sound recognition, loss function is treated as an objective function to analyze 

and reduce the average error that occurs in learning with given epochs for deep neural networks.  The 

loss function’s plot from the training and tuning process can be seen in Figure 7 below. 

 

Figure 7: Loss plot (a) and Accuracy plot (b) for sound recognition model training. 
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It can be clearly seen from Figure 7, when the accuracy is increasing, the loss value at related epochs 

is decreasing as well. Values which are training loss, training accuracy, validation loss and validation 

accuracy started in the first epoch as respectively: 2.39, 0.10, 2.24, and 0.20. And it became the 148th 

epoch as respectively: 0.48, 0.83, 0.99, and 0.67. With the help of the beginning of fine tuning stage, 

the loss values a little bit increase for a number of epochs, but then it decreased as fast as possible than 

more before fine tuning point of training process. After the training and validation process, the model 

obtained an accuracy value as 0.70 and its respective loss values as 1.00 in the manner of fine tuning. 

Macro Average and Weighted Average values are equal to 0.73 for precision, 0.70 for recall and 0.70 

for F1 Score, where total sample test size equal to 120. Therefore, it can be said that the model has 

performed quite well with the result of 70% accuracy in terms of percentage ratio.      

By considering the objective performance metrics in testing of our model, the performance results of 

sound recognition and confusion matrix for sound recognition in the experiments in our study can be 

seen from Figure 8 to Figure 9. Every class has an outcome in training with 12 samples as given in 

experiments. Total test sample size is defined as 120 samples for ten classes of overall testing.  

In this sound event recogniton’s performance evaluation, the average precision, average recall and 

average F1 Score are obtained as 0.72, 0.70 and 0.69, respectively. 

 

Figure 8 Performance results for sound recognition 

 

Figure 9 Confusion matrix for sound recognition 

In addition, the performance results of getting speech with VOSK [12] language models for both 

languages in the experiments in our study can be seen in Figure 10. As seen from Figure 10, these tests 

for “English” texts have been done by using five different videos which are randomly chosen from the 

“English” speech dataset [50]. As seen from Figure 10, for “Turkish” texts have been done by using 
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four different videos which are randomly chosen from the “Turkish” speech dataset [52]. According to 

the sentiment analysis reports given in these figures, the best results in the experiments are obtained 

with “video-4” for “Turkish” texts, and “video-2” for “English” texts as well. In these tests, we 

assemble independent ground-truth text for each one of the videos in the test for NLP [7] and NER 

[10] processes that these texts are used to determine the similarity between predicted results and 

original human understanding of the spoken content with some metrics. These test results are given in 

Figure 10 as below. By considering the above mentioned VOSK speech tests for English videos, the 

average precision, average recall, average F1 score [91], average cosine similarity score [81], average 

BLEU score [79] and WER score [92] are obtained as 0.89, 0.95, 0.92, 0.92, 0.90 and 0.21, 

respectively. In addition, these metrics obtained values for Turkish videos in VOSK speech tests are 

0.96, 0.94, 0.95, 0.95, 0.81 and 0.41, respectively. 

 

Figure 10 VOSK speech tests applied to (a) the English, and (b) Turkish videos. 

At a glance, the cosine similarity score and BLEU score are much higher as they are already expected 

to show higher performance achievement for similarity analysis between original ground truth 

transcripted text and predicted text with our model. In addition, WER score is also much lower as it is 

expected to reflect the low error rate of prediction for accurate sound event class(es) and its correct 

sentimental conclusion in given videos as well. 

The Receiver Operating Characteristics (ROC) Curve is created based on the confusion matrix and the 

experimental results are given as plot in Figure 11 below. Accordingly, if the curve approaches the 

upper left corner of the graph, it is understood that the model’s ability to distinguish between classes 

in classification is quite good. As can be seen from Figure 11, it provides evidence that a very good 

performance was obtained in the experiments in our study in terms of separation between classes [93]. 

 

Figure 11 ROC Curve and AUC values for sound recognition process 
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The Area Under Curve (AUC) value shows the numerical value of the area under the ROC curve, 

proving how successful this model is in distinguishing between the given sound classes. This value is 

in the range of 0 to 1, and the closer it is to 1, the higher the performance of the model. These ROC-

AUC values can be seen in Figure 11 above. Accordingly, this value proves that our model can make a 

very successful classification for data of this scale [94]. It is clearly seen from the ROC plot, the 

“rain” sound class is a more distinguishing class for our model than other recognized sound classes 

with the ROC-AUC value obtained as 0.95 as well.  

In Figure 12, some experimental results taken from an English video are given which involve the 

prediction results for sound event class in the given video and its sentiment analysis with its ratio. And 

also in Figure 13, some sound event class prediction is given from a Turkish video without spoken 

content. 

 

 Figure 12 An experimental result on GUI for English video presented with its sentiment analysis, sound event 

recognition result and the related topic category [47, 89] 
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Figure 13 Experimented result for predicted sound event class for Turkish video without spoken content [47, 89] 

In this scope, our study achieves consistent and reliable prediction results to prove our main concept 

about audio-visual content understanding with the help of deep learning. 

5. Conclusion 

In this study, the content understanding methodology for determination of the sentiment from spoken 

content based on the multimodal information is presented in which it is given in the manner of audio 

and video processing. This is based on the multilingual audio-visual content extracted using a deep 

learning approach without any other manual intervention. In addition, the sound scene classification 

and sound event/action recognition is applied by our approach to reach a refined sentiment analysis 

from spoken content. Its related sentences are taken from the processed video clip using speech 

recognition, natural language processing (NLP) [7] and Apriori algorithm [88]. To present our “Proof 

of Concept”, our experiments were conducted to prove the reliability and consistency of our 

methodology for real world scenarios with the help of deep learning’s high level interpretation of 

abstract features on raw data. As seen from these experiments' results, both English and Turkish 

spoken content with related sentiment were processed and analyzed quite well with high accuracy to 

reach a conclusion of event/action on a given video clip in the tests. By considering average WER 

scores in our experiments, lower WER scores indicates its superiority that our audio-visual content 

understanding approach is more accurate to recognize topic and sentiment, emotional states in videos. 

In further studies, we plan to add some other deep learning models to our methodology, and thus, we 

will expand the test set with different scenarios involving other sound classes synthetic or natural 

sounds in the environment that our approach can be used to concluding the interaction with different 

event/action pairs for resolving the overlapping issues in complex audio signals in need to cleaning the 

channels for source separation. 
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