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ABSTRACT

In a standard text classification (TC) study, preprocessing is one of the key components to improve performance.
This study aims to look at how preprocessing effects TC according to news text, text language, and feature
selection. All potential combinations of commonly used preprocessing techniques were compared on one
domain, namely news data, and two different news datasets for this aim. Preprocessing technique contributions
Bekir Parlak, Amasya University to cla_ssification performance at multi_ple feature sizes, possible intercqnne(_:tions among these technigues, and
E-mail address: technique dependency on corresponding languages were all evaluated in this way. The effect of two important
bekir.parlak@amasya.edu.ir preprocessing techniques on two different common news datasets was examined. While the highest performance
for the Turkish dataset is a 0.781 F1 score, the highest performance for the English dataset is a 0.980 F1 score.
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1. Introduction

TC is one of the most challenging study subjects due to the requirement to organize and classify an increasing number of
digital text documents globally. TC has been efficiently used in many different fields.

Preprocessing, feature extraction, feature weighting, feature selection, and classification are all steps in a traditional TC
system. Stop-word removal, stemming, tokenization, and lowercase conversion, are common tasks in the preprocessing stage.
In most cases, the feature extraction step uses the vector space model[1] which employs the bag-of-words technique[2]. Filter
methods such as document frequency[3], information gain[4], Gini index[5], Normalized Difference Measure(NDM)[6],
Max-Min Ratio(MMR)[7], Extensive Feature Selector[8] and Class-index Corpus-index Measure(CiCi)[9] are used to the
feature selection step for TC domain. As a final, the classification step employs successful and well-known classification
methods, such as nave Bayesian classifiers, artificial neural networks, decision trees, support vector machines, and among
others.

While it has been established that feature extraction, feature weighting, feature selection, and classification method have a
significant effect on the performance of TC, the preprocessing step may also have a significant impact. Stemming, stop-word
removal, alphabetic tokenization and lowercase conversion are commonly used in text categorization research without
thoroughly analyzing their contributions to classification accuracy.

One investigation into the categorization of Turkish news data, Kiling et al. [10] created a new dataset called TTC-3600 that
may be extensively used in TC research of Turkish news and article content. On TTC-3600, different successful classifiers
in the TC domain and successful feature selection methods are evaluated. The experimental studies show that the combination
of the Random Forest (RF) classifier and filter-based feature selection method achieves the best performance in all

This work is licensed under Creative Commons Attribution-NonCommercial 4.0 International License 59
EY NG


http://saucis.sakarya.edu.tr/
https://orcid.org/0000-0001-8919-6481
file:///C:/Users/gyolc/Downloads/bekir.parlak@amasya.edu.tr
https://doi.org/10.35377/saucis...1207742

Parlak, B. Sakarya University Journal of Computer and Information Sciences 6 (1) 2023

comparisons performed after pre-processing techniques and feature selection steps. In another study[11], a TC study was
carried out on the TTC-3600 dataset using Convolutional Neural Networks (CNN) and Word2Vec method and compared
with the previous study using the same dataset. In the study, two different CNNs were trained and tested on the raw and
stemmed versions of the TTC-3600 with the Zemberek library. CNN and Word2Vec methods showed more performance
than classical statistical and machine learning algorithms. Yildirim et al.[12] were compared traditional bag-of-words
approach and neural network based new representation approaches in terms of TC. In this study, it seems that the traditional
methods of effective feature selection are still at a level to compete with the new generation word embeddings approach.
Experiments are reported by diversifying in terms of these two approaches and successful TC architecture for Turkish is
discussed in detail. Safali et al.[13] classified academic studies based on deep learning using the Doc2vec word embeddings
method. For the training, 7 different symposiums broadcasting in Turkey were selected. During the classification process, it
was ensured that the studies were classified into 9 different categories by using recurrent neural networks (RNNs) and LSTM
architectures. Koksal[14] conducted experiments with the TTC-4900 dataset. This dataset is comparable to TTC-3600. The
TTC-4900 dataset contains 4900 news documents and 700 examples of Turkish and English news data from seven different
classes. The study made extensive use of data correction. Stop words in Turkish and English are then removed. Finally, the
process of root separation (lemmatization) is used. The F1 score increased when the original data was corrected, while it
decreased when lemmatized. As a result, the original dataset received % 90 F1 score, but the F1 score increased to % 91.77,
after correcting the data without using lemmatizing.

One investigation into the categorization of English news data, Dadgar et al.[15] objects to categorize news. It was proposed
using Term Frequency-Inverse Document Frequency (TF-IDF) and Support Vector Machine (SVM). The proposed method
consists of three steps: 1) data preprocessing, 2) TF-IDF feature weighting, and 3) SVM classification. The proposed method
was tested using two datasets. The classification performances for the BBC and 20Newsgroup datasets were 97.84 and 94.93
percent, respectively. When compared to other classification methods, these are very desirable results. Haryanto et al.[16]
can enhance the effectiveness of TC using Chi-square feature selection and SVM on preprocessing data results, including
lemmatization and stemming. In another study[17], TC is carried out using a new bi-gram approach instead of the unigram
approach to construct a feature vector. The proposed method makes significant contributions to the field of TC. In a study[18],
researchers focused on identifying sentence level negations in news articles. This work makes use of online news articles
from BBC News. Machine Learning Algorithms such as SVM and Nave Bayes are used to analyze the results. SVM has an
accuracy of 96.46 percent, while Naive Bayes has an accuracy of 94.16 percent.

The effect of two techniques, which are the most important pre-processing steps, on text classification performance is
analyzed in detail in this study. These techniques are stemming and stopwords removal. These two techniques have a serious
impact in terms of dimension reduction. Because after these techniques are applied, the feature size decreases as unnecessary
and similar words are discarded. In addition, these techniques were applied to Turkish and English datasets to examine how
they changed performance on the basis of languages.

The remainder of this research is structured as follows. In section 2, materials and methods are explained. These are datasets,
preprocessing, feature selection and representation, and classification algorithms. In section 3, we described experimental
settings consisting of classifiers, and accuracy analysis. Finally, a conclusion is given in section 4.

2. Materials and Methods

In this section, the datasets, preprocessing techniques, feature selection methods, feature weighting and pattern classifiers
used in the experiments are explained in detail. In Section 2.1, datasets are presented in detail. Preprocessing techniques are
explained in Section 2.2. The feature selection techniques used in this study are explained in detail in Section 2.3. Information
about feature representation and feature weighting is given in Section 2.4. Finally, the classification algorithms used in this
study are given in Section 2.5. The flowchart of the study is shown in Figure 1.

2.1 Datasets

Preprocessing techniques are assessed in two different datasets, and on just one topic, namely news. English is a
non-agglutinative language, despite Turkish being one of the world's most often spoken agglutinative languages.
The number of documents within the same categories is kept essentially constant to allow for an impartial review.
The Turkish news dataset includes 300 training and 300 test samples for each class. The English news datasets
include 500 training samples and 500 test examples for each class. The number of features reaches hundreds of
thousands in studies in the field of text classification. For this reason, it is sufficient that the training-test rate is
50%-50%. In addition, very high scores are obtained when the training data is above 50%. Tables 2-3 summarize
the class distributions for news datasets. Two news datasets are balanced. The preprocessing tasks for the multi-
class classification problem are evaluated using the news datasets. The first dataset is TTC-3600[10]. Being user-
friendly and well-documented is the most crucial aspect of this dataset, which may be extensively employed in
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TC studies pertaining to Turkish news and articles. The dataset contains 3600 documents in total, 600 of which
are news stories or texts from six different categories. These articles were gathered from six reputable news portals
and agencies. The second dataset is 20Newsgroups. The newsgroups dataset is evenly distributed, with equal
documents in all classes. The number of documents in each class of the datasets are presented in Table 1 and
Table 2.

20Newsgroup,
TTC-3600

. Feature Feature o B EICE T 17
Pre-processing — . . . Classification Experimental
Weighting Selection Results
Tokenization TF-IDF Gl DT
Stop-word Removal (0,1) = _N_D_I\z - ~ _S\_ll\_/l_
Lowercase Conversion r— EF_S_ -
Stemming (0,1)
Figure 1 Flowchart of the study
Table 1 TTC-3600 Dataset
Categories Total Train Test
Culture 600 300 300
Economy 600 300 300
Health 600 300 300
Policy 600 300 300
Sport 600 300 300
Technology 600 300 300
Total 3600 1800 1800
Table 2 20Newsgroup
Categories Total Train Test
alt.atheism 1000 500 500
comp.graphics 1000 500 500
comp.0s.ms-windows.misc 1000 500 500
comp.sys.ibm.pc.hardware 1000 500 500
comp.sys.mac.hardware 1000 500 500
comp.windows.x 1000 500 500
misc.forsale 1000 500 500
rec.autos 1000 500 500
rec.motorcycles 1000 500 500
rec.sport.baseball 1000 500 500
Total 10000 5000 5000

2.2 Pre-processing techniques

Within the scope of this study, four common preprocessing steps of TC are considered: stop-word removal, stemming,
lowercase conversion, and tokenization[19]. Of these techniques, lowercase conversion and tokenization do not vary with
the language of the dataset, while stop-word removal and stemming techniques vary with the language of the dataset. Because
the method of finding the stem of the words in each language and the stop-word list is different. However, tokenization and
lowercase conversion are the same in every language, as no structural processing is applied to the word. Stemming algorithms
are customized to the language according to the study. Among the various approaches, the fixed-prefix algorithm [20] is a
simple but highly effective stemming technique for Turkish. However, the stemming algorithm, namely Porter-stemmer
introduced in a study[21] is widely used by English researchers. In this study, Zemberek was used for the Turkish dataset and
Porter-stemmer was used for the English dataset. Zemberek is an open-source natural language processing library that you
can use for Turkish languages, developed by Ahmet A. Akin using the Java programming language. By using this library,
besides finding the stem words, spelling, checking whether a word is Turkish, correcting spelling mistakes etc. can be done.
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There are some rules specific to the Turkish language in the Zemberek library. Today, there is no algorithm and library that
works more accurately than the Zemberek library for Turkish in detecting word stem. It is aimed to find the stem of the word
by removing the suffixes such as constructional affixes and inflectional affixes.

2.3 Feature selection methods

In this study, it is employed three different feature selection methods. These methods are Gini Index, Normalized Difference
Measure, Extensive Feature Selector, Odds Ratio, and Chi-Square. While GI, NDM, and EFS are global methods, OR and
CHI2 are local. So, we utilized global and local methods in the experiments. All notations used in these methods are shown
in Table 3.

Table 3 Notations

Notation Meaning
P(t/C;) Probability of term t when class C; exists
P(tIC;) Probability of absence of term t when class C; exists
P(t|C) Probability of term t when class C; does not exists
P(HC,) Probability of absence of term t when class C; does not exists
P(Gjlt) Probability of class C; when term t exists
P(C,It) Probability of absence of class C; when term t exists
P(Cjlt) Probability of class C; when term t does not exist
P(CJ[t) Probability of absence of class C; when term t does not exist

2.3.1 Gini Index (GI)

Gl is a successful technique for the TC domain. A novel measure of the Gini index is created in order to fit TC. Following
an examination of the advantages and disadvantages of the current text feature selection measure functions, the GI formula
is as follows:

GI(t) = XM, P(t|C)? - P(C)|t) €y

2.3.2 Normalized Difference Measure (NDM)

The NDM[6] technique, which takes into account relative document frequencies. The Balanced Accuracy Measure has been
improved with the NDM method. The NDM algorithm computes as follows:

NDM(p) = s, LE ) P(HE)] )
" min(p(t] €)P(€]C)))

J

2.3.3 Extensive Feature Selector (EFS)

EFS is a successful technique for the TC domain. A novel measure of the EFS is created in order to fit TC. Following an
examination of the advantages and disadvantages of the current text feature selection measure functions, the EFS formula is
as follows:

_ ym P(t[C)) _ P(Gjlt)
£ = 31 (et (e ©
2.4 Feature Representation and Weighting

In general, it has been evaluated text documents as a bag of words (BoW) approach in machine learning classifiers. In an
enhanced form of BoW known as the Vector Space Model (VSM), each document is represented as a vector, with each
dimension denoting a distinct term (word) or feature. A term's value in the vector changes from zero to non-zero if it appears

62



Parlak, B. Sakarya University Journal of Computer and Information Sciences 6 (1) 2023

in the text. The objective, as viewed from a TC perspective, is to create vectors with features for each class using training
documents. Term weighting is a crucial stage in VSM, and there are three main factors that influence how important a term
is in a document. These factors are document length normalization, Term frequency factor (TF), and the inverse document
frequency factor (IDF).

2.5 Classification algorithms

The goal of TC is the classification of unclassified documents into predetermined classes. Machine learning classifiers for
TC are well-documented in the literature. In this study, we employed two successful pattern classifiers, namely Decision Tree
(DT) and Support Vector Machine (SVM). The following section provides illustrations of the specific details about each
classifier that was chosen.

2.5.1 J48 Decision Tree (DT)

DT learning is a supervised machine learning classifier that uses a DT to classify an input document and determine its
category. Internal nodes in the DT represent dataset attributes, leaves represent classification labels, and branches represent
attribute values, respectively. J48 grows the DT using a divide-and-conquer approach. J48 is particularly successful in the
field of TC.

2.5.2 Support Vector Machine (SVM)

SVM, is a successful classifier based on statistical information theory and structural risk minimization. SVM classifier is split
into linear and nonlinear SVM algorithms. An infinite number of hyper-planes are formed to divide the data, and the hyper-
plane with the highest margin is chosen from all of them in the linear SVM algorithm. When classes cannot be distinguished
linearly and data must be translated into a higher dimensional space, nonlinear SVM is utilized. The data can also be separated
linearly as a result. High accuracy and resistance to over-fitting via structural risk minimization by utilizing a regularization
parameter are the major benefits of SVM.

3. Experimental Study

In this study, three different filter feature selection methods are used to evaluate according to the performance applied on
20Newsgroups and TTC-3600 datasets. DT and SVM classifiers were fed different sizes of features chosen by each feature
selection approach. Additionally, the translation of documents into a term-document matrix has been carried out with the
Java programming language. Classification has been carried out using the Weka software tool. The total feature size varies
according to the experimental parameters. The application of the stemming algorithm and the removal of stop-words change
the feature size. If these processes are not applied for two datasets, feature size increases. However, when the stemming
algorithm is not applied in the TTC-3600 dataset, the number of features has increased significantly. The feature numbers
are given in Table 4-5 according to the datasets and situations. The resulting F1-Scores are shown in Tables 6-9 for TTC-
3600 and 20Newsgroup datasets where the highest performance is underlined and bold.

The highest score for the TTC-3600 dataset was obtained with the EFS method, SVM classifier and 1000 feature size. Also,
this score was obtained without a stemming algorithm. Similarly, the highest score for the DT classifier was obtained with
the NDM method and 1000 feature size and not applying the stemming algorithm. From here, it has been seen that
Zemberek[22], the Turkish stemming algorithm, does not make a serious contribution to the performance for the TTC-3600
dataset. In general, performance increases as the feature size increases for the TTC-3600 dataset.

Table 4 Total number of features for TTC-3600

Situations Total # of features
Stemming=1, Stopwords=1 19605
Stemming=1, Stopwords=0 19672
Stemming=0, Stopwords=1 62197
Stemming=0, Stopwords=0 62402

Table 5 Total number of features for 20Newsgroup

Situations Total # of features
Stemming=1, Stopwords=1 39912
Stemming=1, Stopwords=0 40166
Stemming=0, Stopwords=1 49938
Stemming=0, Stopwords=0 50451
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Table 6 F1 scores from TTC-3600 dataset with Decision Tree

Feature Selection Methods | 50 | 100 | 300 | 500 1000
(Stemming=1,Stopwords=1)

Gl 0.636 0.609 0.683 0.684 0.701

NDM 0.410 0.570 0.687 0.692 0.689

EFS 0.571 0.626 0.670 0.691 0.702
(Stemming=1,Stopwords=0)

Gl 0.581 0.624 0.681 0.683 0.699

NDM 0.410 0.570 0.680 0.689 0.688

EFS 0.546 0.581 0.657 0.687 0.689
(Stemming=0,Stopwords=1)

Gl 0.601 0.644 0.682 0.707 0.700

NDM 0.526 0.569 0.677 0.659 0.709

EFS 0.572 0.627 0.673 0.694 0.699
(Stemming=0,Stopwords=0)

Gl 0.519 0.630 0.655 0.687 0.703

NDM 0.526 0.569 0.677 0.678 0.699

EFS 0.506 0.589 0.639 0.687 0.698

Table 7 F1 scores from TTC-3600 dataset with Support VVector Machine

Feature Selection Methods 50 100 | 300 | 500 1000
(Stemming=1,Stopwords=1)

Gl 0.671 0.662 0.728 0.750 0.762

NDM 0.469 0.614 0.716 0.717 0.738

EFS 0.535 0.662 0.720 0.735 0.762
(Stemming=1,Stopwords=0)

Gl 0.634 0.660 0.727 0.758 0.765

NDM 0.469 0.614 0.716 0.728 0.749

EFS 0.595 0.647 0.733 0.754 0.764
(Stemming=0,Stopwords=1)

Gl 0.612 0.681 0.723 0.733 0.764

NDM 0.555 0.636 0.710 0.718 0.732

EFS 0.599 0.652 0.710 0.727 0.781
(Stemming=0,Stopwords=0)

Gl 0.560 0.665 0.729 0.743 0.775

NDM 0.555 0.636 0.710 0.721 0.744

EFS 0.563 0.627 0.717 0.727 0.768

Table 8 F1 scores from 20Newsgroup dataset with Decision Tree

Feature Selection Methods 50 100 | 300 | 500 1000
(Stemming=1,Stopwords=1)

Gl 0.977 0.975 0.947 0.947 0.972

NDM 0.689 0.906 0.973 0.972 0.972

EFS 0.977 0.948 0.946 0.945 0.973
(Stemming=1,Stopwords=0)

Gl 0.976 0.975 0.946 0.946 0.970

NDM 0.689 0.906 0.979 0.979 0.980

EFS 0.976 0.976 0.946 0.945 0.945
(Stemming=0,Stopwords=1)

Gl 0.845 0.913 0.951 0.955 0.949

NDM 0.353 0.581 0.720 0.920 0.931

EFS 0.846 0.913 0.928 0.951 0.951
(Stemming=0,Stopwords=0)

Gl 0.899 0.920 0.921 0.952 0.949

NDM 0.353 0.581 0.874 0.910 0.921

EFS 0.878 0.888 0.915 0.923 0.953
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Table 9 F1 scores from 20Newsgroup dataset with Support Vector Machine

Feature Selection Methods | 50 | 100 | 300 | 500 | 1000
(Stemming=1,Stopwords=1)

Gl 0.970 0.968 0.965 0.960 0.960

NDM 0.701 0.898 0.976 0.973 0.966

EFS 0.971 0.969 0.963 0.960 0.961
(Stemming=1,Stopwords=0)

Gl 0.969 0.971 0.962 0.963 0.962

NDM 0.701 0.898 0.973 0.974 0.967

EFS 0.972 0.970 0.964 0.963 0.963
(Stemming=0,Stopwords=1)

Gl 0.839 0.922 0.941 0.927 0.902

NDM 0.411 0.604 0.757 0.923 0.931

EFS 0.844 0.927 0.907 0.912 0.904
(Stemming=0,Stopwords=0)

Gl 0.901 0.925 0.910 0.913 0.912

NDM 0.411 0.604 0.886 0.923 0.930

EFS 0.902 0.902 0.892 0.884 0.912

The highest score for the 20Newsgroup dataset [23] was obtained with the NDM method, DT classifier and 1000 feature size.
In addition, this score was obtained by performing a stemming algorithm. Similarly, the highest score for the DT classifier
was obtained by applying the NDM method and the feature size of 300, the removal of stopwords, and applying the stemming
algorithm. From here, it has been seen that Porter, the English stemming algorithm, contributes to the performance [24]. In
general, performance improves as the feature size increases for the 20Newsgroup dataset. In some cases, performance
decreases as the size increases.

4. Results and Discussion

Experimental results have shown which method produces the highest and lowest performance. In addition, the effect of
preprocessing methods on performance has been analyzed in detail. Both preprocessing techniques used significantly change
the number of features. In terms of size, it had a positive contribution to performance in both datasets in general. In addition,
when the stemming algorithm is not applied for Turkish, the feature size increases more than the English dataset. It was
observed that applying the preprocessing technique did not have a positive effect on the performance for the Turkish dataset.
However, preprocessing techniques contributed significantly to the performance for the English dataset. For this reason, the
development of more effective stemming algorithms for Turkish will be a research topic for researchers in this field.

5. Conclusions

This study looked closely at how commonly used preprocessing tasks affected TC in just one domain and two different
languages. The examination was conducted utilizing every possible combination of the preprocessing tasks while considering
different factors including accuracy, language, and dimension reduction. Extensive experimental investigation showed that
the right preprocessing task combinations, depending on the language, may significantly improve classification accuracy,
whereas the wrong preprocessing task combinations may reduce classification accuracy. As a result, the preprocessing stage
in the TC process is just as crucial as the other TC steps.

The two datasets examined in this work each have unique characteristics in terms of language, class distribution, and a number
of classes. Hence the conclusions drawn from this study may also apply to other text collections.
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