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Abstract 

The use of intelligent devices in almost every sector, and the provision of services by 

private and public institutions through network servers, cloud technologies, and 

database systems are now mostly remotely controlled. Due to the increasing demands 

on network systems, unfortunately, both malicious software and users are showing 

more interest in these areas. Some organizations are facing almost hundreds or even 

thousands of network attacks daily. Therefore, it is not enough to solve the attacks 

with a virus program or a firewall. Detection and accurate analysis of network attacks 

are crucial for the operation of the entire system. With the use of deep learning and 

machine learning, attack detection, and classification can be successfully performed. 

This study conducted a comprehensive attack detection process on the UNSW-NB15 

and NSL-KDD datasets using existing machine learning and deep learning 

algorithms. In the UNSW-NB15 dataset, an accuracy of 98.6% and 98.3% was 

achieved for two-class and multi-class classification, respectively, and 97.8% and 

93.4% accuracy were obtained in the NSL-KDD dataset. The results prove that 

machine learning algorithms are an effective solution for intrusion detection systems. 
 

 
1. Introduction 

 

Today, the rapid development of big data, cloud 

technologies, and smart devices has significantly 

increased our dependence on internet systems. In 

addition, the use of the internet in economic, military, 

and institutional contexts has become extremely 

important. For this reason, data confidentiality, data 

integrity, and information security are fundamental 

tasks. While network authorities try to meet the 

increasing needs and security demands, malicious 

software and intruders, on the other hand, try to 

infiltrate systems, and destroy and change 

information. This situation has advanced so much that 

intrusion detection systems and intrusions now reach 

the level of interstate cyber wars. Therefore, network 

systems should be developed in terms of 

confidentiality, integrity, and usability, and 

information security should be prioritized. Intrusion 

detection systems (IDS) are one of the biggest 
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problems caused by malicious users in cybersecurity 

[1].  

IDS is mainly used to detect suspicious 

logins. It can be in the form of software or hardware 

or a combination of both. Two methods are mostly 

preferred in IDS screening. The first is the HIDS and 

the second is the NIDS. HIDS follows the network 

interfaces and configurations of the target machine 

and requires certain settings compatible with the 

server [2], [3]. With the proliferation of attacks, 

databases are forced to constantly update. Also, 

specification-based types require expert experience to 

detect intrusions. Artificial intelligence can be used 

easily since the detection of such anomaly situations 

is a classification problem. For this reason, many data 

sets have been created to control intrusion detection 

systems [4]. 

 The main ones are NSL-KDD, UNSW-

NB15, KDDCUP99, and CICICS2017. Existing 

machine learning algorithms are used with these 
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datasets and offer extremely important ideas for 

intrusion detection systems.  

It is possible to detect features and select 

appropriate features using machine learning 

algorithms, filter methods, or learning-based 

methods. Additionally, ensemble learning methods 

are also in demand for feature selection. Ensemble 

algorithms in machine learning are a technique that 

aims to achieve higher performance by combining 

multiple learning algorithms. These algorithms can 

combine the predictions of various learning 

algorithms to obtain more accurate results. Therefore, 

ensemble algorithms can be used to eliminate the 

weak points of individual algorithms and make more 

general predictions. Using a combination of machine 

learning and deep learning algorithms sometimes 

outperforms classification problems [5]. At this stage, 

it is extremely important to determine which models 

will be used and the strengths and weaknesses of the 

models. For this reason, existing machine learning or 

deep learning algorithms should be applied to 

accepted data sets. This study involved an extensive 

detection analysis of the NSLKDD and UNSW-NB15 

datasets. Consequently, it is crucial to offer new 

approaches to intrusion detection systems and to 

develop different solutions. The workflow of the 

proposed approach model is shown in Figure 1. 

 

 
Figure 1. Workflow diagram of the proposed system. 

 

  

According to the proposed workflow line, 

data cleaning is performed before all the algorithms 

are applied. To fix data cleaning dataset defects, 

follow the steps of concatenating the textual values, 

processing the empty columns according to their 

nature, and converting the values stored as text type 

to number type. One hot encoding stage is the step of 

converting nominal properties to numeric values 

before machine learning. The data normalization 

process is considered a process where the attribute 

values are scaled in the range of [0 and 1] and the 

computational load is reduced. Feature selection is an 

important step in artificial intelligence model 

building. First, it eliminates the dimensionality 

problem caused by having many features. Second, it 

saves the model from workload with many features 

and turns it into a simple and openable structure. 

Therefore, it is wise to simplify the model with the 

effect of increasing complexity and training/testing 

time. After the feature selection process, machine 

learning algorithms, Multi-Layer Perception, and 

Long-Short Term Memory algorithms are used for 

classification. The classification was carried out as 

both binary and multiclass. Finally, experimental 

results were compared in terms of evaluation criteria. 

 

2. Literature Review 

 

Geurts et al. conducted research on the intrusion 

detection system with the Bi-Directional LSTM 

model. In this study, they explained that intrusion 

detection systems are a basic layer incorporated into 

the network system. They stated that due to the 

excessive amount of data traffic on the network, 

attackers could cause great harm to the network and 

its users. The Bidirectional LSTM model gave results 
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with 99% accuracy for both datasets. Paragraphs 

following the first paragraph should begin with the 

paragraph indentation [5]. Basati and Faghih 

proposed an architecture PDAE for the security of IoT 

devices against network attacks. In this study, they 

stated that due to the limited resources of IoT devices, 

a high-fidelity neural network with a lightweight and 

efficient architecture is needed for intrusion detection. 

For this reason, they stated that the traditional 

architectural structures of neural networks were not 

feasible. The proposed PDAE greatly reduces the 

number of parameters, the amount of memory, and the 

need for processing power, while increasing the 

accuracy of the model. The results were calculated as 

superior to the existing algorithms in terms of both 

accuracy and performance [6]. Cil et al. conducted a 

study on the importance of early detection of network 

traffic in the fight against network attacks. The 

proposed model is a deep network that detects attacks 

on packet instances. As a result of the experiments, 

attack types were determined with an accuracy rate of 

94.57% [7]. Amaizu et al. proposed a unified and 

efficient network attack detection framework for B5G 

networks. The proposed model includes multi-layered 

detectors combined with the feature extraction 

algorithm and was created to detect the r network 

attacks as well as revert the DDoS attack type. The 

results showed that the framework could detect 

network attacks with a high accuracy score of 99.66% 

[8]. Gowthul et al. proposed an SVM-based DEHO 

Classifier model to detect DDoS attacks. The main 

purpose of this article is to ensure that they are best 

detected as normal data samples and 

malicious/hacked data samples. The proposed 

approach was examined for four different databases. 

Experimental results reveal that the performance of 

detection system using this approach is higher than 

that ofother approaches [9]. Mushtaq et al. proposed 

a two-stage auto-encoder-based LSTM architecture. 

Experimental results showed that the proposed AE-

LSTM performance has fewer prediction errors 

compared to other deep and shallow machine learning 

techniques. The NSL-KDD dataset showed 89% 

classification accuracy [10]. Choudhary and 

Kesswani proposed a deep learning-based model for 

the detection of unauthorized attacks. They 

mentioned that the application of IoT technology is 

increasing rapidly, resulting in the need for the most 

efficient model to detect malicious activities as 

quickly and accurately as possible, and Deep Neural 

Networks are used to identify attacks. The 

performance of DNN to accurately identify the attack 

was evaluated on the most used datasets. 

Experimental results showed that the accuracy rate of 

the proposed method using DNN is over 90% [11].  

Serinelli et al. proposed An Intrusion 

Detection System Architecture ANIDINR (an 

anomaly-based NIDS in R). In this study, they stated 

that the protection of computer networks is one of the 

most important and difficult problems in cyber 

security. The main purpose here is to try to provide 

step-by-step guidance on methodology selection and 

execution for training Machine and Deep Learning 

models. There is also a focus on developing 

ANIDINR to overcome the problems of detection of 

well-known attacks and the complex and up-to-date 

collection of rules. Based on this setup, the proposed 

system yielded over 90% accuracy results on the two 

datasets (NSL-KDD and KDDCup 1999) [3]. 

Moualla et al. proposed a machine learning-based 

system for the intrusion detection system. The 

proposed system is a dynamically scalable multi-class 

machine learning-based network IDS. The outputs of 

the extreme learning machine classifier are used as the 

inputs of a fully connected layer followed by a logistic 

regression layer to make smooth decisions for all 

classes. The results show that it outperforms the 

related studies in terms of accuracy [12]. 

Mohammadpour et al. proposed a convolutional 

neural network-based system for the intrusion 

detection system. In this paper, a deep learning 

method is proposed to implement an effective and 

flexible NIDS. The model was run with the NSL-

KDD' dataset, which is a benchmark dataset for 

network intrusion. Experimental results of a 99.79% 

detection rate were obtained when compared with the 

test dataset. In line with the results, they stated that 

CNNs can be applied as a learning method for IDS. 

Paragraphs following the first paragraph should begin 

with the paragraph indentation [13]. 

Apart from these studies, machine learning 

and ensemble learning algorithms have been used in 

different fields. Ayşe et. al. proposed a new super 

Community learning model to enable early diagnosis 

of diabetes mellitus. The proposed super-learner 

model was created as a result of a case study with four 

basic learners (logistic regression, decision tree, 

random forest, and gradient boosting) and a meta-

learner (support vector machines). This model found 

the early-stage diabetes risk estimation to be 99.6%, 

92%, and 98%, respectively, in three different 

datasets [14]. In a study in the agricultural sector, 

Buyrukoğlu proposed a new hybrid model to predict 

the presence of Salmonella in agricultural surface 

waters based on a combination of heterogeneous 

ensemble approach for feature selection, clustering, 

regression, and classification algorithms. The 

ensemble ANN+ RF model achieved the highest 

performance and performed well, with a prediction 

accuracy of 94.9% [15]. In his work on finance, 
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Buyrukoğlu aimed to analyze promising 

cryptocurrencies with deep learning methods. Five 

promising cryptocurrencies were analyzed using 

LSTM communities and single-base LSTM networks. 

The results of the study revealed that LSTM network 

ensembles do not always provide better accuracy 

performance than single-base LSTM network [16]. 

 

3. Materials and Method 

 

3.1. Dataset 

 

UNSW-NB15 Dataset: The UNSW-NB15 dataset 

was created in the Cyber Lab of the Australian Cyber 

Security Center. The main objective of the dataset is 

to obtain a combination of real regular activities and  

synthetic modern attack behavior. The dataset 

consists of approximately 2 million records with 49 

different features extracted using some special 

algorithms. The data set can be divided into normal 

and abnormal. However, it includes nine types of 

attacks [17],[18]. Figure 2 shows the distribution of 

the data set separately. 

 

 

 

 

 

 
 

Figure 2. Pie chart distribution of multi-class labels for UNSW-NB15. 

Fuzzer attack: These are the types of attacks 

obtained with randomly generated data trying to hack 

the program or network. 

Analysis: Hosts different types of attacks, 

including web scripts for port scanning and spam-like 

email. 

Backdoor: Backdoor is a technique where 

attackers use a legitimate system portal to gain illegal 

access.  

Denial of service (DOS): These are the types 

of attacks in which the server or network is busy so 

that the users of the system cannot access it and cause 

it to interfere with the services of the host on the 

Internet. 

Exploits: Attacks that take advantage of a 

vulnerability caused by any bug and attempt to disrupt 

trusted behavior on the network. 

Generic: This analysis can be applied to 

block verification code passwords, broadcast, and 

send messages. 

Reconnaissance: These are the types of 

attacks that gather preliminary information about any 

public network or target host. Based on the collected 
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information, it is used to infiltrate target hosts or 

networks [19]. 

Shell Code: Shell code is an attack method 

that uses code to exploit a software vulnerability. 

Worm: These are the types of attacks that 

regenerate and increase themselves to start on one 

computer and spread to another [20]. 

NSL-KDD Dataset: The NDSL-KDD 

dataset is derived as a new dataset, consisting of 

records determined from the complete KDD dataset, 

which poses no problem in correcting the errors in the 

KDD-99 cup dataset [21]. However, the dataset is 

subject to certain problems, such as not being 

representative of low-footprint attacks [22],[23]. The 

NSL-KDD dataset has better reduction rates and no 

duplicate records in the test set. Because NSL-KDD 

has fewer data points than KDD-99, it is inexpensive 

in terms of workload to use in training machine 

learning models. It can be classified as normal and 

abnormal, as in the UNSW-NB15 dataset. In addition, 

it is possible to multiclass as normal, DOS, R2L, 

U2R, and probe. Figure 3 shows the distribution of 

the data set separately. 

 

 
 

Figure 3. Pie chart distribution of multi-class labels for NSL-KDD. 

Denial of Service (DOS): It is a type of 

attack that consumes the resources of the other party 

and thus renders it unable to meet requests. 

Remote to Local (R2L): It is a type of attack 

that intrudes on another machine from a remote 

machine and gains local access to that machine. 

User-to-Root (U2R): This is an unauthorized 

access method for root privileges. It is a form of attack 

that can enter a normal account into the system to be 

accessed, but tries to gain root / administrator 

privileges due to some security vulnerabilities in the 

system. 

Probing: We can summarize it as the purpose 

of surveillance and other research attacks. The main  

purpose is to gather information about the remote 

machine. 

 

3.2. Machine Learning Algorithms Used 

Logistic Regression: Logistic Regression (LR) is a 

machine learning method for creating the most 

appropriate model to establish a relationship between 

class variables and features. Often, in binary class 

problems (with 0 and 1), the probability of being 

included in the class for an observation produces a 

value between (1) and non-existence (0). However, it 

can be adapted for multi-class problems with simple 

adjustments [24]. 

K-Nearest Neighbors: K-Nearest Neighbors 

(KNN) is a widely used classification algorithm. It is 

preferred in many classification problems due to its 

easy interpretation and low computation time. The 
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selection of the k parameter is extremely important in 

the KNN algorithm [25]. 

Random Forest (RF): Random Forest is an 

ensemble learning classification and regression 

algorithm suitable for grouping data into classes. 

During the training phase, a series of decision trees 

are created that are then used for class prediction. In 

the calculation process, the classes of all individual 

trees are considered, and the class with the highest 

votes is considered as the output [26]. 

Decision Tree: The Decision Tree has a root 

node, branches, and leaf nodes. Testing an attribute is 

in each internal node, and the result of the test is in 

the branch and class tags. The root node is the top 

node in the tree. A decision tree is a tree in which each 

node represents a feature, each link represents a 

decision, and each leaf represents a result [27]. 

 

3.3. Deep Learning Architecture Used  

 

Multi-Layer Perception: Multi-Layer Perception 

(MLP) neural networks contain units arranged in 

layers in their internal structure. These units are the 

input layer, one or more hidden layers, and the output 

layer.  

The input layer transfers the input to the next 

layers. Hidden volume nodes have non-linear enabled 

functionality, and outputs are linearly enabled. For 

true three-layer MLP, all inputs are also directly 

connected to all outputs [28]. Figure 4 shows the MLP 

neural network architecture. 

 

 
Figure 4. MLP neural network architecture. 

 

 

Long-Short-Term Memory: LSTM was 

designed to overcome these error backflow problems. 

Although it is mentioned together with deep learning 

algorithms, it should be considered as a sub-unit of 

machine learning methods. In the noisy state, even 

with compact input arrays, it can learn to bridge time 

intervals over 1000 steps without losing its short time 

delay capabilities [29]. An efficient, gradient-based 

algorithm achieves this for an architecture that 

enforces a constant stream of errors that does not 

explode or disappear through each unit's internal 

states. In principle, an LSTM could use memory cells 

to remember long-range information and monitor 

various attributes of the text it is currently processing. 

An LSTM unit consists of a cell, an entry gate, an exit 

gate, and a forgotten gate [30]. The cell gate can be 

expressed as the memory of the network that carries 

the information across the cells for prediction 

purposes. The input gate executes the function of 

updating the cell state. It decides whether to update 

the information according to the sigmoid function 

operation. The exit gate decides what the next cell's 

entrance will be. It is also used in forecasting. The 

forget gate is the gate that decides what information 

to forget or keep [31], [32]. The figure shows the 

LSTM architectural structure. Figure 5 shows the 

LSTM architectural structure. 

 

 
 

Figure 5. LSTM network architecture. 

 

 

3.4. Performance Evaluation Metrics 

 

Unless the images within the classes in the dataset are 

balanced, the measurement of classification accuracy 

is not sufficient on its own and may give deceptive 

results. Performance indicators for each class in the 

dataset are calculated based on the confusion matrix. 

These indicators are Accuracy, Recall, Precision, and 

F-1 Score values. The explanations of these 

parameters are given below in Table 1: 

 
Table 1. Calculation criteria for evaluation metrics. 

Total 

Instances 

Predicted 

No 

Predicted 

Yes 

 

Actual No TN (True 

Negative) 

FP (False 

Positive) 

 

Actual 

Yes 

FN (False 

Negative) 

TP (True 

Positive) 
Recall 
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Precision Accuracy 

 

 

Accuracy=TP/(Total Instances)                             (1)                                                                                                                  

 

Recall=TP/(Total Actual Yes)                               (2) 

                                                                                                             

Precision=TP/(Total Predicted Yes)                      (3)                                                                                                

 

F1score=(2*Prec*Recall)/(Prec+ Recall)              (4) 

 

  

 4. Results and Discussion 

 

In both data sets, a random distribution phase was 

applied at 80% and 20% for the training and testing 

phases, respectively. In the UNSW-NB15 dataset 

selected as an input, 5 basic features were extracted, 

and for the NSL-KDD dataset, 9 basic features were 

extracted. In addition, the Pearson Correlation 

method was used for feature selection. The training 

process of the datasets was carried out using the  

GTX1050 TI graphics card and the TensorFlow-GPU 

2.3 library.  

Before the models were trained, certain 

hyperparameter settings were made for the 

classification algorithms. The number of trees for the 

random forest algorithm is set to 120. The learning 

rate was taken as 0.01. The logistic regression 

iteration number was determined as 100 random 

states=0, decision tree max-leaf node=default, LSTM 

activation function was determined as tanh. 

 

4.1 UNSW-NB15 Training Phase 

 

Table 2 shows the evaluation results for UNSW-

NB15. As can be seen from the results, the highest 

accuracy value for the binary class was calculated 

with the Random Forest and for the multi-class 

Logistic Regression algorithm. Their success in 

classification problems and their structures that 

provide good predictions show that Random Forest 

and Logistic Recession algorithms give good results. 

Since the Random Forest algorithm is based on 

Ensemble Learning, it is usually high in classification  

problems. In addition, it gives higher success rates on 

the definition of Logistic Regression in multi-class 

problems. In addition, we can say that the 

hyperparameters are chosen correctly.      

                                                                          

 

 

 

Table 2. Evaluation results for UNSW-NB15. 

 Binary Class Multi Class 

 Accuracy Recall Precision F1-

Score 

Total 

Time 

Accuracy. Recall Precision F1-

Score 

Total 

Time 

LR 0.978 0.96 0.98 0.97 3.1 0.983 0.97 0.98 0.98 4.2 

KNN 0.984 0.97 0.98 0.98 10.6 0.975 0.98 0.87 0.98 11.5 

Random 

Forest 

0.986 0.98 0.98 0.98 2.5 0.976 0.98 0.89 0.98 2.9 

Decision 

Tree 

0.980 0.98 0.97 0.97 2.3 0.973 0.98 0.87 0.90 2.7 

MLP 0.983 0.97 0.98 0.98 12.4 0.975 0.97 0.88 0.91 14.4 

LSTM 0.976 0.96 0.98 0.97 14.5 0.971 0.98 0.85 0.90 16.1 
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Figure 6. Random Forest binary classification prediction data signal.

 

Figure 7. LR multi-label classification prediction data signal. 

 
Figures 8 and 9 show the accuracy graphs of the RF and LR models. We can say that the results are 

close to each other and successful. 

 

 
  

Figure 8. RF accuracy graph for binary class. 

 

  

 

 
Figure 9. LR accuracy graph for multi-label class. 
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4.2 NSL-KDD Training Phase 

 

Table 3 shows the evaluation results of NSL-KDD. 

As can be seen from the results, the highest accuracy 

value for the binary class was calculated using the 

MLP algorithm and for the multi-class LSTM 

algorithm. 

  

Table 3. Evaluation results for NSL-KDD. 

 Binary Class Multi Class 

 Accuracy Recall Precision F1-

Score 

Total 

Time 

Accuracy. Recall Precision F1-

Score 

Total 

Time 

LR 0.966 0.97 0.97 0.97 1.9 0.878 0.88 0.86 0.89 3.3 

KNN 0.955 0.95 0.96 0.96 12.5 0.928 0.92 0.91 0.91 14.6 

Random 

Forest 

0.957 0.96 0.96 0.96 2.1 0.913 0.91 0.90 0.90 3.1 

Decision 

Tree 

0.967 0.97 0.97 0.97 2.3 0.905 0.89 0.90 0.90 3.7 

MLP 0.978 0.98 0.97 0.98 11.7 0.892 0.88 0.89 0.89 15.1 

LSTM 0.975 0.97 0.97 0.97 16.3 0.934 0.93 0.94 0.93 17.2 

 
Analysis of data signals because of dual-class 

and multi-class testing is shown in Figures 10 and 11. 

Considering the estimated signal and actual signals, 

there is some loss in the initial and intermediate 

stages. However, this loss is at an acceptable level.

 

Figure 10. MLP binary classification prediction data signal. 
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Figure 11. LSTM multi-label classification prediction data signal. 

 

 
 

Figure 12. MLP accuracy graph for binary class. 

 
 

     Figure 13. LSTM accuracy graph for binary class. 

 

Table 4 shows a comparison of some studies 

in the literature and the methods we recommend. 

When the results are examined, the success of the 

Random Forest model in classifying the data for each 

study is remarkable. In addition, it is seen that the 

hyperparameters of the proposed model are well 

adjusted, and it gives successful results in both data 

sets. Classical machine learning algorithms have been 

able to give more successful results compared to the 

LSTM learning model due to the uneven distributions 

on the data sets and some classes with small data 

samples. However, when these datasets are expanded 

and larger samples are created, the LSTM architecture 

will be able to give successful results, as in the current 

NSL-KDD dataset. 

 
Table 4. Comparison with latest state-of-the artwork. 

Author Technique Accuracy 

Kazi Abu Taher et al. [33]  ANN 95.00% 

Mohammad N. I. et al. [34]  Decision tree, RF 92.60% 

Roberto M.-C. et [35]  Linear reg., random forest 94.00% 

Razan A. et al. [36]  RF, Bayesian Network, 93.40% 
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Proposed approach  

 

Binary Class 

(UNSW-NB15, NSL-KDD) RF, 

MLP 

 

98.60%, 97.80%, 

Proposed approach  

 

Multi-Class 

(UNSW-NB15, NSL-KDD) 

LR, LSTM 

 

93.40%, 98.30% 

  

 
 
5. Conclusion 

 

In this paper, machine learning algorithms for 

intrusion detection systems are run one by one. 

Applications are a guide for network attackers. The 

results obtained on two different data sets for binary 

and multi-class detection problems prove the success 

of machine learning algorithms in classification. In 

the UNSW-NB15 dataset, RF and LR algorithms 

gave the best results, respectively, and in the NSL-

KDD dataset, the MLP and LSTM networks gave the 

best results. From this perspective, it can be said that 

almost all of the machine learning algorithms give 

good and close results. Deep learning and LSTM 

architectural structures were able to give successful 

results according to machine learning algorithms 

when large data sets and balanced class distributions 

were created. However, this study proves that 

classical machine learning algorithms are still a good 

alternative to deep learning models. Additionally, 

training and testing times were found to be close to 

each other. However, it is worth mentioning that 

attack classes are sometimes mislabeled. 

 Thanks to this and similar studies, it is 

possible to compare machine learning algorithms for 

network attacks. In addition, the option of detecting 

the superior and deficient aspects of algorithms and 

developing new hybrid systems accordingly is 

offered. 

In future studies, the datasets can be 

improved, and the missing classes can be made more 

balanced. Additionally, new models can be designed 

by considering the superior features of machine 

learning algorithms. Considering that attack detection 

systems are constantly exposed to attacks, I believe 

that it would be beneficial to conduct such studies at 

short intervals and with updated data sets. I 

recommend that real-time web interfaces and 

intrusion detection systems be supported, where the 

best results algorithms will be used as drafts. 
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