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ABSTRACT 
Real-time anomaly detection in network traffic is a method that detects unexpected and anomalous behavior by 

identifying normal behavior and statistical patterns in network traffic data. This method is used to detect 

potential attacks or other anomalous conditions in network traffic. Real-time anomaly detection uses different 
algorithms to detect abnormal activities in network traffic. These include statistical methods, machine learning, 

and deep learning techniques. By learning the normal behavior of network traffic, these methods can detect 

unexpected and anomalous situations. Attackers use various techniques to mimic normal patterns in network 
traffic, making it difficult to detect. Real-time anomaly detection allows network administrators to detect attacks 

faster and respond more effectively. Real-time anomaly detection can improve network performance by 

detecting abnormal conditions in network traffic. Abnormal traffic can overuse the network's resources and 
cause the network to slow down. Real-time anomaly detection detects abnormal traffic conditions, allowing 

network resources to be used more effectively. In this study, blockchain technology and machine learning 

algorithms are combined to propose a real-time prevention model that can detect anomalies in network traffic. 
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1. Introduction 

The detection of an outlier that is outside the normal value that may occur in a business process is called anomaly detection. 

In anomaly cases, unusual or unique patterns may occur in the dataset that deviate from the expected values of the predicted 

behavior. Anomaly detection is a serious problem in many different fields, including cybersecurity, manufacturing problem 

detection, and fraud detection in the financial sector. Statistical-based methods and machine learning-based methods are the 

two main detection techniques for anomaly detection. While statistical methods use variables such as mean and standard 

deviation, machine learning-based approaches use supervised or unsupervised learning methods to identify spam. Spam refers 

to electronic messages sent via electronic mail or cell phone messages, sometimes individually and sometimes collectively, 

without the consent of the users, harassing them. Spam messages can harass users in many different categories. Figure 1 

shows an image in which spam messages are classified.  

In order to distinguish spam e-mails from others, it is useful to know some tips. These clues can be very useful in the 

preliminary diagnostic process to help users differentiate between spam e-mails and real ones. Figure 2 shows some of the 

clues that can be used to identify spam e-mails. 

Spam emails and messages put users in a very difficult situation because they slow down routine workflow, bloat the inbox, 

and pose a security risk by exposing them to phishing scams or malicious links. Anomalies and spam attempts are all caused 
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by cyber-attacks. Although their strength and effectiveness vary depending on the nature, the main purpose of cyber-attacks 

is to compromise user security and exploit security vulnerabilities. 

 

Figure 1 Spam message categories 

 

Figure 2 Tips used in Suspecting spam 

Cyber-attacks on web pages are carried out to gain unauthorized access to the pages, to obtain users' sensitive information, 

or to disrupt the normal functioning of the web page. Some cyber-attack actions targeting web pages are shown in Figure 3. 

 

Figure 3 Cyber-attack methods 

In cases where cyber-attacks on websites are successful, there are serious consequences such as theft of sensitive information 

of users, disruption of commercial activities of companies, and damage to the reputation of organizations. To stay safe from 

such attacks, it is vital to regularly update and maintain your website's security software and implement robust security 

measures such as intrusion detection systems and encryption. 

The motivation and salient features of this work are listed below. 

• An artificial intelligence intelligence-based model is proposed to detect real-time network anomalies. 

• Six different machine learning models are trained for the proposed model and the training results are presented with 

different metrics and the most successful one is selected. 

• The situations that cause anomalies are collected in a secure and transparent blacklist structure thanks to the blockchain 

structure. 

• A smart contract is prepared to manage the registration process to the blockchain structure. 

• The performances of all transactions are meticulously measured and tested for real-time operation. 

2. Related Works 

Walling and Lodh developed a univariate selection-based IDS model that can be applied with machine learning algorithms 

such as decision trees, kNN, SVM, and logistic regression. The developed IDS model was applied on the NSL-KDD dataset 

and performance improvements were demonstrated [1]. Sreenivasula and Sathya presented a NIDS model based on machine 
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learning methods that can detect and prevent various types of attacks. The NSL-KDD dataset was used to measure the 

classification performance of various ML classifiers based on different attributes. It was shown that the developed NIDS 

model achieved better results than existing single ML methods [2]. Aktar and Nur presented a new model for deep learning 

learning-based intrusion detection focusing on DoS and DDoS attacks. The performance of the proposed model is evaluated 

using three different datasets (CIC-DDoS2019, CIC-IDS2017, and NSL-KDD). The developed model has shown that it can 

achieve up to 97.58% accuracy in anomaly detection in the system [3]. In their study, Özalp and Albayrak, unlike other 

studies in the literature, examined the effect of the weights of the attributes in the dataset on the detection of cyber attacks on 

computer networks using the NSL-KDD dataset [4]. Fernandes et al. conducted a comprehensive research study on related 

techniques, systems, and analysis for the detection of network anomalies. They analyzed anomaly detection under five 

categories: categories of intrusion detection systems, network traffic anomalies, detection methods and systems, network data 

types, and open issues [5]. In their study, Dutta et al. used Deep Neural Network (DNN) and Long Short Term Memory 

(LSTM) deep models in combination with a meta-classifier (logistic regression) following the principle of mass 

generalization. The proposed approach is twofold.  In the first step, a DSAE is used for data preprocessing and feature 

engineering.  In the second step, a stacking ensemble learning approach is used for classification. The effectiveness of the 

method is evaluated on various datasets including IoT-23, LITNET-2020, and NetML-2020 collected in an IoT environment 

[6].   The methodology presented by Hawawreh and Rawashdeh proposes an approach to detect the presence of anomalies in 

the hypervisor layer. This approach is designed to deter Distributed Denial of Service (DDoS) activities between virtual 

machines. The proposed method for the detection and classification of traffic between virtual machines is executed through 

an evolutionary neural network. This network seamlessly combines particle swarm optimization with neural network to 

achieve its goal. The approach to detect and categorize DDoS attacks in a cloud environment detects and classifies DDoS 

attacks with a high success rate [7].  Hoque et al. proposed a real-time approach to detect DDoS attacks using an innovative 

correlation metric. The effectiveness of the technique is evaluated using three different network datasets, namely CAIDA 

DDoS 2007, MIT DARPA, and TUIDS. In addition, the proposed technique is executed on FPGA to evaluate its 

effectiveness. The detection accuracy of this method is extremely high and the FPGA implementation of this process can 

identify the attack in less than a microsecond [8]. Gurina and Eliseev investigate the detection of network attacks targeting 

web servers.  The study focuses on two common types of attacks, "denial of service" and "code injection". Multiple techniques 

for detecting attacks are evaluated. A novel approach based on the recognition of the dynamic response of the web server 

during request processing is proposed to detect attacks as anomalies. After implementing the detection algorithm, its 

effectiveness is measured and the advantages and disadvantages of the proposed methodology are evaluated [9]. Alsamiri 

and Alsubhi aimed to contribute to the existing literature by evaluating various machine learning algorithms that can quickly 

and efficiently identify network attacks targeting IoT devices. Various detection algorithms were evaluated using a newly 

created dataset called Bot-IoT. In the implementation phase, seven different machine learning algorithms were used, most of 

which exhibited high performance. After the implementation of the Bot-IoT dataset, new features were derived and compared 

with previous research studies. The comparison revealed better results showing the superiority of the new features [10]. 

3. Method 

The main purpose of this study is to detect attacks such as Probe, DoS, R2L, and U2R and to create a decentralized 

blacklist blockchain structure.  For this purpose, machine learning infrastructure is prepared as a decision-making 

mechanism. A decentralized blacklist and request validator blockchain infrastructure that executes actions with 

the outputs of the decision-making mechanism has been prepared. These two infrastructures work together to 

create a real-time, reliable, and objective security structure. These infrastructures working together realize a secure 

network operation by detecting whether the request in the network is an anomaly or not and taking precautions. 

3.1 Dataset Description 

KDD'99 dataset by Salvatore J. Stolfo et al. [11] has been one of the most widely used datasets for evaluating anomaly 

detection since 1999. The KDD training dataset consists of about 4,000,000 single-link vectors [12]. Each vector has 42 

attributes. His 42nd attribute in the record is the class attribute, which indicates whether the link is an attack or a normal link. 

Class attributes are divided into five classes, one normal class and four attacks (probe, DoS, R2L, and U2R). The categories 

in which attacks occur are listed below [13]. 

- DoS attack: An attacker can cause a computer or memory resource to become sufficiently busy or full that it cannot process 

legitimate requests or deny access to the computer by legitimate users[14]. 

- User to Root Attack (U2R): Attackers attempt to gain root access to a system by accessing regular user accounts on the 

system and exploiting vulnerabilities (through password sniffing, dictionary attacks, or social engineering) [15]. 

- Remote-to-local attacks (R2L): An attacker could send packets over the network to a computer that does not have an account. 

However, by exploiting some vulnerability he gains his access locally as a user on this computer. An R2L attack is 
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unauthorized access from a remote computer. As R2L attack types he can specify Imap, Ftp Write, Phf, and Warezmaster 

[16].   

- Probing Attack: It is a type of attack against computer networks or systems that aims to gather information about the network 

or systems. A probing attack assumes that the attacker can access individual components of a device, such as 

CPU/GPU/ASIC, RAM, non-volatile storage, or data paths, but cannot perform the invasive attacks necessary to access the 

internals of the device. 

The first 41 attributes in the dataset can be categorized into four groups according to their characteristics: Basic (T), Content 

(C), Traffic (TT), and Host (H) attributes. The attributes of individual TCP connections refer to Basic attributes, attributes 

within a connection refer to Content attributes, attributes calculated using a two-second time window refer to Traffic 

attributes, and attributes designed to evaluate attacks lasting longer than two seconds refer to Host attributes. 

3.2 Machine Learning Module 

 

The Machine Learning Module applies a machine learning approach to the NSL-KDD dataset to determine whether requests 

that occur in the network are anomalies. We evaluated machine learning algorithms that model with the highest accuracy in 

anomaly detection [17]. There are many machine learning algorithms as supervised and unsupervised learning. We examined 

the advantages and disadvantages of these algorithms because of the literature survey. We defined some rules for selecting 

the machine learning algorithms used in this study. These rules are listed below: 

1. Providing algorithm diversity 

2. Use of algorithms in current studies 

3. Algorithms have the potential for anomaly detection 

 

3.3 Classifier Selection 

 

Machine learning algorithms have been described in detail in many survey studies. Therefore, we have chosen to briefly 

describe the machine learning algorithms used in this study. Figure 4 shows the selection of the best-performing algorithm. 

 

Figure 4 Machine learning algorithm selection 

 

3.4 Random Forest Algorithm 

The Random Forest Algorithm (RF) [18], first introduced by Leo Breiman, is a popular tool for ensemble learning. Trees in 

a forest learn to use a subset of feature variables. While RF works efficiently with large data sets, the generated forests or 

trees can be stored for later use [19].  It can handle data sets with outliers and noisy data while providing insight into the 

influence of variables in classification [20]. Tree-based ensemble learning algorithms are used in many industries and services 

such as healthcare [21], agriculture [22], transportation [23], and energy [24]. 

 

3.5 Support Vector Machine Algorithm 

 

Support Vector Machines, developed by Vapnik et al. in the 1900s as one of the supervised learning methods, are used to 

classify linear or nonlinear data [25]. SVM is a popular machine learning algorithm that creates hyperplanes for the separation 

of data consisting of multiple classes in the data set [26]. With the developing technology, the amount of data obtained today 

is increasing. While this may seem beneficial, more data means more possibilities to identify meaningful data. This can create 

memory and time complexity for SVM training [27]. SVM has significant advantages in classification as it reduces the error 
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during training by using structural risk minimization [28]. As a result of its success in classification, SVM has been applied 

in many different fields such as human action recognition [29], text classification [30], and financial application [31]. 

 

3.6 Decision Tree Algorithm 

 

The decision tree classifier is one of the most popular machine learning techniques. Decision trees built based on knowledge 

acquisition are used to classify test data [32].  A decision tree is a structure containing decision nodes and leaf nodes. Decision 

nodes are associated with a test X on a particular attribute of the input data and have branches that process the results of the 

X tests. Each leaf node represents a class with a decision outcome of the situation [33]. 

3.7 KNN Algorithm 

The nearest neighbor algorithm (KNN) is a nonparametric supervised classification algorithm that produces efficient results 

with simple but effective performance [34]. The KNN classifier finds and analyses the nearest neighbors of sample x and 

classifies x into the class that has the most representatives among the neighbors. KNN calculates all distances for each state 

in the training set. This may not be practical for large datasets, as the growth of the dataset may incur time costs in calculating 

distances [35]. It has been successfully applied in many fields such as text classification [36], health [37], and economics 

[38]. 

 

3.8 Gaussian NB & Bernoulli Algorithm 

Bayesian method is a statistical method used to calculate the probability of an event occurring based on its observed effects. 

Naive Bayes is a simple probabilistic classification technique based on the Bayes theorem with strong independence 

assumptions [39].  Gaussian NB assumes that when the attributes are continuous, the values associated with the classes are 

sampled according to a Gaussian distribution, i.e., a normal distribution. Bernoulli NB assumes that each of the multiple 

features is a binary-valued (present-absent, normal-attack) variable [30]. 

3.9 Extra Trees Regressor 

A refinement of the Random Forest algorithm, the Extremely Random Tree (or Extra Tree) algorithm is a relatively new 

machine learning method that is less prone to overfit a dataset [40]. Similar to random forests, extra trees (ET) train each 

base predictor using a random selection of features. But to divide the nodes, it chooses at random the best characteristics and 

related values. Each regression tree is trained by ET using the whole training dataset. To train the model, RF employs 

bootstrap copies [41]. 

3.10 Gradient Boosting Regressor 

Another sort of ensemble model is a gradient boosting regressor (GBR), which is an iterative collection of sequentially 

ordered tree models that allows the following model to learn from the errors of the preceding model. By "boosting" an 

ensemble of weak predictive models (often decision trees) to produce a more reliable model, this machine learning model 

delivers predictions [42]. 

3.11 Discussion and Analysis 

 

Data were classified using machine learning for anomaly detection. The NSL-KDD dataset was trained and classified with 

machine learning algorithms. There are four attack types in the dataset: Probe, DoS, R2L and U2R. There are 67342 DoS, 

11656 Probe, 995 R2L, and 52 U2R attacks in the dataset. Information on the number of attacks and normal cases in the 

dataset is given in Figure 5. The dataset was randomly mixed as 80% training data and 20% test data to obtain test and training 

datasets. 

 
Figure 5 Number and subclasses of attack types in the dataset 
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Random Forest, SVM, Decision Tree, K Neighbours, Extra Trees Regressor, Gradient Boosting Regressor, Gaussian Naive 

Bayes, and Bernoulli Naive Bayes algorithms were used to classify the data. The parameters used in classification and 

classification results are given in Table 1. 

Table 1. NSL-KDD Data set properties 

Algorithms Classification 

Parameters 

Accuracy 

Percentage 

Classification Result 

Random Forest n_estimators:10, 

max_features:sqrt, 

criterion: entropy 

0.99857               precision  recall  f1-score   support 

     DoS       1.00      1.00      1.00        9302 

 Normal     1.00      1.00      1.00       13396 

  Probe       1.00      0.99      1.00        2285 

      R2L       0.99      0.96      0.97         203 

     U2R       0.71      0.56      0.63          9 

SVM kernel='rbf', 

gamma=0.001, 

C=1000 

0.99571               precision  recall  f1-score   support 

     DoS       1.00      1.00      1.00        9147     

Normal       0.99      1.00      1.00     13463 

   Probe       0.99      0.98      0.99       2358 

       R2L       0.98      0.93      0.95        218 

      U2R       0.40      0.22      0.29          9 

Desicion Tree  criterion: entropy,  

splitter: best, 

 max_depth: None 

0.99781               precision  recall  f1-score   support 

     DoS       1.00      1.00      1.00        9302 

Normal      1.00      1.00      1.00       13396 

  Probe       0.99      0.99      0.99        2285 

      R2L       0.96      0.99      0.97         203 

     U2R       0.78      0.78      0.78           9 

K-Neighbors weights: distance, 

algorithm: auto 

0.99293               precision  recall  f1-score   support 

     DoS       0.99      1.00      0.99         9302 

 Normal    1.00      1.00      1.00        13396 

 Probe       0.97      0.97      0.97         2285 

     R2L       0.93      0.97      0.95          203 

    U2R       0.75      0.67      0.71            9 

Bernualli NB alpha: 0.5,  

fit_prior: True 

0.81282               precision  recall  f1-score   support 

     DoS       0.96      0.76      0.85        9302 

Normal      0.91      0.91      0.91       13396 

 Probe       0.28      0.51      0.36        2285 

     R2L       0.29      0.42      0.35         203 

    U2R       0.15      0.67      0.25          9 

Gaussian NB var_smoothing: 1.0 0.53169               precision  recall  f1-score   support 

    DoS       0.00      0.00      0.00         9302 

Normal     0.53      1.00      0.69        13396 

 Probe       0.50      0.00      0.00         2285 

     R2L       0.00      0.00      0.00          203 

    U2R       0.00      0.00      0.00           9 

Extra Trees 

Regressor 

 0.97872                precision  recall  f1-score   support 

    DoS       1.00      1.00      1.00         9231 

Normal      1.00      0.99      0.99         2344 

 Probe        0.35      0.53      0.42         15 

     R2L      0.27      0.98      0.43         195 

    U2R      1.00      0.96       0.98        13410 

HistGradient 

Boositng 

Regressor 

 0.57963                precision  recall  f1-score   support 

    DoS       0.89     0.92      0.90         9169 

Normal     0.99      0.56      0.71        2397 

 Probe       0.06      0.57      0.11         7 

     R2L     0.02      0.84      0.04        198 

    U2R     1.00      0.34      0.51       13424 
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Random Forest, SVM, Decision Tree, and K-Neighbors classifiers achieved approximately 99 percent classification success, 

while Bernoulli Naive Bayes achieved 81 percent and Gaussian Naive Bayes achieved 53 percent classification success. The 

error matrices of the classifications are given in Figure 6. 

 
Figure 6. Confusion Matrix for Machine Learning algorithms 

 

In detecting attacks, factors such as machine learning algorithms and data pre-processing change the success rates. Table 2 

summarizes the results obtained by different researchers. 
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Table 2 Comparison of the study with similar studies 

Ref. Year Research Paper Title 

Algorithm used in 

preprocessing / 

Model core 

Accuracy % 

[43] 2015 

Research on NSL-KDD data set of 

intrusion detection system based on 

classification algorithm 

CFS 

J48 

SVM 

Naive Bayes 

Varies between 

70.1 and 99.8 for 

different attack 

types and 

algorithms 

[44] 2016 

Anomaly-based intrusion detection 

system through feature selection analysis 

and construction of hybrid efficient 

models 

SMOTE 

CANN 
98.99 

[45] 2016 

A hybrid data mining approach for 

intrusion detection in the imbalanced 

NSL-KDD dataset. 

Hybrid comprising of 

J48 Random Tree 

Naïve Bayes 

99.81 

[46] 2022 

A Hybrid Machine-Learning Ensemble 

for 

Anomaly Detection in Real-Time 

Industry 4.0 Systems 

Hybrid SVM Model 89.7 

[47] 2023 

Hybrid Statistical-Machine Learning for 

Real-Time Anomaly Detection in 

Industrial Cyber–Physical Systems 

Hybrid LSTM Model 95 

This 

Work 
2023 

Real-Time Intelligent Anomaly 

Detection and Prevention System 

 

Random Forest 99.85 

 

Algorithm 1 Blacklist Smart Contract Pseudo Code 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

func Initialize () 

     configure DistrubutedLedgerRules () 

     configure DistrubutedLedgerStandarts () 

func CreateBlackListAsset (ctx, params) ←Ip, Mac, Timestamp, Request Address 

    if exist (ctx in BlackList) = = true then 

        return rejection. 

   else 

        add StandartLogList (id ← params)    

        return (obj ⸧ [params]) 

func GetBlackList (ctx) 

    if exist (ctx in BlackList) = = true then 

        while! result. done  

        var res = GetAllList (ctx, id) then 

        return result 

   else 

        add StandartLogList (id ← params)    

        return (obj ⸧ [params]) 

func GetAllLogList (ctx, id) 

  do 

  static allLogListResult = [] 

  while! result. done then. 

allLogListResult.Push → Key: result.val.key, Record: params 

     result ← await. iterator. next () 

     return allResult end 

 

In the prepared smart contract, the initial rules and settings of the distributed ledger structure are executed with the Initialize 

method. The classification information from machine learning is integrated into our smart contract as an asset. This asset is 
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represented as "ctx" in the Pseudo code. To complete the security process, the smart contract checks the machine-learning 

results of the request in the blockchain and executes forked transactions according to the process. When creating the blacklist 

ledger, some information about the requesting request is requested and its status in the list is checked. Depending on the 

returned result, the blacklist process is managed. When a positive response is received, a new object is created, and a new 

record is returned at the end of the process. The GetBlackList or GetAllList method is executed to read the records. After 

checking the necessary permissions, the data saved in the ledger can be read and listed with the help of an iterator. Algorithm 

1 shows the pseudo-code of the generated smart contract. 

4. Findings 

Each network created in blockchain systems has a limit of transactions per second that it can process.  This limit is referred 

to as TPS (Transper Per Second). TPS is an acronym that stands for how many transactions per second blockchain networks 

can confirm and validate. In Figure 7, the error rates at different TPS values are measured with 10 different threads performing 

simultaneous tasks for a fixed duration of 20 seconds. In these measurements, the TPS value varies between 20-1000. In light 

of the findings obtained, it is seen that the blockchain successfully manages the requests received from 10 different threads 

with small-valued error rates up to 800 TPS values.  As the TPS value increases above 800, it is seen that the error values 

start to increase linearly. In this sense, it can be said that the upper limit of the performance of the proposed blockchain system 

is the TPS value of 800. 

 

Figure 7 Ability to respond to demands with variable TPS values in a fixed-time and 10-threaded test system. 

 

 

 
Figure 8 Average latency based on the number of TPS and Request Counts 

 

It was envisaged that the temporal performance of the system should be evaluated by measuring the error rates during its 

active operation. For this reason, in Figure 8, the number of requests generated according to TPS values ranging from 20-

1000 were combined and the average completion time of the blockchain process was measured. With the findings obtained, 

the average delay time experienced in the blockchain system until the TPS value reaches 800 varies between 0.135 seconds 

and 0.908 seconds.  Although this latency is considered acceptable for a blockchain system with strong verification and 
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logging processes, it is observed that the average latency suddenly reaches 2.227 and gradually increases as the TPS value 

exceeds 800. 

Considering the findings obtained from Figure 7 and Figure 8, it can be said that the upper limit of the performance of the 

prepared blockchain structure has a value of 800 TPS. The fact that the results obtained in these two graphs confirm each 

other shows the objectivity of the measurement processes performed. 

 

Figure 9 CPU - RAM Resource Usage (%) 

 

To complete the performance evaluation of the proposed blockchain structure, it was deemed necessary to determine how it 

utilizes computer resources during its operation. The measurements were performed on a computer equipped with an Intel(R) 

Xeon(R) E-2236 CPU @ 3.40GHz 3.41 GHz and 32 GB of RAM. For this reason, in Figure 9, the CPU and RAM resource 

utilization rates of the computer during the execution of blockchain transactions are measured and graphed. In the 

measurement, was aimed to measure the upper limits of the system by increasing the amount of work demand per unit time 

(TPS value). In the findings obtained, it was interpreted that the RAM capacity did not show a significant change and therefore 

remained constant. It was found that the processor power remained at similar values until 600 TPS and increased linearly 

after 700 TPS. These findings show us that the optimal upper limit of the system in terms of hardware is 800 TPS, just like 

in Figure 6 and Figure 7. 

5. Conclusion 

In this study, blockchain technology and machine learning algorithms are combined to propose a real-time prevention model 

that can detect anomalies that may occur in network traffic. The classification criteria, success values, and classification 

results of the algorithms used in the training are explained and demonstrated in detail. According to the results obtained, the 

Decision Tree algorithm has the most successful classification results among the tested algorithms. In the prepared blockchain 

structure, anomalies detected with the help of smart contracts are transferred to the blacklist chain. Standard requests continue 

their processes in the usual flow of network traffic. The performance measurements of these transactions have been 

meticulously measured and resource utilization has been measured and shown in the study. As the TPS value exceeded 500, 

an increase in error conditions, response delay times, and resource utilization was observed. When the security and 

decentralization contributions provided by the system are evaluated, it can be said that the results obtained are satisfactory. 

In future studies, we plan to improve the resource utilization and time performance of this system. We aim to minimize error 

rates by including optimization methods in our proposed model. 
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