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ABSTRACT
Aims: Diabetes mellitus is a metabolic disease caused by elevated blood sugar. If this disease is not diagnosed on time, it has 
the potential to pose a risk to other organs and tissues. Machine learning algorithms have started to preferred day by day in the 
detection of this disease, as in many other diseases. This study suggests a diabetes prediction approach incorporating optimized 
machine learning (ML) algorithms.
Methods: The framework presented in this study starts with the application of different data pre-processing processes. 
Random forest (RF), support vector machine (SVM), K-nearest neighbor (K-NN) and decision tree (DT) algorithms are used 
for classification. Grid search is utilized for hyperparameter optimization of algorithms. Different performance evaluation 
measures are used to find the algorithm that best predicts diabetes. PIMA Indian dataset (PID) is chosen for testing the 
experiments. In addition, it is investigated to what extent the attributes in the data set affect the result using Shapley additive 
explanations (SHAP) analysis.
Results: As a result of the experiments, the RF algorithm achieved the highest success rate with 89.06%, 84.33%, 84.33%, 
84.33% and 0.88% accuracy, precision, sensitivity, F1-score and AUC scores. As a result of the SHAP analysis, it is found that 
the “Insulin”, “Age” and “Glucose” attributes contributed the most to the prediction model in identifying patients with diabetes.
Conclusion: The hyperparameter optimized RF approach proposed in the framework of the study provided a good result in 
the prediction and diagnosis of diabetes mellitus when compared with similar studies in the literature. As a result, an expert 
system can be designed to detect diabetes early in real time using the proposed method.
Keywords: Machine learning, diabetes mellitus, data preprocessing, grid search, random forest
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INTRODUCTION
Diabetes mellitus (DM) is one of the diseases that threaten 
public health at significant rates. Insufficient or no insulin 
production in the body for any reason or insensitivity of 
body tissues to insulin causes diabetes.1 Symptoms such as 
dry mouth, nocturia, polyuria, polydipsia, loss of appetite, 
blurred vision, weight loss, itching, recurrent fungal 
infections are frequently seen in diabetic patients.2 DM can 
cause many problems in a person’s health due to the effects 
it creates. Common problems caused by diabetes include 
heart diseases, vascular diseases, vision loss, kidney failure, 
and nervous system diseases.3 According to published 
statistics, there are more than 500 million diabetics 
worldwide as of 2021. It is predicted that the incidence 
of DM will reach over 600 million in 2030 and over 700 
million in 2045. In 2021, DM caused over 6.5 million deaths 
in 2021.4 Therefore, early diagnosis of diabetes is essential 
procedure in terms of reducing the incidence of diabetes 
and reducing the problems that diabetes can cause.5

Received: 30.05.2023 ◆ Accepted: 11.07.2023 ◆ Published: 30.08.2023

In order to diagnose diabetes in the early period, it 
is done by examinations by health professionals and 
examining blood samples taken from patients in a 
laboratory environment.1 However, due to the fact that 
diabetes is a disease that progresses without showing 
many symptoms, it may not be clearly diagnosed at times. 
The artificial intelligence (AI), which is successfully used 
in the diagnosis and prediction of many diseases such as 
cancer, heart, skin, genetic and neurological disorders, 
can be used in the prediction of diabetes.6 In addition to 
learning from known data, AI is a structure that includes 
analytical algorithms and allows computers to perform 
many complex operations. In addition to learning from 
known data, AI is a structure that includes analytical 
algorithms and allows computers to perform many 
complex operations. The working areas of AI are shown 
in Figure 1. Machine learning (ML) is a field of AI that 
helps a computer learn with the data it uses, increases the 
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performance of systems, and uses mathematical models 
for these operations. These algorithms are critical for 
building a data model that predicts future states from 
known data. ML can be grouped supervised learning 
algorithms such as classification and regression process, 
unsupervised learning algorithms such as cluster analysis 
and reinforcement learning algorithms such as decision 
making. Neural network is type of ML algorithm created 
by modeling neural networks in the brain of living things. 
Deep learning is a kind of machine learning algorithm 
model that automatically creates the hierarchy of the 
presented data by using multi-layered neural networks as 
a model.7 ML contributes to the interpretation of health 
data, which is especially difficult to learn and cannot 
be analyzed by traditional statistical methods. While 
building ML algorithms, different hyperparameter sets 
should be tested and appropriate hyperparameters should 
be selected. The only way to determine them is through 
multiple experiments on models by selecting a set of 
hyperparameters. This process is called hyperparameter 
optimization. Choosing the right hyperparameters 
directly affects the performance of ML algorithms. 
Considering that there are tens of hyperparameters 
and tens of values that these hyperparameters can take 
for a ML algorithm, it is clear how difficult it would be 
to try all combinations one by one and choose the best 
combination. For ML algorithms, it is useful to use the 
hyperparameter optimization method to determine the 
best hyperparameters. Hyperparameter optimization 
is the process of finding the most appropriate 
hyperparameter combination according to the success 
metric determined for a ML algorithm.8 Therefore, 
hyperparameter optimization is an extremely useful 
process for building a successful model.

Figure 1. The working areas of AI

In this study, using a data set, an effective prediction 
model is proposed to determine whether a patient has 
diabetes with different ML algorithms. Within this scope, 
this study proposes an effective predictive diagnostic 
model for diabetes using four different supervised ML 
models predictive diagnosis approach for diabetes with 

the four ML algorithms optimized by grid search (GS) 
hyperparameter optimization. 

The ML algorithms used in the study are as follows: 
Decision Tree (DT), Support Vector Machine (SVM), 
K-Nearest Neighbor (K-NN) and Random Forest (RF).

In this study, the diagnostic performances of ML in 
diabetes are compared with each other to create an 
effective predictive model and the most successful 
method is tried to be determined.

Different performances criteria are used to determine 
the ML method that best detects diabetes.

Shapley additive explanations (SHAP) values are utilized 
to show the effect of attributes on model success.

LITERATURE SURVEY
The studies related to the prediction of DM are 
investigated, it is seen that many classification models 
have been proposed by using ML algorithms. One of the 
most common open datasets used for the prediction DM 
is the dataset named “Pima Indians Diabetes” (PID). One 
of the studies in which this dataset was included Birjais 
et al.9 has conducted. Gradient boosting (GB), logistic 
regression (LR), and naive Bayes (NB) classifiers were 
preferred to predict whether a person is diabetic. GB 
algorithm with 86% accuracy achieved the best result. 
Tigga et al.10 preferred LR, K-NN, SVM, NB, DT and RF 
algorithms. The 10-fold cross validation results are 77%, 
74.2%, 77%, 75.6%, 74.9% and 77.4%, respectively. Singh 
and Singh11 utilized a stacked ensemble approach for 
prediction of DM. The proposed model achieved 83.8% 
of accuracy. Lyngdoh et al.12 utilized K-NN, NB, SVM, 
DT and RF algorithms for prediction of DM. K-NN 
algorithm achieved 76% of accuracy. Kumari et al.13 

applied different ML algorithms for prediction process. 
Soft voting classifier (SVC) achieved of 79.08% accuracy 
Chang et al.14 suggested ML-based model for prediction 
of DM. RF algorithm achieved 82.26% of accuracy 
compared to other ML algorithms. Yakut15 utilized RF, 
Extra Tree Classifier and Gaussian Process Classifier for 
prediction of DM. RF achieved 81.71% of accuracy. 

METHODS
All procedures were carried out in accordance with the 
ethical rules and the principles of the Declaration of 
Helsinki. An open data set was used in this study. Thus, 
ethics committee approval was not obtained.

The suggested methodology for diagnosing diabetes 
is presented in this section. The flowchart of suggested 
predictive model for diabetes mellitus is shown in the 
Figure 2. The suggested model is starting with diabetes 
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dataset acquisition. Then, various data pre-processing 
process are performed. After data pre-processing stage, 
ML algorithms process is starting. In the next stage, 
the hyperparameters of ML algorithms is automatically 
selected by using GS approach. Then, using performance 
measure metrics, the ML algorithms are compared 
and the best classifier is determined for prediction of 
diabetes. At the last stage, the effect of the features on 
the result of the model with the best prediction rate is 
determined by SHAP analysis. All the experiments 
were conducted using a Jupyter Notebook (6.3.0)16 

environment running Phyton (3.8.8)17 on Windows 10. 
A personal computer used to run the simulation created 
in the study is equipped with an Intel Core i7 8750 CPU 
processor and 16 GB of memory. The simulation libraries 
are used as follows: Data pre-processing, data splitting, 
ML modelling, evaluation and plotting (sklearn, PyOD, 
Numpy, pandas, SciPy, matplotlib, skicitplot and 
seaborn).18

Figure 2. The flowchart of suggested predictive model for diabetes 
mellitus

Dataset
The approach developed within the scope of the study for 
the detection of DM is studied on the PIMA INDIANS 
(PIMA) data set. This dataset was originally created by 
the National Institute of Diabetes and Digestive and 
Kidney Diseases. It is open and accessible from the 
University of California, Irvine UCI AI repository. There 
are a total of 768 samples in the dataset, 500 from the 
non-diabetic class and 268 from the diabetic class. This 
dataset comprises eight independent and one output 
attributes. The output attribute has two classes, where ‘0’ 
represents non diabetic and ‘1’ represents diabetic.20

Data Pre-processing
Data preprocessing is the first stage to make the diabetes 
dataset raw data available for the prediction process. 
The data pre-processing stage consists of data cleaning, 
imputation, feature scaling and feature selection. In the 
data cleaning phase, operations such as cleaning the 
outliers detected in the data set, removing or completing 

the missing data are performed. These operations reduce 
the noise on the data. Table 1 presents the statistical 
characteristics of the attributes in the data set. When 
the dataset was examined, it was seen that there were 
no missing values in the dataset and some attributes 
had zero values. In general, the Glucose, Insulin, BMI 
and blood pressure range can never start from zero 
values. Therefore, imputation process is required to fill 
the missing values. Imputation is a technique to replace 
missing data with some substitute values   to preserve 
most of the data/information in the dataset.21 Values   
with missing data in the data set were filled using the 
mean and median values   of the features. In the next step, 
the feature scaling process is applied to the data sets 
whose missing data are completed. Feature scaling is one 
of the essential issues in preprocessing process before 
fitting it into the ML algorithms. This process can make 
a weak ML algorithm a better one. In this study, Min-
max scaling technique is utilized for feature scaling. The 
principle this technique is illustrated in Equation 1. In 
this method, the largest and smallest values in a data set 
are taken into account. All other data are normalized to 
these values.22

Table 1. The statistical characteristics of the attributes in the PIMA 
INDIANS Diabetes Dataset

Attributes Mean Std. Min Max Zero 
values 

Pregnancies 3.84 3.37 0 17 0
Glucose 120.89 31.97 0 199 5
Blood pressure 69.1 19.35 0 122 35
Skin thickness 20.53 15.95 0 99 227
Insulin 79.8 115.24 0 846 374
Body mass index 32 7.88 0.07 67.1 11
Diabetes pedigree function 0.47 0.33 21 2.42 0
Age 33.24 11.76 0 81 0

The last step is selection of relevant feature. This process 
aims to reduce the number of attributes when building 
a predictive model.19 In this study, the statistical 
correlations are used to identify critical features that 
could contribute significantly to ML algorithm and to 
achieve optimum performance. Correlation is utilized 
to measure the strength of the relationship between 
two attributes that are required in real life. Thus, it can 
predict the value of a variable with the help of other 
attributes associated with it. It is a type of bivariate 
statistics. The correlation matrix is   defined as a table 
of all bivariate or zero-order correlations between and 
among the attributes in the dataset.23 A correlation 
heatmap plot for feature selection is presented in Figure 
3. It depicts shows correlations between and among all 
relevant features.
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Figure 3. The correlation heatmap for feature selection

From the Figure 4, it can see a glimpse that the 
magnitude of correlation between “Outcome” output 
attribute and the independent attributes. The correlation 
coefficients are shown between output attribute and the 
independent attributes are shown in Figure 5. It can be 
clearly that the BP and DPF correlation sizes are less 
than “0.2” that is a low correlation with the outcome. 
Therefore, blood pressure (BP) and diabetes pedigree 
function (DPF) are eliminated from the primary diabetes 
dataset. Finally, after the feature selection process, the 
pregnancies, glucose, skin thickness (ST), insulin, body 
mass index (BMI) and age attributes are determined as 
the most relevant. 

Figure 4. The correlation coefficients are shown between output 
attribute and the independent attributes

Figure 5. AUC-ROC Curve

Splitting the Dataset
Data splitting divides existing data into two parts. 
The first is used as training data to build a predictive 
model while the other is used as test data to evaluate 
the performance. In this study, 10-fold stratified cross 
validation (SCV) method is utilized as data splitting 
approach. SCV is an enhanced version of the k-fold 
CV. In k-fold CV, the dataset is divided into k subsets 
of equal size and samples are randomly selected for 
each subset or layer. Each subset is used for testing 
in turn and the rest is used for the training set. The 
model is evaluated k times model which each subset 
is utilized once as the test. Nevertheless, each subset 
is stratified so they contain approximately the same 
proportion of class labels as the original dataset during 
using SCV. Thus, the variance between predictions 
is diminished and the mean estimate error becomes 
more reliable.24

Machine Learning Algorithms
Because of the preprocessing step and the training/test 
sets partition, we processed it to fit the ML algorithms. 
Therefore, this section discusses the multiple 
supervised learning algorithms selected in this study 
to classify individuals with and without diabetes. Four 
classification algorithms used for predictions: RO, 
DT, K-NN and SVM. Grid search approach is utilized 
to automatically select the best hyperparameter for 
the ML algorithms. DT builds a structure a decision 
tree using the attributes in the dataset. This algorithm 
is utilized to predict classes based on the values of the 
attributes in the dataset. The tree starts from a root 
node and branches according to the characteristic of 
the dataset. Each branch contains a link between a 
property and possible values   for that property. Each 
leaf node is associated with a class or output value. The 
K-NN algorithm looks at the K number of data points 
closest to that data point to estimate the class or value 
of a data point. SVM aims to find a function that can 
parse the training data using class labels. Since class 
labels are often called “yes-no” or “positive-negative”, 
the most appropriate separator between these 
expressions, namely the hyperplane. In other words, 
SVM two decisions maximizes the distance between 
the boundary and the optimal separator aims to find 
the hyperplane. RF is formed by combining many 
DT. Each tree is applied to a subset of the dataset 
and its outputs are combined to make classification. 
The algorithm creates decision trees by choosing a 
random subset of the variables in the dataset. This 
helps prevent overfitting and increases generalization. 
Also, each tree has a different structure due to the 
selection of different subsets, resulting in greater 
diversity.25
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Grid Search
Grid search approach is the one of most used 
hyperparameter optimization methods. It is a technique 
used in hyperparameter tuning to find the values that give 
the best performance in a given model. In this technique, 
the model is trained with all combinations of parameters 
given by the user, and it is an important process as the 
best parameters found affect the performance of the 
whole model. However, overfitting may occur during 
the optimization process. The overfitting problem can be 
reduced by applying the CV method. The CV technique 
trains a model with a dataset and tests it with various 
datasets. To determine the best combination of learning, 
Grid search with CV (GSCV) is utilized. Then, the set 
of parameter combinations with the highest accuracy is 
selected for each algorithm. After the selection of the best 
parameter set, the estimation process of the data begins. 
Using the k-fold CV technique, the dataset splits into 
training and testing part. 10-fold CV method is utilized 
in order to ten different sets of training and test. 10-fold 
CV method is utilized for each dataset to determine the 
average of diabetes prediction. With using the grid search 
and CV model together, hyperparameter optimization is 
obtained as a result of various experiments.26

Shapley Additive Explanations (SHAP) Analysis
Selecting the right algorithm with the right data has 
positive effect on the result in ML applications. ML 
algorithms takes the inputs and produce an output. 
Although the performance of the outputs can be 
measured by various techniques, the results are closed 
to make interpretation. In short, a black-box processed 
the data and produce an output. Explainable artificial 
intelligence methods can be applied to understand what 
is inside this black box mechanism. SHAP is one of these 
methods thar allows the ML model to be interpreted 
as a black box and not to be a black box. This method 
utilizes a game theory to identify ML algorithms. In this 
theory, the extent to which each player influences the 
game can be measured. In ML algorithms, it is possible 
to measure how much each attribute affects the result. In 
classification models using the SHAP technique, it can 
also be observed to what extent the features affect the 
result according to the classification type.27

Performance Evaluation Metrics
Evaluating the success of the models created in ML 
problems means determining the prediction success of 
the models. The confusion matrix is used to evaluate 
the relationship between the actual output values and 
the predicted values obtained after applying the models. 
From the confusion matrix, different performance 
metrics can be produced. The accuracy metric expresses 
the overall success of the model. Accuracy value, true 

number of classified samples divided by the total 
number of samples is obtained with. Precision, predicted 
positively how many of the values are actually positive 
metric showing diabetes disease. Also, the precision 
metric demonstrates the classifier’s ability to eliminate 
false positives. Recall is expressed as a measure of 
ability to predict TP. F1-score is utilized to express the 
balance between precision and recall. One of the success 
evaluation criteria of classification models is ROC 
(Region of Curve). It explains how good the algorithm is 
at predicting. The area under the ROC Curve (AUC) can 
be considered as a summary of model ability, in other 
words, model performance.28

RESULTS
The hyperparameters of each algorithm, their search 
ranges and best combinations of hyperparameters of 
algorithms are shown in Table 2.

Table 2. The hyperparameters of each machine learning algorithms, 
their search ranges and best combinations of hyperparameters of 
machine learning algorithms

Algorithm Hyperparameters Search Range Best 
Parameter

RF "N_estimators" [100, 200, 500,1000] 500
"Max_features" [3-7] 7
"Min_samples_split" [2-30] 5
"Max_depth" [3, 5, 8] 5
"Min_samples_leaf " [2-10] 5

K-NN "N_neighbors" [1-31] 5

DT "Max_feature" ["auto", "sqrt", "log2"] "log2"
"Ccp_alpha" [0.1, 0.01, 0.001] 0,01
"Max_depth" [5-9] 6
"Criterion" "entropy", "gini" "entropy"

SVM "C" [1, 10, 100, 1000] 10
"Gamma" [1, 0.1, 0.01, 0.001, 0.0001] 0,1
"Kernel" ["rbf ", "linear"] "rbf "

The prediction performances of used ML algorithms in 
DM diagnosis Table 3.

Table 3. The prediction performance of machine learning 
algorithms for diabetes mellitus
Algorithm Accuracy (%) Precision (%) Recall (%)  F1-Score (%)
RF 89.06 84.33 84.33 84.33
K-NN 85.94 81.01 77.99 79.47
DT 85.42 79.54 78.36 78.95
SVM 85.02 78.87 77.99 78.42

AUC-ROC is one of the performance metrics used to 
evaluate the success of ML algorithms that explains how 
much algorithm distinguish between classes. Figure 5 
illustrates the AUC-ROC curve for the ML algorithms. 
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DISCUSSION
Because diabetes is a worldwide public health threat, 
many researchers have motivated to develop ML 
applications to automate diabetes diagnosis as much 
as possible. In this study, different ML algorithms are 
used on a data set to detect diabetes. 10-fold SCV is 
used to for train-test split process. Hyperparameters 
of ML algorithms were determined by grid search 10-
fold CV method. Data preparation, data preprocessing, 
creation of ML algorithms, statistical analyzes were 
performed using the Python program and its libraries. 
This study aims to compare the performance four 
different ML algorithms for diabetes prediction. 
The results obtained in terms of performance 
evaluation criteria of ML algorithms are presented 
in Table 3 and Figure 5. In the first algorithm of 
this experiment is RF. In the RF algorithm, the result 
scored by applying GSCV method of best parameter 
the performance metrics of accuracy, precision, 
recall, F1-score and AUC-ROC is 89.06%, 84.33%, 
84.33%, 84.33% and 0.88 respectively. The results 
obtained with the best parameters as a result of the 
hyperparameter optimization process of the K-NN 
used as the second algorithm is 85.94% of accuracy, 
81.01% precision, 77.99% of recall, 79.47% of F1-score 
and 0.84 of AUC-ROC. The third ML algorithm used 
for diabetes prediction in the study is DT that shows 
85.42%, 79.54%, 78.36%, 78.95% and 0.84 scores for 
performance evaluation metrics, respectively. The 
final ML algorithm SVM tested in this experiment 
achieves 85.02% accuracy, 78.87% precision, 77.99% 
recall, 78.42% F1-score, and 0.83 AUC score. When 
comparing the classification rates of ML, RF shows the 
best predictive ability to predict diabetes.

Clinical decisions that can be taken with ML 
algorithms in the field of health are important for the 
lives of patients. It is useful to have both accurate and 
interpretable prediction models in these applications. 
Therefore, to interpret the model, the SHAP technique 
can be used to discover the importance of each feature 
in determining the predicted output. The model can be 
interpreted based on the SHAP values that explain the 
contribution of each feature to the prediction. Figure 
6 shows the feature importance for the prediction 
of DM, and the contribution of each attribute to the 
performance of the algorithm. This figure depicts the 
SHAP values for the RF algorithm with the highest 
prediction rate.

According to this graph, “Insulin”, “Age”, and “Glucose” 
attributes contributed the most to the prediction 
model in identifying patients with diabetes. It is seen 
that the least contributing attributes are “Pregnancies”, 
“BloodPressure” and “BMI”.

Figure 6. SHAP values of the RF algorithm

The comparison of the model proposed in this study 
with similar studies in the literature with the same data 
set are presented in Table 4. When similar studies in 
the literature are examined, it is seen that the models 
proposed for the prediction of DM reach accuracy rates 
between 75-90%. The GSCV-RF model proposed in this 
study also has a good prediction rate as a result of the 
comparison.

Table 4. Comparison of the suggested model with the similar 
studies in the literature
References Year Methods Accuracy 

(%)
Birjais et al.9 2019 GB 86
Sing & Sing11 2020 Stacked ensemble approach 83.8
Lyngdogh et al.12 2021 K-NN 76
Kumari et al13 2021 SVC 79.08
Chang et al.14 2022 RF 82.26
Yakut15 2023 RF 81.77
Our proposed GSCV+RF 89.06

The model suggested in this study was tested on an 
open access diabetes dataset. This situation is the most 
important limitation of our study. It is planned to predict 
the diabetes disease that may develop over time with 
high sensitivity and accuracy by using the clinical data, 
genetic data, past hospital visit data and current patient 
findings in the open access diabetes dataset that we used 
as a prototype in our study.

CONCLUSION
ML algorithms can enable the diagnosis of diseases by 
using datasets obtained in the field of health. In this study, 
an approach using ML algorithms for the diagnosis of 
diabetes, which is an important health problem worldwide, 
is proposed. The classification process is conducted by using 
four different ML algorithms on a diabetes dataset which is 
widely used in the literature. Since the data set used does not 
have a balanced bit structure, a series of data preprocessing 
steps were applied. The RF, K-NN, DT and SVM algorithms 
used in the study contain many hyperparameters. Choosing 
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the right combination of hyperparameters increases the 
success rate of ML algorithms. For this reason, GSCV 
method is used to select the most suitable hyperparameters 
of ML algorithms. The classification rates of the algorithms 
are evaluated with different performance criteria. As a 
result of the comparisons, the GSCV-RF model achieves 
the highest classification rate, with 89.06%, 84.33%, 
84.33%, 84.33% and 0.88 accuracy, precision, sensitivity, 
F1-score and AUC-ROC. In this study, unlike the studies in 
the literature, the extent to which the attributes in the data 
set affect the result is investigated using SHAP analysis. The 
order of importance of the qualities that have an impact 
on the success of the model has been revealed in terms of 
interpreting this established model from the perspective of 
a healthcare professional. As a result of this analysis, it can 
be concluded that “Insulin”, “Glucose”, “Age” parameters 
have significant place in the diagnosis of diabetes. In this 
study, an ML estimator tool is presented to identify diabetic 
and non-diabetic individuals with high accuracy. It is 
thought that hospitals or diabetes prevention programs can 
benefit from the suggested approach.
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