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ABSTRACT 
Human handwriting is used to investigate human characteristics in various applications, including but not 

limited to biometric authentication, personality profiling, historical document analysis, and forensic 
investigations. Gender is one of the most distinguishing characteristics of human beings. From this point forth, 

we propose a novel end-to-end model based on Convolutional Neural Network (CNN) that automatically 

extracts features from a given handwritten sample, which contains both handwritten text and numerals unlike 
the related work that uses only handwritten text and classifies its owner’s gender. In addition to proposing a 

novel model, we introduce a new dataset that consists of 530 gender-labeled Turkish handwritten samples since, 

to the best of our knowledge, there does not exist a public gender-labeled Turkish handwriting dataset. 

Following an exhaustive process of hyperparameter optimization, the proposed CNN featured the most optimal 
hyperparameters and was both trained and evaluated on this dataset. According to the experimental result, the 

proposed novel model obtained an accuracy as high as 74.46%, which overperformed the state-of-the-art 

baselines and is promising on such a task that even humans could not have achieved highly-accurate results for, 

as of yet. 
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1. Introduction 

Today's rapidly advancing technological world does indeed bring forth numerous security challenges. These technological 

advancements serve not only benign consumers but also, unfortunately, enable malicious entities. Authentication 

technologies are employed to address security concerns by verifying or recognizing a person's identity through various 

factors, including passwords and facial features. Biometric authentication is one of the authentication methods using 

inherence factors such as fingerprints, DNA (DeoxyriboNucleic Acid), face, or retina. The utilization of computers for human 

recognition based on physical and behavioral traits traces its origins to the digital computer revolution of the 1960s [1]. But 

even today, after more than 60 years, biometric studies remain fresh since new technologies require using more secure 

applications.  Gender detection, the ability to detect an individual's gender based on distinct physiological features and 

patterns, is also one of the biometric factors for authentication and forensic applications. In addition to this, human 

handwriting is used to investigate human characteristics in various applications, including but not limited to personality 

profiling [2], [3], historical document analysis [4], and forensic investigations [5], [6]. In areas like artificial intelligence (AI), 

computer vision, and human-computer interaction, precise gender detection becomes pivotal in crafting personalized and 

inclusive user experiences. Furthermore, gender detection can play a vital role in promoting fair representation and addressing 

biases, particularly within domains such as criminal justice and employment. For criminal justice, gender detection provides, 
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including but not limited to (𝑖) equitable treatment, (𝑖𝑖) risk assessment, (𝑖𝑖𝑖) victim identification, (𝑖𝑣) investigation and 

profiling, and (𝑣) evidence handling. Gender stands as the primary physiological and physical distinction among individuals. 

It influences how people perceive themselves and each other [7].  So, from hand use to brain functions, there are fundamental 

differences between genders [8]– [10]. The reasons behind its importance for human distinction can be listed as follows: (𝑖) 
social identity and cultural context, (𝑖𝑖) self-perception and identity formation, (𝑖𝑖𝑖) social interaction and communication, 

(𝑖𝑣) access to opportunities, (𝑣) representation, (𝑣𝑖) advocacy, (𝑣𝑖𝑖) psychological well-being, and (𝑣𝑖𝑖𝑖) historical 

significance. 

Drawing is the oldest communication tool, including the alphabet, digits, and traffic signs and has been used for centuries by 

various cultures as a means to convey ideas, stories, and information visually. A drawing consists of a lot of information 

about its creator, such as graphology, expressiveness, attention to detail, creativity, imagination, emotions, feelings, cultural 

and social influences, and communication style. Even having Alzheimer's or Parkinson's disease [11] is one of these conveyed 

information. Drawing differs between genders. Sex differences in drawings have been discussed by a number of researchers 

[12], [13]. Handwriting, as a biometric modality, offers an unobtrusive means of inferring gender-related attributes without 

the need for direct personal interaction. This capacity has sparked interest in a wide range of fields, including but not limited 

to psychology, forensics, linguistics, and AI. Examining the connection between handwriting patterns and the identification 

of gender offers valuable insights into how individuals encapsulate their identities within the very act of writing. The 

motivation behind this study is to explore the potential presence of gender differences in handwriting drawings. When we 

have reviewed the literature, we have found that there exist some studies on this topic [14]–[17]. 

In this paper, we explore the relationship between handwriting and gender. In other words, we classify an individual’s gender 

through handwriting. In order to verify the relation between handwriting and gender, we collected both handwritten Turkish 

sentences consisting of the whole letters in the Turkish alphabet and the numbers from zero to nine. After collecting the raw 

data, we digitized it and constructed a dataset for both handwritten numbers and text. Some image pre-processing methods, 

such as denoising and morphological operations, have been applied to the dataset. After the pre-processing of the dataset, we 

have proposed a novel Convolutional Neural Network (CNN) model that accepts the handwritten text and numerals as the 

input and generates the detected gender, which covers two classes, namely, (𝑖) male, and (𝑖𝑖) female. The deliberate design 

choice for the proposed model was to adopt a CNN structure, given that CNNs have consistently demonstrated state-of-the-

art performance across a spectrum of computer vision tasks. These tasks encompass a wide range, such as image 

classification, object detection, object tracking, medical image analysis, autonomous driving, facial recognition, and 

document analysis, among others. The main contributions of this article can be summarized as follows: 

 

• We propose a novel CNN model combining both handwritten text and numerals features as input. To the best of our 

knowledge, this is the first study that makes gender classification through a combination of handwritten text and 

numerals. 

• Thanks to proposing a model based on DNN, neither manual feature extraction nor manual feature selection was 

required. Instead, an end-to-end solution was proposed. 

• Since there does not exist a public gender-labeled Turkish handwritten dataset, we introduce a new dataset that 

consists of 530 gender-labeled Turkish handwritten samples as another contribution to the research field. 

• A comprehensive range of values for each hyperparameter was evaluated in automated manner to discover the most 

optimal combination of hyperparameters that yield the highest classification performance for the proposed model. 

• A wide range of widely used traditional Machine Learning (ML), and DNN models was employed as the baseline 

of the proposed CNN model. According to the experimental result, the proposed CNN model that yields both 

handwritten text and numerals obtained better accuracy, an accuracy as high as 74.46%, than the state-of-the-art 

baselines on a task that even humans could not have achieved highly-accurate results for, as of yet [18]. 

 

The remaining of the paper is organized as follows: Section 2 briefly reviews the related work. Section 3 outlines the materials 

and methods employed in this study. In Section 4, we present the experimental results and engage in discussions surrounding 

them. Lastly, Section 5 encapsulates the paper by drawing conclusions and suggesting potential avenues for future 

exploration. 

2. Related Work 

There exist studies that deal with gender classification through English, French, and Arabic text, while studies dealing with 

gender classification for handwritten Turkish text lack in the research field. To the best of our knowledge, there does not 

exist a study that makes gender classification from handwritten Turkish text. In an early study, Koppel et al. [19] introduced 

a method rooted in a variant of Exponential Gradient for gender classification using documents sourced from the British 

National Corpus (BNC). Each individual document extracted was delineated by a feature vector encapsulating distinctive 

characteristics. The dimensionality of these feature vectors was reduced by the elimination of the irrelevant features. 

According to the experimental result, the proposed model obtained an accuracy of approximately 80%. 
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Liwicki et al. [20] proposed a model for detecting gender and handedness from online handwriting. In terms of gender 

detection, they covered two classes, namely, (𝑖) male, and (𝑖𝑖) female. Regarding handedness detection, they covered left- 

and right-handedness. To this end, they employed two models: (𝑖) The proposed first model employed Support Vector 

Machine (SVM), and (𝑖𝑖) the other model employed Gaussian Mixture Model (GMM). These proposed models were trained 

and evaluated on the IAM-OnDB, an English handwriting dataset consisting of more than 200 writers with eight handwritten 

texts per writer which were acquired from a whiteboard. Despite that, the authors used only 100 of them for the training of 

the gender classifier and 30 of them for the training of the handedness classifier. The gender detection model was evaluated 

on a set of 50 writers. The obtained accuracy values on this subset were 67.06% and 62.19% when GMM and SVM were 

employed for the classification, respectively. The handedness classification model was evaluated on a set of 30 writers. The 

obtained accuracy values on this subset were 62.57% and 84.66% when GMM and SVM were employed for the classification, 

respectively. The limitations of this study are as follows: (𝑖) Both classifiers were trained on a small dataset despite having a 

relatively large dataset, and (𝑖𝑖) more complex ML models such as Deep Neural Networks (DNNs) were not employed in 

addition to the employed traditional ML models. 

Gattal et al. [21] proposed a handwriting analysis-based gender classification model using Cloud of Line Distribution 

(COLD) and Hinge features, which were coupled with two SVM classifiers. The proposed model was evaluated on a subset 

of the QUWI dataset, which consisted of 1,000 samples. The constructed subset was split as follows: 500 samples were used 

for the training, 250 samples were used for the validation, and the remaining 250 samples were used for the testing. The 

proposed model obtained an accuracy of 73.60% on the test set. 

Morera et al. [22] introduced a CNN-based model for gender and handedness classification. This model was applied to two 

publicly available handwriting datasets: (𝑖) the IAM dataset, containing English text, and (𝑖𝑖) the KHATT dataset, containing 

Arabic text. The experimental findings revealed that the proposed model achieved an accuracy of 80.72% for gender 

classification on the IAM dataset. As for the KHATT dataset, the accuracy of the proposed model was calculated at 68.90%. 

Rabaev et al. [23] proposed a DNN for gender classification from handwriting images. In this study, they investigated cross-

domain transfer learning with ImageNet [24] pre-training. The experiments were carried out on two datasets, namely, (𝑖) the 

QUWI dataset, and (𝑖𝑖) a new dataset of documents in Hebrew script. They experimented with various DNNs and 

demonstrated that advanced DNNs outperformed traditional ML algorithms. 

Al Maadeed and Hassaine [25] proposed a gender classification approach from offline documents using two approaches as 

follows: (𝑖) All subjects wrote the same text, and (𝑖𝑖) each subject wrote a different text. They extracted a number of features 

based on shape, including but not limited to curvatures, chain codes, and stroke orientations. They employed two 

classification algorithms, namely, (𝑖) Random Forest, and (𝑖𝑖) Kernel Discriminant Analysis (KDA). The proposed model 

underwent evaluation on the QUWI dataset through a series of diverse experiments involving Arabic texts, English texts, and 

a merged amalgamation of the two. According to the experimental result, an accuracy of 72.30%, was obtained when the 

proposed model employed KDA when documents from both languages were combined and the handwritten texts of subjects 

were the same. 

Bouadjenek et al. [26] introduced a gender classification methodology utilizing handwriting samples. Their approach was 

founded on a fusion of Histogram of Oriented Gradients (HOG) and SVM. While HOG was employed to extract relevant 

features, SVM was leveraged for classification purposes. This proposed model underwent evaluation using two distinct 

datasets: (𝑖) the IAM dataset and (𝑖𝑖) the KHATT dataset. Based on experimental findings, the proposed model achieved a 

precision of 75.45% on the IAM dataset and a precision of 68.89% on the KHATT dataset. 

Siddiqi et al. [27] proposed a gender classification of handwriting based on slant/orientation, roundedness/curvature, 

neatness/legibility, and writing texture features. They employed ANN and SVM for the classification. The proposed classifiers 

were evaluated on the QUWI and MSHD datasets. According to the experimental result, the proposed model that employed 

SVM obtained an accuracy of 68.75% for the QUWI dataset and an accuracy of 73.02% for the MSHD dataset when slant 

and curvature features were used. 

Akbari et al. [28] introduced a gender classification methodology using handwriting images. This method initially transforms 

each image into a texture representation, which is then decomposed into multiple subbands at different levels. These subbands 

are subsequently utilized to create Probabilistic Finite State Automata (PFSA) for generating feature vectors. For 

classification purposes, they applied both SVM and NNs. The proposed models were trained and evaluated on the QUWI and 

MSHD datasets. According to the experimental result, the proposed NN obtained the best accuracy, an accuracy of 79.30% 

on the QUWI dataset. When it comes to the MSHD dataset, the proposed model based on SVM obtained the best accuracy, an 

accuracy of 79.90%. 

Bouadjenek et al. [29] proposed a gender classification model for handwriting images. They employed HOG and Local 

Binary Patterns (LBP) as feature extractors and SVM as the classifier. The experiments were carried out on the IAM dataset. 

According to the experimental result, the proposed model based on HOG obtained an accuracy of 74%. 

Youssef et al. [30] proposed a gender classification model based on the combination of Wavelet Domain Local Binary Patterns 
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(WD-LBP) and SVM. They trained and evaluated their model on a subset of the QUWI dataset, which consists of documents 

in English, and Arabic. According to the experimental result, the proposed model obtained an accuracy of 74.30%. 

Illouz et al. [18] proposed a CNN-based model for gender classification using handwriting data. This model comprised six 

layers: Four convolutional layers, succeeded by a Dense layer and a softmax output layer. The proposed classifier underwent 

evaluation on their proprietary dataset, namely, HEBIU, encompassing a total of 810 samples in Hebrew and English 

collected from 405 subjects. Through a series of experiments, the highest accuracy achieved was 82.89%. Notably, this peak 

accuracy was attained when the model was trained on Hebrew samples and evaluated on English samples. Unlike our model, 

this model yielded 200 patches extracted from each handwriting sample. 

Maken and Gupta [31] proposed an ensemble approach that employed SVM, Logistic Regression (LR), and k-Nearest 

Neighbor (kNN) for automated classification of gender from handwriting using the landmarks of differences between genders. 

They used the shape of the visual appearance of the handwriting for extracting features of the handwriting such as slanteness 

(direction), area, and perimeter. The proposed model was evaluated on the dataset of the ICDAR 2013 Gender Prediction 

Competition, which comprised 282 writers with 2 samples per writer. According to the experimental result, the proposed 

model obtained an accuracy of 65.71%. 

Table 1 lists a comparison of the related work in terms of employed technique(s), used dataset(s), covered language(s), content 

type, and obtained gender classification accuracy. 

 

Table 1 A comparison of the related work 

Related 

Work 

Employed 

Technique(s) 
Used Dataset(s) 

Covered 

Language(s) 

Content Type Classification 

Accuracy 

[19] Exponential Gradient A subset of BNC English Handwritten text ~80% 

[20] SVM, and GMM IAM-OnDB English Handwritten text 67.06% 

[21] 

COLD and Hinge 

features coupled with 

SVM 

A subset of 

QUWI 

English, and 

Arabic 
Handwritten text 73.60% 

[22] CNN 
IAM, and 

KHATT 

English, and 

Arabic 
Handwritten text 

80.72% (IAM) 

68.90% 

(KHATT) 

[23] CNN 

QUWI, and a 

dataset of 

documents in 

Hebrew script 

English, Arabic, 

and Hebrew 
Handwritten text 𝑁/𝐴 

[26] HOG, and SVM 
IAM, and 

KHATT 

English, and 

Arabic 
Handwritten text 

75.45% (IAM) 

68.89% 

(KHATT) 

[27] ANN, and SVM 
QUWI, and 

MSHD 

English, French, 

and Arabic 
Handwritten text 

68.75% (QUWI) 

73.02% (MSHD) 

[28] PFSA, SVM, and NN 
QUWI, and 

MSHD 

English, French, 

and Arabic 
Handwritten text 

79.30% (QUWI) 

79.90% 

(MSHD) 

[30] WD-LBP, and SVM 
A subset of 

QUWI 

English, and 

Arabic 
Handwritten text 73.40% 

[29] HOG, LBP, and SVM IAM-OnDB English Handwritten text 74% 

[18] CNN HEBIU 
Hebrew, and 

English 
Handwritten text 82.89% 

[31] SVM, LR, and kNN ICDAR 2013 
English, and 

Arabic 
Handwritten text 65.71% 

[32] CNN 

ICDAR 2013, 

IAM-OnDB, and 

KHATT 

English, and 

Arabic 
Handwritten text 

71.8% (ICDAR 

2013), 76.1% 

(IAM), 74.1% 

(KHATT) 

Proposed 

work 

Image preprocessing, 

and CNN 

Own dataset, 

and IAM-OnDB 

Turkish, and 

English 

Handwritten 

text and 

numeral 

𝟕𝟒. 𝟒𝟔% 

(proprietary 

dataset) 

𝟔𝟖. 𝟏𝟏% (IAM-

OnDB) 
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Xue et al. [32] proposed ATP-DenseNet, an attention-based two-pathway Densely Connected Convolutional Neural Network 

to identify the gender of handwriting. More specifically, they proposed three models based on this architecture as follows: 

(𝑖) ATP-DenseNet-121, (𝑖𝑖) ATP-DenseNet-169, and (𝑖𝑖𝑖) ATP-DenseNet-201. The proposed models were evaluated on three 

widely used datasets, namely, (𝑖) ICDAR 2013, (𝑖𝑖) IAM, and (𝑖𝑖𝑖) KHATT. According to the experimental results, ATP-

DenseNet-169 obtained accuracy scores of 71.8%, 76.1%, and 74.1% on the ICDAR 2013, IAM-OnDB, and KHATT datasets, 

respectively. 

Unlike the related work, the proposed model (𝑖) utilizes both handwritten text and numeral while the related work utilizes 

only handwritten text, (𝑖𝑖) was finalized through an extensive task of optimization task, and (𝑖𝑖𝑖) to the best of our knowledge, 

is the only study that covers Turkish. 

3. Material and Method 

In this section, we describe the details of (𝑖) how the used dataset was constructed and which preprocessing techniques were 

employed, (𝑖𝑖) the software stack used for the implementation of the proposed models, (𝑖𝑖𝑖) the proposed novel models for 

gender classification, and (𝑖𝑣) the employed evaluation metrics to evaluate the performance of the proposed models. 

3.1 Dataset Preparation 

To the best of our knowledge, there does not exist a public handwritten Turkish text/numerals dataset that is labeled with the 

corresponding gender. Therefore, we constructed our own dataset through a designed form that was filled out by each 

volunteer. We have collected a total of 530 handwriting samples. Of these samples, 330 were male, 195 were female, and 

gender was not specified in 5 of them. Each form collected from volunteers is a single shape of paper that has a size of 𝐴4. 

While ordering the samples, a single type of research form was replicated from the same device was used. Each volunteer 

filled out the form with a single type of pen with a 0.9 mm 2𝐵 tip while sitting on a chair on a table. The parts that were 

required to be filled in handwriting in the form consist of two parts, namely, (𝑖) text, and (𝑖𝑖) numbers, which were separated 

from each other by frames. The details regarding the information requested from the volunteers via the provided research 

form are listed in Table 2. Some sample handwritten text and numerals from the constructed dataset are presented in Figure 

1, and Figure 2, respectively. 

 

Table 2 The details regarding the information requested from the volunteers via the provided research form. 

 

Information Data Type Values 

Age range Categorical 15 − 17, 18 − 21, 22 − 29, 30 − 50, and 50 + 

Educational 

status 
Categorical 

𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛, 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛, 

ℎ𝑖𝑔ℎ 𝑠𝑐ℎ𝑜𝑜𝑙, 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒 𝑑𝑒𝑔𝑟𝑒𝑒, 𝑢𝑛𝑑𝑒𝑟𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒, 

and 𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒 

 
Figure 1 Some handwritten text samples from the constructed dataset 

     

 
Figure 2 Some handwritten numeral samples from the constructed dataset 
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Additionally, volunteers were asked to fill in the text and numbers in the frame with their handwriting in a single line. The 

sample text used in this study consists of a sentence containing all 29 letters in Turkish. Regarding the numerical data to be 

filled, the volunteers were asked to write all the numbers in a single line. In the next step, each form was given an id number 

according to the collection order. These forms were scanned by 600 DPI TA Triumph-Adler 4555i printer, in color mode and 

PDF, at a high resolution of 1654 𝑥 2338. Each page in the PDF has been converted to PNG format and named according to 

their id numbers and folders according to gender. To separate the text and numbers of each image in the folder, the coordinates 

were determined and cut by an implemented Python script that employed pdf2image [33], OpenCV [34], and pandas [35], 

[36] libraries to this end. The information in the form (such as age, and gender) was labeled with the id values and turned 

into categorical data. Then, the data were categorized and folded, and made ready for the preprocessing steps thanks to 

another implemented Python script. The process of constructing and preparing the novel dataset to be ready to be yielded 

into the proposed neural network is presented in Figure 3. 

 

 
Figure 3 The process of constructing and preparing the novel dataset 

 

 
Figure 4 The distribution of collected handwriting samples by gender and content type 
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Similar to the approach by Illouz et al. [18], each handwriting sample was divided into square-shaped patches of 100𝑥100 

pixels thanks to the implemented Python script as the widely-used pre-trained CNNs such as ResNet50V2, InceptionV3, and 

MobileNetV2 do work with the square-shaped (e.g., 32𝑥32, 75𝑥75, 299𝑥299) input, too. This operation also helped to keep 

the computational effort feasible. Then, each patch was mapped with the gender of the handwriting sample. Because of this 

process, the novel dataset was constructed. The distribution of the constructed dataset by gender and content type is presented 

in Figure 4.  

Two rules were followed during the construction of the balanced dataset from the constructed dataset: (𝑖) A handwritten text 

sample and a handwritten numerals sample were collected for each volunteer, and (𝑖𝑖) the same number of samples per gender 

were collected to construct a balanced dataset. Consequently, the constructed balanced dataset consisted of 928 handwritten 

text and 928 handwritten numerals per gender. The distribution of the constructed balanced dataset is given in Table 3. 

Table 3 The distribution of the constructed balanced dataset 

Gender Text Numerals Total 

𝑀𝑎𝑙𝑒 928 928 1,856 

𝐹𝑒𝑚𝑎𝑙𝑒 928 928 1,856 

Total 1,856 1,856 3,712 

3.2 Software Stack 

The entire software used for this study was implemented in the Python programming language and was powered by open-

source technologies. Keras [37] was opted for the implementation of the proposed DNNs since being a high-level interface 

for the implementation of DNNs. Other advantages of Keras can be listed as follows: (𝑖) seamless integration with other 

state-of-the-art data science frameworks, (𝑖𝑖) support to wide range of applications, including but not limited to computer 

vision, natural language processing, and plotting, and (𝑖𝑖𝑖) transferability as the models constructed using Keras can be easily 

transferred to various deep learning framework thanks to its modular design. The up-to-date version of Keras supports two 

deep learning backends, namely, (𝑖) TensorFlow [38], and (𝑖𝑖) Theano. The selection of TensorFlow as Keras' backend arose 

from the developer's (Keras' creator) recommendation [39], owing to its ability to deliver high-performance and scalable 

capabilities. NumPy [40] and pandas [36], two widely-used Python libraries that TensorFlow depends on, were employed for 

the data manipulation and analysis of multi-dimensional matrices and numerical tables, respectively. In managing dataset 

operations such as partitioning into subsets based on the predefined ratio, data preprocessing tasks, and assessing the 

classification performance of the proposed models, a widely-used Python library, namely, scikit-learn [41] was employed. 

Matplotlib [42] was employed for the visualization of the experimental result. The details of the used software stack are listed 

in Table 4. 

 

Table 4 The details of the used software stack 

Software Version 

Operating System 𝑚𝑎𝑐𝑂𝑆 𝑀𝑜𝑛𝑡𝑒𝑟𝑒𝑦 12.5 

𝑃𝑦𝑡ℎ𝑜𝑛 3.8.13 

𝐾𝑒𝑟𝑎𝑠 2.8.0 

𝑇𝑒𝑛𝑠𝑜𝑟𝐹𝑙𝑜𝑤 2.8.0 

𝑁𝑢𝑚𝑃𝑦 1.21.5 

𝑝𝑎𝑛𝑑𝑎𝑠 1.4.2 

𝑠𝑐𝑖𝑘𝑖𝑡 − 𝑙𝑒𝑎𝑟𝑛 1.0.2 

3.3 Proposed Model 

We propose two novel CNN models for the gender prediction problem through the given handwriting samples: (𝑖) The first 

model makes gender prediction through the given both handwritten text and numerals, and (𝑖𝑖) the second model makes 

gender prediction through the given handwritten text. Each proposed novel CNN model is described in the following 

subsections. 

3.3.1 Proposed Two-Channel Model 

The proposed two-channel model yields grayscale handwritten text and numerals in order to output its writer’s gender into 

two classes, namely, (𝑖) male, and (𝑖𝑖) female. To the best of our knowledge, this is the first gender prediction model that 

inputs handwritten numerals alongside handwritten text. The proposed two-channel model consisted of 21 layers as follows: 

Each channel is identical and consists of 9 layers. The model started with a Convolutional (denoted with Conv2D) layer, 

tasked with performing convolution operations on the provided input. This layer employed 16 filters and utilized a kernel 

size of (3,3). Then, a Batch Normalization (denoted with Batch Norm.) layer was employed to normalize the activations of 
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previous layers. Subsequently, a Max Pooling layer with a pool size of (2,2) was applied to gradually diminish the spatial 

dimensions of the representation, ultimately leading to a reduction in the network's parameter count and computational 

workload [43]. Following this Max Pooling layer, a Dropout [44] layer with a dropout rate of 0.5 was employed to randomly 

drop neurons from the network, which eventually helps to prevent the well-known problem of DNNs, namely, the 

“overfitting”. The second Conv2D layer with 32 filters and a kernel size of (5, 5) succeeded the Dropout layer. Similar to 

the first Convolutional layer, a Batch Norm., a Max Pooling with a pool size of (2, 2), and a Dropout layer with a dropout 

rate of 0.5 succeeded the second Conv2D layer. As the final layer of each channel, a Global Max Pooling layer was utilized 

as the final layer, serving to consolidate activations across spatial locations and generate a vector of fixed size, which is 

common in several state-of-the-art CNNs [45]. A Concatenation layer was employed to concatenate the outputs of the 

channels. Another Dropout layer, but with a dropout rate of 0.6 followed the concatenation operation. Finally, a Dense layer, 

which is a deeply (fully) connected neural network component, with the sigmoid activation function was employed to output 

the predicted gender. The Rectified Linear Unit (ReLU) [46] was employed as the activation function of the Conv2D layers 

to avoid the vanishing gradient problem as a result of some other activation functions [47]. The default kernel initialization 

option of Keras, namely, Glorot (a.k.a. Xavier) Uniform, was employed as the kernel initializer of the employed Conv2D 

layers. Given that the handled problem is a binary classification task, the Binary Cross-Entropy was employed as the loss 

function of the model to calculate the loss after each epoch. The Adadelta [48] was employed as the optimization algorithm 

of the model to minimize the obtained loss by adjusting the attributes, namely, (𝑖) weight, and (𝑖𝑖) bias. An overview of this 

model is presented in Figure 5. Table 5 lists each layer of the proposed two-channel model along with the hyperparameters 

that were utilized. 

 

 
Figure 5 An overview of the proposed novel two-channel CNN model 
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Table 5 The layers of the proposed novel two-channel CNN model along with their corresponding hyperparameters 

# Layer Type Hyperparameters 

1 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 16 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

2 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

3 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

4 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

5 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 32 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

6 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

7 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

8 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

9 𝐺𝑙𝑜𝑏𝑎𝑙 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝑁/𝐴 

10 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 16 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

11 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

12 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

13 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

14 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 32 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

15 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

16 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

17 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

18 𝐺𝑙𝑜𝑏𝑎𝑙 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝑁/𝐴 

19 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒 𝑁/𝐴 

20 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

21 𝐷𝑒𝑛𝑠𝑒 
- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑖𝑡𝑠: 1 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 

3.3.2 Proposed Single-Channel Model 

This model was intentionally proposed to be able to benchmark a CNN on a gold standard dataset as, to the best of our 

knowledge, there does not exist a handwritten gender dataset that contains both text and numeral. The proposed two-channel 

model consisted of 9 layers as follows: The model starts with a Conv2D layer with 32 filters and a kernel size of (3, 3). Then, 

a Batch Norm., a Dropout layer with a dropout rate of 0.5, and a Max Pooling layer with a pool size of (2, 2) was employed, 

respectively. A second Conv2D layer followed this Max Pooling layer. Then, similar to the first Conv2D layer, a Dropout 

layer with a dropout rate of 0.5, and a Max Pooling layer with a pool size of (2, 2) was employed, respectively. Then, a 

Global Max Pooling layer was employed to aggregate the activations of spatial locations. Then, another Dropout layer with 

a dropout rate of 0.5 was employed. Finally, a Dense layer with a unit size of 1 and the sigmoid activation function was 

employed for the gender classification. Similar to the proposed two-channel model, (𝑖) ReLU was employed as the activation 

function, (𝑖𝑖) the optimization of the model through the backpropagation was carried out on the Adadelta optimization 

algorithm, and (𝑖𝑖𝑖) the Binary Cross-Entropy was employed as the loss function of the model. An overview of this single-

channel model is presented in Figure 6. Table 6 lists each layer of the proposed single-channel model along with the 

hyperparameters that were utilized. 
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Figure 6 An overview of the proposed novel single-channel CNN model 

 

Table 6 The layers of the proposed novel single-channel CNN model along with their corresponding hyperparameters 

 

# Layer Type Hyperparameters 

1 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 32 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

2 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

3 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.3 

4 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

5 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 64 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

6 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

7 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.3 

8 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

9 𝐺𝑙𝑜𝑏𝑎𝑙 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝑁/𝐴 

10 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.3 

3.4 Evaluation Metrics 

𝐷𝑒 − 𝑓𝑎𝑐𝑡𝑜 standard metrics to evaluate the performance of classifiers, namely, 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑟𝑒𝑐𝑎𝑙𝑙 (a.k.a. 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦), and 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 were employed to assess the classification performance of the proposed model. Let 𝑃 denote 

positives, referring to the samples labeled with the target class, and 𝑁 represent negatives, signifying the samples labeled 

with the complementary class of the target. 𝑇𝑃, 𝑇𝑁, 𝐹𝑃, and 𝐹𝑁 denote correctly predicted positives, correctly predicted 

negatives, positives incorrectly predicted as negative, and negatives incorrectly predicted as positive, respectively. 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

is the proportion of the correctly predicted samples to all samples. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 is defined as the proportion of accurately 

predicted positive instances to the total number of instances predicted as positive. 𝑅𝑒𝑐𝑎𝑙𝑙 is the ratio of correctly predicted 
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positive instances to the total number of actual positive instances. 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 is the harmonic mean of the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 

𝑟𝑒𝑐𝑎𝑙𝑙 and is more useful than accuracy when the used dataset is imbalanced. The equations of  𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 

𝑟𝑒𝑐𝑎𝑙𝑙, and 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 are given in Eq. 1. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

(1) 

 

When it comes to the evaluation of the proposed model, we employed a confusion matrix, which is a specific table that 

visualizes the classification performance of classifiers. In the confusion matrix, every row corresponds to the count of samples 

in the true class, and each column corresponds to the count of samples in the predicted class. 

4. Experimental Results and Discussion 

In the following subsections, the hyperparameter optimization, the training and evaluation of the proposed models, and the 

discussion in the light of experimental results are described. 

4.1 Hyperparameter Optimization 

Hyperparameters are the parameters of a DNN model that impact the learning process and are determined through empirical 

tuning [39], [49]. More specifically, the hyperparameter optimization task provides various improvements to the neural 

network such as performance enhancement, generalization improvement, faster convergence, resource efficiency, robustness, 

and exploratory analysis. Both proposed models were trained under the same hyperparameters which were finalized as a 

result of automatized hyperparameter optimization task. Throughout this task, an extensive set of values for each 

hyperparameter was assessed to uncover the optimal combination of hyperparameters as they are listed in Table 7, where the 

obtained best value for each hyperparameter is given in bold. Despite encompassing a wide range of hyperparameters, the 

employed hyperparameter optimization task remained efficient and streamlined due to its automated nature. To be more 

specific, the proposed models utilized a widely-recognized technique known as 𝐻𝑦𝑝𝑒𝑟𝑏𝑎𝑛𝑑 [50] as the optimization 

algorithm. The optimization objective was defined as the accuracy achieved on the validation set. A subset of 20% from the 

training set was allocated for use as the validation set. As listed in Table 7, several widely-used optimization algorithms, 

namely, (𝑖) 𝐴𝑑𝑎𝑝𝑡𝑖𝑣𝑒 𝑀𝑜𝑚𝑒𝑛𝑡 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 (𝐴𝑑𝑎𝑚) [51], (𝑖𝑖) 𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝑃𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 (𝑅𝑀𝑆𝑝𝑟𝑜𝑝) [52], (𝑖𝑖𝑖) 
𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝐷𝑒𝑠𝑐𝑒𝑛𝑡 (𝑆𝐺𝐷) [53], and (𝑖𝑣) 𝐴𝑑𝑎𝑑𝑒𝑙𝑡𝑎 were evaluated as the optimization algorithms. The 

𝐴𝑑𝑎𝑑𝑒𝑙𝑡𝑎 was employed as the optimization of the proposed model as a result of the employed hyperparameter optimization. 

Several widely-used activation functions, namely, (𝑖) 𝑅𝑒𝑐𝑡𝑖𝑓𝑖𝑒𝑑 𝐿𝑖𝑛𝑒𝑎𝑟 𝑈𝑛𝑖𝑡 (𝑅𝑒𝐿𝑈), (𝑖𝑖) 
𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙 𝐿𝑖𝑛𝑒𝑎𝑟 𝑈𝑛𝑖𝑡 (𝑒𝐿𝑈), (𝑖𝑖𝑖) 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐 𝑅𝑒𝐿𝑈 (𝑃𝑅𝑒𝐿𝑈), (𝑖𝑣) 𝐿𝑒𝑎𝑘𝑦 𝑅𝑒𝐿𝑈, (𝑣) 𝑡𝑎𝑛ℎ, and (𝑣𝑖) 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 were 

evaluated as the activation functions. The ReLU was employed as the activation algorithm of the proposed models as a result 

of the employed hyperparameter optimization. Regarding the 𝑑𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒, an assessment encompassed a set of 0.2, 0.3, 

0.4, 0.5, and 0.6. The range of 3 to 10 was scrutinized for the number of folds (𝑘 value). Additionally, evaluations were 

conducted for both 𝑘𝑒𝑟𝑛𝑒𝑙 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 and 𝑏𝑖𝑎𝑠 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦, considering the set of 1𝑥𝑒−5, 

1𝑥𝑒−6, 1𝑥𝑒−7, and 1𝑥𝑒−8. The 𝑏𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 underwent evaluation using the set of 16, 32, 64, 128, and 256. 

 

Table 7 The evaluated values of the employed hyperparameters during the optimization. The obtained best values were 

given in bold 

Model Evaluated Values 

𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒 for Conv. layers 0.2, 0.3, 0.4, 0.5, 𝟎. 𝟔 

𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒 for the Dense layer prior to final 0.2, 0.3, 0.4, 0.5, 𝟎. 𝟔 

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑹𝒆𝑳𝑼, 𝑒𝐿𝑈, 𝑃𝑅𝑒𝐿𝑈, 𝐿𝑒𝑎𝑘𝑦 𝑅𝑒𝐿𝑈, 𝑡𝑎𝑛ℎ, 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 

𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝐴𝑑𝑎𝑚, 𝑅𝑀𝑆𝑝𝑟𝑜𝑝, 𝑆𝐺𝐷, 𝑨𝒅𝒂𝒅𝒆𝒍𝒕𝒂 

𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒 𝟑, 5, 7, 9 

𝐾𝑒𝑟𝑛𝑒𝑙 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 1𝑥𝑒−5, 1𝑥𝑒−6, 𝟏𝒙𝒆−𝟕, 1𝑥𝑒−8 

𝐵𝑖𝑎𝑠 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 1𝑥𝑒−5, 1𝑥𝑒−6, 𝟏𝒙𝒆−𝟕, 1𝑥𝑒−8 

𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝟏𝒙𝒆−𝟑, 5𝑥𝑒−3, 1𝑥𝑒−4, 1𝑥𝑒−5, 1𝑥𝑒−6 

𝐵𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 16, 32, 𝟔𝟒, 128, 256 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑜𝑙𝑑𝑠 3, 4, 𝟓, 6, 7, 8, 9, 10 
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4.2 Model Training and Evaluation 

The training setup of a neural network is crucial to ensure that the network is optimized for achieving its highest performance 

potential. Its proper design and configuration influence every aspect of neural network’s performance, from accuracy and 

efficiency to generalization and robustness. A properly configured training can make the difference between a neural network 

that struggles to learn and one that excels at its intended task. A well-trained NN should neither overfit nor underfit. In the 

following subsections, the training and evaluation of the proposed models are described. 

4.2.1 Two-Channel Model 

The training of each proposed model was started with the Early Stopping callback, which is responsible for stopping the 

training when the model stops learning. In pursuit of this objective, two parameters are utilized in the following manner: (𝑖) 
The monitored criterion, and (𝑖𝑖) the number of epochs that the callback waits before cessation, also known as "patience." 

Specifically, the achieved validation loss was designated as the monitored criterion, and a patience value of 10 epochs was 

established. 

A subset comprising 20% of the entire dataset, totaling 372 samples, was set aside as the test set. This subset was employed 

to evaluate the classification performance of the proposed model. The remaining dataset was employed for both training and 

validation using the Stratified 𝑘-Fold Cross Validation technique, a specialized form of 𝑘-Fold Cross Validation that divides 

the entire dataset into 𝑘 folds while maintaining the proportional distribution of samples for each class. The value of 𝑘 was 

determined as 5 based on experimental results from the employed hyperparameter optimization. This indicates that the 

training set was divided into 5 folds, with the initial fold serving as the validation set and the remaining 4 folds being utilized 

for training purposes. This process was repeated 5 times to utilize the entire dataset for both training and validation purposes. 

Under this configuration, the training of the two-channel model was continued for 97 epochs until the employed Early 

Stopping callback stopped the training. An accuracy as high as 74.46% was obtained on the test set. The accuracy values 

achieved for both the training and validation sets during the training of the proposed two-channel model were plotted in 

Figure 7. According to this experimental result, it is safe to conclude that the model neither overfit nor underfit. The obtained 

confusion matrix for evaluating the test set is presented in Figure 8. 

 

 
Figure 7 The accuracy values obtained for both the training and validation sets during the training process of the proposed 

two-channel model. 
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Figure 8 The obtained confusion matrix of the proposed two-channel model upon evaluation on the test set 

 

4.2.2 Single-Channel Model 

Under the same training configuration as the two-channel model, the single-channel model had been trained for 74 epochs 

until the employed Early Stopping callback stopped the training. An accuracy as high as 72.33% was obtained on the test 

set. The accuracy values achieved for both training and validation sets during the training of the proposed two-channel model 

were plotted in Figure 9. According to this experimental result, it is safe to conclude that the model neither overfit nor underfit. 

The obtained confusion matrix for evaluating the test set is presented in Figure 10. 

 

 
Figure 9 The accuracy values obtained for both the training and validation sets during the training process of the proposed 

single-channel model. 
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Figure 10 The obtained confusion matrix of the proposed single-channel model upon evaluation on the test set 

 

We have also experimented with gender detection through the numerals only using the same single-channel model. This time, 

an accuracy of 64.03% was obtained. Alongside the proposed DNNs, (1) the widely-used traditional ML algorithms, namely, 

(𝑖) SVM, (𝑖𝑖) Logistic Regression, (𝑖𝑖𝑖) Naïve Bayes, (𝑖𝑣) Random Forest, (𝑣) Decision Tree, (𝑣𝑖) k-Nearest Neighbors, (𝑣𝑖𝑖) 
Light Gradient Boosting Machine (LGBM), and (𝑣𝑖𝑖𝑖) eXtreme Gradient Boosting (XGBoost), and (2) the widely-used pre-

trained DNNs, namely, (𝑖) ResNet50V2 [54], (𝑖𝑖) InceptionV3 [55], and (𝑖𝑖𝑖) MobileNetV2 [56] through the transfer-learning 

were employed. For the pre-trained DNNs, each channel was replaced with the pre-trained DNN, including the weights 

calculated for the ImageNet dataset. The same layers of the proposed two-channel CNN were applied after the concatenation. 

Similarly, the pre-trained DNNs were trained under the same hyperparameters. As a final model, the proposed two-channel 

CNN was employed as the feature extractor, and SVM was employed as the classifier. According to the experimental result, 

the proposed two-channel CNN that yields both handwritten text and numerals provided the best accuracy among all models. 

The proposed single-channel model that yields handwritten text followed that. This experimental result demonstrates that 

yielding both handwritten text and numerals provides better accuracy than yielding only handwritten text or numerals. 

Another conclusion in the light of the experimental results is that the DNN models provided better accuracy than the 

traditional ML models for gender classification through handwriting. The obtained classification accuracy scores of the 

employed traditional ML algorithms and proposed CNN models on the test set of the novel dataset are listed in Table 8. 

 

Table 8 The obtained classification accuracy scores of the employed traditional ML algorithms and proposed CNN models 

on the test set of the novel dataset 

Model Accuracy 

SVM (Text) 53.49% 

Logistic Regression (Text) 51.88% 

Naïve Bayes (Text) 51.08% 

Random Forest (Text) 58.33% 

Decision Tree (Text) 52.42% 

kNN (k=2) (Text) 52.96% 

LGBM (Text) 55.11% 

XGBoost (Text) 56.45% 

ResNet50V2 (Text and Numeral) 47.58% 

InceptionV3 (Text and Numeral) 50.54% 

MobileNetV2 (Text and Numeral) 51.88% 

Proposed Single-channel CNN (Text) 72.33% 

Proposed Single-channel CNN (Numeral) 64.03% 

Proposed Two-channel CNN (Text and Numeral) 𝟕𝟒. 𝟒𝟔% 

Proposed Two-channel CNN-SVM (kernel=linear) (Text and Numeral) 68.55% 

Proposed Two-channel CNN-SVM (kernel=rbf) (Text and Numeral) 70.70% 

Proposed Two-channel CNN-SVM (kernel=poly) (Text and Numeral) 71.51% 
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5. Conclusion 

Gender is one of the most distinguishing characteristics of human beings. Drawing is the oldest communication tool of human 

beings and consists of a lot of information about its owner. From this point forth, we have proposed gender classification 

models through the given handwriting samples, which can be text, numerals, or both text and numerals. The proposed models 

were based on CNNs, which have provided the state-of-the-art for many classification problems whether it can be text 

classification or image classification. To the best of our knowledge, there does not exist a public Turkish handwriting dataset, 

which is labeled with genders. Therefore, we constructed our own dataset, which consists of 530 handwriting samples. The 

proposed CNN models were trained and evaluated on this dataset. According to the experimental result, the best accuracy, 

an accuracy as high as 74.46%, was obtained by the proposed CNN model that yields both handwriting text and numerals. 

The obtained accuracy is higher than the compared state-of-the-art techniques and is promising on such a task that even 

humans could not have achieved highly-accurate results for, as of yet. This experimental result demonstrates that yielding 

both handwriting text and numerals provides better accuracy compared to yielding only handwriting text or numerals. Another 

key finding in the light of the experimental result is that the models based on CNNs provided better accuracy compared to 

the models that employ the traditional ML algorithms as well as the combination of CNN and SVM. 

As a future work, the authors would like to extend the constructed dataset by combining it with other datasets to improve the 

learning ability of the proposed model.  
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