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ABSTRACT 

Chaotic systems are identified as nonlinear, deterministic dynamic systems that are exhibit sensitive to initial 
values. Some chaotic equations modeled from daily events involve time information and generate chaotic time 

series that are sequential data. Through successful prediction studies conducted on the generated chaotic time 

series, forecasts can be made about events displaying unpredictable behavior in nature, which have not yet been 
modeled. This enables preparation for both favorable and unfavorable situations that may arise. In this study, 

chaotic time series were generated using Lorenz, Chen, and Rikitake multivariate chaotic systems. To enhance 

prediction accuracy on the generated data, GRU, LSTM and RNN models were trained with different 
hyperparameters. Subsequently, comprehensive test studies were conducted to evaluate their performance.  

Predictions were calculated using evaluation metrics, including MSE, RMSE, MAE, MAPE, and R2. In the 

experimental study, each chaotic system was trained with different hyperparameter combinations on six network 
models. The experimental results indicate that the utilized models exhibited greater success in predicting chaotic 

time series compared to some other models in the literature. 
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1. Introduction 
 

Dynamical systems that seem complex in our daily lives, yet possess internal order and are sensitive to initial conditions, are 

defined as chaotic systems, and these systems produce chaotic data. Sequential chaotic data contains time information and is 

commonly termed chaotic time series. One of the important topics that scientists focus on is conducting prediction studies 

based on examining past and present values of a system in a time series. Time series prediction studies are applied in real-

world domains with chaotic structures, such as traffic flow [1], building energy consumption [2], finance [3], electrical load 

[4], meteorology [5], earthquake [6], and wind energy [7]. The success achieved in predicting challenging events like this 

one, along with other seemingly complex phenomena, can render many occurrences in nature foreseeable and controllable.   

In studies aimed at predicting time series of linear systems, traditional statistical methods such as Autoregressive Moving 

Average (ARMA), Autoregressive Moving Average with Exogenous Inputs (ARMAX), and Autoregressive Integrated 

Moving Averages (ARIMA) were previously employed. However, these methods are found to be insufficient when dealing 

with nonlinear complex systems [8], [9]. As a response, researchers have explored machine learning, deep learning, and 

hybrid methods to predict data from nonlinear and complex systems. In their study on chaotic time series prediction using 

both the noisy and noiseless Lorenz system, Karunasinghe and Liong found that artificial neural network models 

outperformed local prediction models [10]. Yuxia and Hongtao attempted to predict the time series data of the Lorenz system 

using a support vector machine with a chaos optimization algorithm. In this study focused on predicting the x state variable 

of the Lorenz chaotic system, the researchers obtained a root mean square error (RMSE) value of 0.0030335 [11].  The 

authors, utilizing a NARX neural network in MATLAB, employed 2100 time series data generated from the Lorenz chaotic 

system for prediction, with RMSE as the evaluation metric [12].  In prediction studies of multivariate chaotic time series, 

using all variables that constitute the system, rather than employing a single variable, enables obtaining more information 

about the dynamic system. In their studies, Xiu and Zhang found, in both single and multiple variable analyses, that more 

accurate predictions were achieved using multiple variables. Addressing the significance of predicting time series data in 

economics, business, and finance, Siami and Namin demonstrated in their study that the Long Short-Term Memory (LSTM) 

deep learning model outperforms the ARIMA model [13]. 

Deep learning models, known for their superior ability to capture nonlinear relationships in large datasets compared to 

traditional machine learning methods, have gained widespread popularity in time series prediction studies in recent years. 
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Due to the inherent time relationship in time series data, where the current data point is connected to both past and future 

data points, the Recurrent Neural Network (RNN) deep learning model, designed with memory capabilities, is commonly 

utilized to establish and maintain these relationships. RNN and its variations have been predominantly utilized in time series 

prediction studies across various fields, including finance, energy, solar radiation, and air quality, in different years [2],  [3], 

[14-16]. The frequency of usage of RNN variations in these studies follows the order of LSTM, ELMAN (simple RNN cell) 

[17], and Gated Recurrent Units (GRU) [18], respectively. Sezer and his colleagues reported that over half of the publications 

in the field of finance from 2005 to 2019 utilized RNN and its variations for time series prediction. The utilization rates of 

models in prediction studies in the field of finance are 9.89% for GRU, 29.7% for ELMAN (vanilla RNN), and 60.4% for 

LSTM [3].  Dudukcu and his team stated in their literature review that Elman RNN, LSTM, Convolutional Neural Networks 

(CNN), and Temporal Convolutional Networks (TCN) are commonly used in time series prediction studies. They created a 

dataset for each of the x, y, and z state variables of Lorenz, Rossler, and Lorenz-like chaotic systems. They also possess real-

world data in the form of an electrocardiogram dataset from 21 patients. They carried out time series predictions using 

hyperparameters determined through the grid search method for the entire dataset [9]. Researchers, evaluating the 

performance of different optimized RNN cell structures on various time series datasets, have introduced a new RNN variation 

called SLIM, demonstrating cost-effectiveness in terms of both time and computational resources for prediction studies [14]. 

Chandra and Zhang employed two distinct methods for the cooperative evolution of Elman RNN in predicting the chaotic 

time series of Mackey-Glass, Lorenz and Sunspot [19]. In the conducted study, the obtained values are as follows: in the 

Lorenz system, 0.00636 RMSE and 0.000772 normalized mean square error (NMSE); in the Mackey-Glass system, 0.00633 

RMSE and 0.000279 NMSE; and in the Sunspot time series, 0.0166 RMSE and 0.00147 NMSE. The authors also 

demonstrated that their two implemented methods yielded superior results compared to other methods, with the exception of 

the Evolutionary RNN and Hybrid-NARX-Elman models. In 2020, researchers utilized a hybrid model named Complete 

ensemble empirical mode decomposition with adaptive noise (CEEMDAN)-LSTM to predict the Lorenz-63 chaotic time 

series [20]. Utilizing a total of 5,000 data points for training and testing, along with the Adam optimizer and ReLU activation 

function parameters, they achieved an RMSE of 1.327 and mean absolute error (MAE) of 1.124 with their proposed model. 

The authors performed predictions using Support Vector Regression, ARIMA, Multilayer Perceptron, and single LSTM 

models with the same dataset, revealing that their proposed model exhibited superior performance. 

Dudukcu and her colleagues employed four different variations of the LSTM model to predict time series data derived from 

three chaotic systems, which are namely Lorenz, Rossler, and Lorenz-like systems. The study utilized the grid search 

algorithm for hyperparameter optimization, revealing that the highest success was achieved with an RMSE value of 

3.7397x10-5 during the validation phase of the Stacked LSTM, and an RMSE value of 0.1558 during the testing phase of the 

Stacked LSTM [21]. Fu and colleagues developed a hybrid model called DTIGNet, incorporating an improved temporal 

inception module and GRU for automatic multi-scale feature extraction. They applied DTIGNet to the Mackey-Glass, 

Rossler, and Lorenz chaotic systems and sunspots time series to assess its efficacy in chaotic time series forecasting. Using 

metrics such as MAE, RMSE, correlation coefficient (ρ), coefficient of determination (R2), mean absolute percentage error 

(MAPE), and SMAPE, the authors stated that their model demonstrated higher accuracy and better performance compared 

to other estimation methods [22]. In a related study, Cheng and team outperformed LSTM, CNN-LSTM, and TCN models 

in terms of RMSE, MAE, R2, and ρ metrics with their designed TCN-CBAM model. They applied this model to the Lorenz 

system, Chen system, and sunspots dataset, achieving better performance in chaotic time series prediction [23]. 

When identical values are provided as inputs to mathematical models derived from natural events, the expectation is that the 

same results will always be produced. Given as an input to the mathematical model of chaotic systems, when the value is 

changed by one thousandth, a significant change occurs in the result obtained. Therefore, it is crucial to understand the method 

and precision with which time series are generated from chaotic systems. In the proposed study, the Lorenz system, 

considered the starting point in terms of chaos theory and utilized in almost all chaotic time series forecasting studies, was 

employed. Additionally, the Lorenz-like Chen chaotic system and the non-Lorenz-like Rikitake chaotic system were used to 

enhance the validity of the study. These chaotic systems were solved using the fourth-order Runge-Kutta method with a time 

step of 0.01. Examining numerous studies on chaotic time series prediction in the literature, it has been observed that only 

one of the state variables constituting the system is provided as input to the prediction models, and this variable is predicted 

as output. However, to make accurate predictions about a complex and unpredictable system, it is necessary to consider all 

variables that influence the system. This approach allows for more accurate prediction or classification results. In this study, 

all state variables constituting the chaotic systems are given as input to the prediction models, in an attempt to predict a single 

state variable with better performance. Chaotic systems trained and tested on GRU, RNN, and LSTM models with different 

hyperparameters were compared using the following evaluation metrics: mean square error (MSE), RMSE, MAE, MAPE, 

and R2.  

The second section of this study offers a detailed explanation of the deep learning models employed, and information about 

the datasets obtained from chaotic systems. The third section presents the experimental results and analysis of prediction 

studies conducted with various hyperparameters. In the final section, the inferences derived from the experiments are stated, 

and recommendations for future studies are provided. 
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2. Methodology and Methods 
 

2.1. Prediction Models Used 
 

In this section, we introduce RNN, LSTM, and GRU deep learning models designed to maintain the connection between 

chaotic time series data, ultimately yielding successful outcomes in predicting future data. 

2.1.1. RNN   

RNN maintains a connection with future data by retaining information from past steps in its memory. The RNN, which has 

short-term memory, is successful in remembering the past and predicting the future when given short sequential input data. 

However, it fails to remember the past and encounters difficulty in predicting future data when given long sequential input 

data. The reason for this is the emergence of the vanishing gradient problem, where the gradient value diminishes significantly 

during backpropagation and leads to its disappearance, or the occurrence of the exploding gradient problem, where the 

gradient value increases excessively during backpropagation, preventing convergence to local minimum errors. To address 

these fundamental challenges hindering learning in RNN, LSTM and GRU models have been developed for natural language 

processing, speech recognition, language translation, text generation, and time series classification/prediction tasks involving 

sequential data. The LSTM and GRU models originate from the recurrent neural network architecture and have demonstrated 

success in predicting both short-term and long-term time series. The structure of the RNN is shown in Figure 1. 

 

Figure 1. Structure of the RNN 
 

2.1.2. LSTM  

Each LSTM cell comprises a cell state, an input gate, a forget gate, and an output gate [24]. Temporal dependencies between 

dynamic nonlinear data are preserved thanks to the functions performed by the gates that determine which of the information 

given to the cell should be stored or forgotten. The cell state carries meaningful information received from the gates across 

the cells. In the LSTM architecture shown in Figure 2, each cell takes the current input (𝑥𝑡), for time step t, as well as the 

previous cell state (𝑐𝑡−1), and the previous hidden state (ℎ𝑡−1).  It generates a new cell state (𝑐𝑡) and hidden state (ℎ𝑡) at the 

cell output. The forget gate processes the hidden state information (ℎ𝑡−1) from the previous cell and the current information 

(𝑥𝑡) through the sigmoid activation function. Information close to 0 is forgotten, while information close to 1 is retained in 

the cell state. The input gate updates the cell state at the output by processing the previous hidden state information (ℎ𝑡−1) 

and the current information (𝑥𝑡) through sigmoid and hyperbolic tangent activation functions. The output gate generates the 

hidden state for the next LSTM cell. At the output gate, the previous hidden state information (ℎ𝑡−1) and current information 

(𝑥𝑡) pass through the sigmoid function, and the information from the cell state passes through the hyperbolic tangent function. 

By multiplying the results of both functions, the hidden state information of the next cell (ℎ𝑡) is obtained. Both the hidden 

state and cell state contain information about previous inputs and are utilized in prediction studies. The operations performed 

in the LSTM cell are provided in Equation 1.   
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Figure 2. The Internal Structure of an LSTM Cell 
 

𝒇𝒕 = 𝝈(𝑾𝒇. [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝒇) 
𝒊𝒕 = 𝝈(𝑾𝒊. [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝒊) 

𝒄�̃� = 𝒕𝒂𝒏𝒉(𝑾𝒄. [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝒄 
𝒄𝒕 = 𝒇𝒕 ∗ 𝒄𝒕−𝟏 + 𝒊𝒕 ∗ 𝒄�̃� 

𝒐𝒕 = 𝝈(𝑾𝒐. [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝟎) 
𝒉𝒕 = 𝒐𝒕 ∗ 𝒕𝒂𝒏𝒉(𝒄𝒕) 

(1) 

 

Here, 𝑥𝑡 denotes the data at time step t; 𝑓𝑡, 𝑖𝑡, 𝑜𝑡 denote the forget, input and output gates, respectively, and ℎ𝑡−1 refers to the 

previous cell output. 𝑊𝑓, 𝑊𝑖, 𝑊𝑐, 𝑊𝑜 denote the weights, while  𝑏𝑓, 𝑏𝑖, 𝑏𝑐, 𝑏𝑜 denote the bias terms and σ denotes the sigmoid 

function. 

2.1.3. GRU 

GRU [18] is similar to LSTM and incorporates reset and update gates. With no cell state in its structure, GRU uses only the 

hidden state information of the previous cell to transfer information, thus reducing the computational cost. In the GRU cell 

depicted in Figure 3; the update gate determines which information to discard and which new information to retain, while the 

reset gate determines how much of the past information will be forgotten. When a data is input to the model, the mathematical 

operations taking place within the cell are provided in Equation 2.   

 

Figure 3. The Internal Structure of a GRU Cell 

 

𝒛𝒕 = 𝝈(𝑾𝒛. [𝒉𝒕−𝟏, 𝒙𝒕]) 
𝒓𝒕 = 𝝈(𝑾𝒓. [𝒉𝒕−𝟏, 𝒙𝒕]) 

𝒉�̃� = 𝒕𝒂𝒏𝒉(𝑾. [𝒓𝒕 ∗ 𝒉𝒕−𝟏, 𝒙𝒕]) 
𝒉𝒕 = (𝟏 − 𝒛𝒕) ∗ 𝒉𝒕−𝟏 + 𝒛𝒕 ∗ 𝒉�̃� 

(2) 
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Here, 𝑥𝑡 represents the data at time step t; while 𝑟𝑡, 𝑧𝑡 denote the reset and update gates, respectively. Additionally, ℎ𝑡−1 

refers the output of the previous cell, and 𝑊𝑟, 𝑊𝑧, 𝑊 denote the weights.    

2.2. Chaotic Systems and Datasets 

2.2.1. Multivariate Lorenz Chaotic Time Series 

The Lorenz chaotic system, widely accepted as the beginning of chaotic systems, was introduced by Edward Lorenz in 1963 

and has been employed in modeling atmospheric conditions [25]. Given its widespread use in classification and prediction 

studies in the literature, we employed the Lorenz chaotic system, described by Equation 3, to validate our proposed methods.  

The parameters of the system consisting of 3 ordinary differential equations are set as σ = 10, ρ = 28, β = 8/3, and the initial 

conditions for the state variables are chosen as (𝑥𝑜,𝑦𝑜 , 𝑧𝑜)=(0,-0.1,9). 5,000 data points were derived from the solution of the 

chaotic system using the fourth order Runge-Kutta method with a time step value set at 0.001. The models performing 

predictions were trained with 4,000 data points and tested with 1,000 data points. The obtained data is depicted in Figure 4. 

�̇� = 𝝈(𝒚 − 𝒙) 
�̇� = 𝒙(𝝆 − 𝒛) − 𝒚 
�̇� = 𝒙𝒚 − 𝜷𝒛 

(3) 

 

Figure 4. Multivariate Lorenz Chaotic Time Series 
 

2.2.2. Multivariate Chen Chaotic Time Series 

The Chen chaotic system [26], consisting of 3 ordinary differential equations and presented to the scientific world by 

Guanrong Chen and Ueta in 1999, is given in Equation 4.    

�̇� = 𝒂(𝒚 − 𝒙) 
�̇� = (𝒄 − 𝒂)𝒙 − 𝒙𝒛 + 𝒄𝒚 

�̇� = 𝒙𝒚 − 𝒃𝒛 

(4) 

The system parameters are defined as a = 35, b = 3, c = 28, with initial values for the state variables set as 𝑥𝑜 = −10, 𝑦𝑜 = 0,    

𝑧𝑜 = 37. Employing a time step value of 0.01 and utilizing the fourth order Runge-Kutta method, 5,000 data points have been 

derived from solving the chaotic system.  During the training phase, 4,000 data points were utilized, and during the testing 

phase, 1,000 data points were used. The data obtained is shown in Figure 5. In this study, the Chen system, which is 

particularly similar to the Lorenz system, was selected. Thus, differences in prediction results of similar systems in the 

conducted study will be observed. 
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Figure 5. Multivariate Chen Chaotic Time Series 
 

2.2.3. Multivariate Rikitake Chaotic Time Series 

The Rikitake system [27], [28], employed in the fields of hydrodynamics and electromagnetic phenomena, elucidates the 

flow of liquid metal within a magnetic field. The complex behaviors arising from the influence of the magnetic field and the 

temporal variations imbue this system with chaotic characteristics.  The Rikitake system has been utilized to investigate how 

a system, distinct from the Lorenz and Chen systems, would manifest changes under the same hyperparameter values. The 

system consists of three ordinary differential equations, which are provided in Equation 5. 

�̇� = −𝝁𝒙 + 𝒚𝒛 

�̇� = −𝝁𝒙 + (𝒛 − 𝒂)𝒙 

�̇� = 𝟏 − 𝒙𝒚 

(5) 

The system parameters are set as μ = 2 and a = 5, with initial values for the state variables defined as 𝑥𝑜 = 3, 𝑦𝑜 = 1, 𝑧𝑜 = 6. 

Employing a time step value of 0.01 and utilizing the fourth order Runge-Kutta method, a total of 20,000 data points have 

been obtained from solving the chaotic system. The initial 4,000 data points were discarded, and prediction studies were 

conducted on the remaining 16,000 data points. The resulting 20,000 data points are depicted in Figure 6. 
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Figure 6. Multivariate Rikitake Chaotic Time Series 
 

2.3 Evaluation Metrics 

In this study, metrics such as MSE, RMSE, MAE, MAPE, and R2 have been employed to measure the error between the 

predicted and actual values of the chaotic time series. The RMSE provides insights into the generalization capability of 

prediction models, while MSE, MAE, and MAPE represent the stability of the model. A smaller RMSE signifies enhanced 

predictive prowess, and lower MAE, MSE, and MAPE values denote greater model stability.  R2 reflects the correlation 

between the model and the data. Optimal prediction models strive for values close to 0 for RMSE, MSE, MAE, and MAPE 

and close to 1 for R2 [29]. The evaluation metrics are as seen in Equation 6. 

𝑴𝑺𝑬 =
𝟏

𝒏
∑(𝒚𝒊 − �̂�𝒊)

𝟐

𝒏

𝒊=𝟏

 

𝑹𝑴𝑺𝑬 = √
∑ (𝒚𝒊 − �̂�𝒊)

𝟐𝒏
𝒊=𝟏

𝒏
 

𝑴𝑨𝑬 =
𝟏

𝒏
∑|𝒚𝒊 − �̂�𝒊|

𝒏

𝒊=𝟏

 

𝑴𝑨𝑷𝑬 =
𝟏

𝒏
∑|

𝒚𝒊 − �̂�𝒊
𝒚𝒊

|

𝒏

𝒊=𝟏

 

𝑹𝟐 = 𝟏 −
∑ (𝒚𝒊 − �̂�𝒊)

𝟐𝒏
𝒊=𝟏

∑ (𝒚𝒊 − �̅�)𝟐𝒏
𝒊=𝟏

, �̅� =
∑ 𝒚𝒊
𝒏
𝒊=𝟏

𝒏
 

(6) 

Here, n is the total number of data points yielded from the chaotic system, 𝑦𝑖  is the actual data values, and �̂�𝑖 is the predicted 

values. 

3. Experiment and Result Analysis 
 

The study utilized the Python programming language, along with the Tensorflow, Keras, Scikit-Learn, Pandas, and NumPy 

libraries, executed within a Jupyter notebook environment. The datasets, derived from multivariate chaotic systems, were 

partitioned into 80% for training and 20% for testing. The training and testing processes employed the Adaptive Moment 

Estimation (Adam) optimizer throughout.   

The data obtained from multivariate chaotic systems is initially normalized between 0 and 1, and then provided as input to 

the models in the form of (S, T, F), where S (samples) indicates the number of data rows given to the model, T (time steps) 
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represents how many steps ahead the future data will be predicted, and F (features) denotes the number of state variables 

included in the data. These two processes are part of the data preprocessing in the chaotic time series prediction flowchart 

shown in Figure 7. The model layer involves one or two layers of RNN, LSTM or GRU models. The dense layer predicts the 

y state variable for the Lorenz system and the x state variables for the Chen and Rikitake systems. The estimated variables 

are later evaluated using assessment metrics. 

 

Figure 7. Flowchart of Chaotic Time Series Prediction 
 

Data obtained from chaotic systems were trained on single-layer GRU, LSTM, and RNN models, as well as on two-layer 

GRU-GRU, LSTM-LSTM, and RNN-RNN models. For the time series forecasting study, it was decided to use the 

hyperparameters specified in the following tables as a result of the literature research. The models are trained with all 

hyperparameter combinations given in the tables. In the study aiming to predict the 𝑥𝑡 state variable of the Chen chaotic 

system, each model was trained a total of 960 times (2*4*3*2*4*5) with 2 learning rate parameters, 4 units parameters, 3 

loss function parameters, 2 dropout parameters, 4 batch size parameters, and 5 epoch parameters.  

The hyperparameters of the models that achieved the best results during the testing phase are presented in Table 1. 

Table 1. The Best Performing Hyperparameters in Chen Chaotic Time Series Prediction 

 

 

learning_rate = [0.001, 0.01] 

units= [32, 50, 64, 128]  

loss_function= 

['mse','mae','mape'] 

dropout=[0, 0.1] 

batch_size=[16, 32, 64, 128]  

epochs=[32, 50, 60, 100, 120] 

Model Learning 

rate 

Unit Loss 

function 

Dropout Batch 

size 

Epoch 

GRU-GRU 0.001 128 MSE 0 128 120 

LSTM-LSTM 0.001 128 MSE 0 16 32 

RNN-RNN 0.001 32 MSE 0 128 120 

GRU 0.001 128 MSE 0 32 100 

LSTM 0.001 128 MSE 0 16 100 

RNN 0.001 32 MAE 0 32 120 

 

The evaluation metric results for the models in Table 1 are presented in Table 2, revealing that the optimal performance is 

obtained with the single-layer LSTM model. 

Table 2. Metric Values Obtained from the Prediction of the Chen Chaotic Time Series   

Model MSE RMSE MAE MAPE R2 

GRU-GRU 0.00018915398933

3943 

0.01375332648

24894 

0.0097478297875

705 

0.0041291130350

988 

0.9999973397

2308 

LSTM-LSTM 0.00035761746112

0523 

0.01891077632

25237 

0.0130130124454

234 

0.0043935901387

45 

0.9999949704

3925 

RNN-RNN 0.00213821949234

0051 

0.04624088550

55788 

0.0298703904947

043 

0.0097587028593

110 

0.9999699279

0902 

GRU 0.00014579000713

1551 

0.01207435328

00540 

0.0092421103157

197 

0.0035755420327

708 

0.9999979495

9761 

LSTM 0.00013495373711

6325 

0.01161695903

05004 

0.0078688794263

481 

0.0031135044182

560 

0.9999981019

9978 

RNN 0.00356330276033

4845 

0.05969340633

88482 

0.0511561370701

601 

0.0242245884906

309 

0.9999498854

2328 
 

In the prediction study of the 𝑦𝑡  state variable of the Lorenz chaotic system, each model was trained with 960 or 480 

combinations of selected hyperparameters. The hyperparameters of the models that provided the best performance during the 

testing phase are indicated in Table 3.   
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Table 3. The Best Performing Hyperparameters in Lorenz Chaotic Time Series Prediction 

 

learning_rate = [0.001, 0.01] 

units= [32, 50, 64, 128]  

loss_function= 

['mse','mae','mape'] 

dropout=[0, 0.1] 

batch_size=[16, 32, 64, 128]  

epochs=[32, 50, 60, 100, 120] 

Model Learning 

rate 

Unit Loss 

function 

Dropout Batch 

size 

Epoch 

GRU-GRU 0.001 64 MSE 0 64 120 

LSTM-LSTM 0.001 64 MSE 0 128 120 

RNN-RNN 0.001 64 MSE 0.1 128 120 

GRU 0.001 64 MSE 0 16 120 

learning_rate = [0.001, 0.01] 

units= [32, 50, 64, 128]  

loss_function= 

['mse','mae','mape'] 

dropout=0 

batch_size=[16, 32, 64, 128]  

epochs=[32, 50, 60, 100, 120] 

LSTM 0.001 50 MSE 0 32 60 

RNN 0.001 50 MAE 0 32 120 

 

The evaluation metric results for the models in Table 3 are presented in Table 4, revealing that the best performance is 

obtained with the two-layer LSTM-LSTM model. 

Table 4. Metric Values Obtained from the Prediction of the Lorenz Chaotic Time Series 

Model MSE RMSE MAE MAPE R2 

GRU-GRU 0.0015682

27371358

88 

0.0396008506393

345 

0.0292398252888

286 

0.01200802179359

9652 

0.9999680544908

985 

LSTM-LSTM 0.0010024

98897151

98 

0.0316622629821

682 

0.0207719784188

649 

0.01694382531717

0078 

0.9999795786387

689 

RNN-RNN 0.0049229

00971254

68 

0.0701633876837

107 

0.0535579514135

681 

0.03678723314378

73 

0.9998997182547

3 

GRU 0.0013282

40409769

35 

0.0364450327173

5877 

0.0241061105455

2382 

0.01726728006570

41 

0.9999729431351

13 

LSTM 0.0015806

25871862

54 

0.0397570858069

6701 

0.0281864592738

778 

0.01907841571258

94 

0.9999678019277

70 

RNN 0.0059485

26427343

98 

0.0771266907584

137 

0.0465172340879

340 

0.03898589775213

59 

0.9998788257949

1 

 

In the prediction of Lorenz and Chen's chaotic time series, good results have generally been obtained during both training 

and testing phases with learning rate = 0.001 and dropout = 0 values. Considering this, models for predicting the Rikitake 

chaotic time series were trained and tested with 960, 480, or 240 hyperparameter combinations. In two-layer models, 12,800 

data points were used for training, and 3,200 data points were used for testing out of a total of 16,000 data points. For single-

layer models, 8,000 data points were used for training and 2,000 data points for testing out of a total of 10,000 data points. 

The hyperparameters of the models that yielded the best results in predicting the 𝑥𝑡 variable of the Rikitake system are 

provided in Table 5.    
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Table 5. The Best Performing Hyperparameters in Rikitake Chaotic Time Series Prediction 

 

 

Model Learning 

rate 

Unit Loss 

function 

Dropout Batch 

size 

Epoch 

learning_rate = [0.001, 0.01] 

units= [32, 50, 64, 128]  

loss_function= 

['mse','mae','mape'] 

dropout=[0, 0.1] 

batch_size=[16, 32, 64, 128]  

epochs=[32, 50, 60, 100, 120] 

 

 

GRU-GRU 

 

 

0.001 

 

 

64 

 

 

MSE 

 

 

0 

 

 

128 

 

 

32 

learning_rate =0.001 

units= [32, 50, 64, 128]  

loss_function= 

['mse','mae','mape'] 

dropout=0 

batch_size=[16, 32, 64, 128]  

epochs=[32, 50, 60, 100, 120] 

LSTM-

LSTM 

 

0.001 32 MSE 0 128 100 

RNN-RNN 0.001 32 MSE 0 128 32 

learning_rate = 0.001 

units= [32, 50, 64, 128]  

loss_function= 

['mse','mae','mape'] 

dropout=[0, 0.1] 

batch_size=[16, 32, 64, 128]  

epochs=[32, 50, 60, 100, 120] 

GRU 0.001 32 MSE 0.1 128 120 

LSTM 0.001 50 MAPE 0 128 120 

RNN 0.001 64 MSE 0.1 128 100 

 

The evaluation metric results for the models in Table 5 are presented in Table 6, revealing that the best performance is 

obtained with the two-layer GRU-GRU model.   

Table 6. Metric Values Obtained from the Prediction of the Rikitake Chaotic Time Series 

Model MSE RMSE MAE MAPE R2 

GRU-GRU 0.0001030569301

58843 

0.0101516959252

552 

0.00687774730527

69 

0.0696440854960

179 

0.99996471567

0350 

LSTM-LSTM 0.0001603926305

02165 

0.0126646212143

185 

0.00862657652936

40 

0.0435886229582

805 

0.99994495271

5469 

RNN-RNN 0.0007078522093

06246 

0.0266054920891

579 

0.02398914120139

45 

0.2997457660216

611 

0.99975764763

5554 

GRU 0.0001104719596

2303 

0.0105105641914

709 

0.00677836955474

86 

0.0399761636985

075 

0.99995530006

9389 

LSTM 0.0001170934487

47761 

0.0108209726340

917 

0.00654035066946

96 

0.0111550839614

390 

0.99995262083

6528 

RNN 0.0001502581605

15648 

0.0122579835419

8795 

0.00868696034951

605 

0.0397396786910

791 

0.99993920150

0799 
 

The actual values of the 𝑥𝑡 state variable of the multivariate Chen chaotic system and the predicted values from the LSTM 

model are shown in Figure 8. The actual values of the 𝑦𝑡  state variable of the multivariate Lorenz chaotic system and the 

predicted values from the LSTM-LSTM model are shown in Figure 9.  The actual values of the 𝑥𝑡 state variable of the 

multivariate Rikitake chaotic system and the predicted values from the GRU-GRU model are shown in Figure 10. 
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Figure 8. Prediction Result of the 𝒙𝒕 State Variable in the Multivariate Chen Chaotic System 

 

Figure 9. Prediction Result of the 𝒚𝒕 State Variable in the Multivariate Lorenz Chaotic System 
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Figure 10. Prediction Result of the 𝒙𝒕 State Variable in the Multivariate Rikitake Chaotic System 
 

For each chaotic system, training and testing were conducted on six models using the hyperparameters specified in the above 

tables. The metric values for the top three combinations yielding the best results in the hyperparameter combination of the 

model that achieved the best performance for each chaotic system are presented in Figures 11, 12, 13, 14, and 15. For instance, 

the Lorenz chaotic system was trained and tested with 960 hyperparameter combinations in the GRU model. Among the 

results of these 960 studies, the three most successful studies are denoted as Lorenz_GRU_1, Lorenz_GRU_2, and 

Lorenz_GRU_3, respectively. 

 

Figure 11. MSE Values of the Models That Achieved the Best Performance in Chaotic Systems 
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In Figure 11, it appears that models achieved lower MSE values in predicting Chen and Rikitake's chaotic time series. 

Additionally, RNN models obtained higher MSE values in the prediction of chaotic time series. 

 

Figure 12. RMSE Values of the Models That Achieved the Best Performance in Chaotic Systems 
 

 

Figure 13. MAE Values of the Models That Achieved the Best Performance in Chaotic Systems 
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Figure 14. MAPE Values of the Models That Achieved the Best Performance in Chaotic Systems 
 

Upon examining Figures 13 and 14, it is evident that in the prediction results of Lorenz and Chen's chaotic time series, MAPE 

values are lower than MAE values. This suggests that the model incurs substantial errors concerning the true values; however, 

when these errors are expressed relative to the entire dataset, they appear relatively smaller. The low MAE values in the 

prediction of the Rikitake chaotic time series indicate that the predictions are close to the real values, and small errors are 

made. The fact that the MAPE values are higher than the MAE values indicates that the small errors that occur have a higher 

effect when compared to the entire data.  This indicates the presence of proportional errors in predicting the Rikitake chaotic 

system. This situation does not imply poor performance in the model's prediction study; rather, it indicates that the data 

generated from the Rikitake system has a narrower value range than the other two models. 

 

Figure 15. R2 Values of the Models That Achieved the Best Performance in Chaotic Systems 



 

Gülyeter Öztürk and Osman Eldoğan                                                Sakarya University Journal of Computer and Information Sciences 7 (2) 2024, 156-172 

170 

Table 7 outlines the studies in the literature that utilize the Lorenz, Chen, and Rikitake chaotic systems. It specifies the number 

of data points generated from these systems, the split ratios of data points used in the models, employed prediction models, 

and the evaluation metrics used to assess the prediction results.  All studies mentioned in Table 7 have attempted to predict 

only one state variable of the chaotic system by giving one state variable to the prediction models. The studies numbered 20, 

22, and 23 created their own hybrid models to achieve good performance in prediction tasks. They demonstrated that their 

hybrid models yielded more accurate results than other models such as LSTM, GRU, TCN, and CNN. However, in our study, 

better prediction results were obtained without using any hybrid models. This was achieved by providing the state variables 

x, y, and z of the system to models like RNN, LSTM, and GRU for predicting a single state variable. The number of data 

points and the split ratios of the data points also influence the performance of the prediction models. Despite using the same 

data point split ratio and having a larger number of data points, study number 23 obtained less favorable results compared to 

our study, as indicated by their evaluation metrics. In Table 7, only study number 9 achieved better prediction results than 

our proposed study. The researchers utilized 100,000 data points instead of 5,000, split the data into training, testing, and 

validation sets at different ratios, and used Grid Search for hyperparameter selection to achieve better performance. 

Table 7. Models Used in Chaotic Time Series Predictions and the Obtained Metric Values 

Reference Chaotic System Datasets Model Evaluation Metric 

Dudukcu et 

al. [9] 

Lorenz 

𝑥0 = 0.9 
𝑦0 = 0.9 
𝑧0 = 0 

Input: 𝑦𝑡  
Output:𝑦𝑡  

100,000 data point 

 

40% train 

10% validation 

50% test 

LSTM RMSE: 0.0042, MAE: 0.0025, R2: 0.9994 

GRU RMSE: 0.0045, MAE: 0.0028, R2: 0.9993 

LSTM-LSTM RMSE: 0.0041, MAE:0.0025, R2: 0.9994 

GRU-GRU RMSE: 0.0038, MAE: 0.0023, R2: 0.9995 

LSTM-GRU RMSE: 0.0044, MAE: 0.0027, R2: 0.9993 

TCN-LSTM RMSE: 0.0024, MAE: 0.0014, R2: 0.9998 

TCN-GRU RMSE: 0.0029, MAE: 0.0017, R2: 0.9997 

Yanan et al. 

[20] 

Lorenz-63  

𝑥0 = −0.2028 
𝑦0 = 3.5418 
𝑧0 = 25.0873 

5,000 data point 

 

CEEMDAN-

LSTM 
RMSE: 1.327, MAE: 1.124, MAPE: 0.119 

LSTM RMSE: 2.042, MAE: 1.527, MAPE: 0.214 

Dudukcu et 

al. [21] 

Lorenz 

𝑥0 = 0.9 
𝑦0 = 0.9 
𝑧0 = 0 

Input: 𝑦𝑡  
Output:𝑦𝑡  

150,000 data point 

 

40% train 

10% validation 

50% test 

Vanilla LSTM RMSE:0.3376 

Stacked LSTM RMSE:0.3213 

Bidirectional 

LSTM 
RMSE:0.3005 

CNN-LSTM RMSE:0.3311 

Fu et al. 

[22] 

Lorenz   

 

𝑥0 = 1 
𝑦0 = 0 
𝑧0 = 1 

 

Input: 𝑥𝑡 
Output:𝑥𝑡  

 

8,000 data point 

 

70% train 

5% validation 

25% test 

DTIGNet 

GRU 

LSTM 

CNN-GRU 

CNN-LSTM 

MAE: 0.022654, RMSE:0.030894 

MAPE: 0.02886535, R2: 0.999983 

MAE: 0.049698, RMSE:0.070488 

MAPE: 0.01689394, R2: 0.999911 

MAE: 0.141781, RMSE:0.212693 

MAPE: 0.18966734, R2: 0.999822 

MAE: 0.046484, RMSE: 0.065715 

MAPE: 0.22064176, R2: 0.999922 

MAE: 0.076838, RMSE: 0.108909 

MAPE: 0.23432454, R2: 0.999787 

Cheng et al. 

[23] 

Chen 

𝑥0 = −1 
𝑦0 = −1.1 
𝑧0 = 0 

Input: 𝑥𝑡 
Output:𝑥𝑡  

8,000 data point 

 

80% train 

20% test 

TCN-CBAM 

TCN 

CNN-LSTM 

LSTM 

MAE: 0.15410, RMSE: 0.21076, R2: 0.99938 

MAE:0.26315, RMSE: 0.33381, R2: 0.99843 

MAE: 0.2706, RMSE: 0.48527, R2: 0.99671 

MAE: 0.42837, RMSE: 0.85431, R2: 0.98984 

Lorenz 

𝑥0 = 1 
𝑦0 = 0 
𝑧0 = 1 

Input: 𝑥𝑡 
Output:𝑥𝑡  

10,000 

80% train 

20% test 

TCN-CBAM 

TCN 

CNN-LSTM 

LSTM 

MAE: 0.09998, RMSE: 0.14039, R2: 0.99969 

MAE: 0.14883, RMSE: 0.18882, R2: 0.99943 

MAE: 0.12303, RMSE: 0.18913, R2: 0.99943 

MAE: 0.13647, RMSE: 0.22891, R2: 0.99917 

Our study 

Lorenz 

𝑥0 = 0 
𝑦0 = −0.1 

 

5,000 data point 

 

 

 

LSTM 

MSE: 0.000135 

RMSE: 0.01162 

MAE: 0.00787 
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𝑧0 = 9 

Input: 𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡 
Output:𝑦𝑡  

80% train 

20% test 

MAPE: 0.00311 

R2: 0.999998 

Chen 

𝑥0 = −10 
𝑦0 = 0 
𝑧0 = 37 

Input: 𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡 
Output:𝑥𝑡  

 

5,000 data point 

 

80% train 

20% test 

 

 

LSTM-LSTM 

MSE: 0.001002 

RMSE: 0.03166 

MAE: 0.020772 

MAPE: 0.01694 

R2: 0.99998 

Rikitake 

𝑥0 = 3 
𝑦0 = 1 
𝑧0 = 6 

Input: 𝑥𝑡 , 𝑦𝑡 , 𝑧𝑡 
Output:𝑥𝑡  

 

16,000 data point 

 

80% train 

20% test 

 

 

GRU-GRU 

MSE: 0.0001031 

RMSE: 0.010152 

MAE: 0.006878 

MAPE: 0.06964 

R2: 0.999965 

 

4. Conclusion and Future Work 
 

This study assesses the effectiveness of deep learning models in predicting multivariate chaotic time series by focusing on 

the multivariate Lorenz, Lorenz-like Chen, and non-Lorenz-like Rikitake chaotic systems. The chaotic time series generated 

from chaotic systems using the fourth order Runge-Kutta method were employed in one and two-layer GRU, LSTM, and 

RNN models. The prediction performances of deep learning models, trained and tested with different hyperparameter 

combinations, were compared using evaluation metrics such as MSE, RMSE, MAE, MAPE, and R2. The experimental study 

demonstrated that using all state variables composing the chaotic systems, rather than a single state variable, in the prediction 

models resulted in better performance than similar studies. This approach suggests that a model predicting multivariate 

chaotic time series can better understand the system dynamics comprehensively, leading to more reliable predictions. In 

addition, compared to studies in the literature that use hybrid model design to achieve high performance, this study shows 

that prediction performance is improved with basic LSTM, GRU, and RNN models and appropriate hyperparameters selected 

for these models, without using hybrid model design. 

In future studies, time series predictions can be conducted on more complex chaotic systems and real-world problems using 

new hyperparameters and models. Additionally, research can be carried out to predict not only the next step but also several 

steps ahead in time series prediction studies. This would allow for a comprehensive comparison of the most suitable models 

for such studies. 
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