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 ABSTRACT 

Face recognition (FR) is a method that uses face feature analysis and comparison to identify or verify 

individuals. Siamese neural networks (SNNs) are an effective method for FR, providing high accuracy and 

versatility, especially in situations where data is restricted. Unlike standard neural networks, SNNs learn to 

distinguish between pairs of inputs rather than individual inputs. However, detecting and recognizing faces in 

unconstrained environments poses a significant challenge due to various factors such as head pose, illumination, 

and facial expression variations. The aim of this paper is to design and develop an efficient approach based on 

SNNs and Transfer Learning methods. For this purpose LFW dataset and transfer learning architectures like 

VGG-16, EfficientNet, RestNet50 and ConvNext have been utilised. Performance of the architectures were 

measured using 5-Fold cross validation. According to results, EfficientNet, RestNet50 and ConvNext produced 

78% accuracy, 95% and 93 % accuracy respectively. SNN with VGG-16 exhibited a low loss and produced the 

best accuracy in face recognition with 96%. 
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1. Introduction 

FRsystems can be tackled either as an identification or verification problem. Face identification, also known as the 1: n 

matching problem, refers to the process of matching a given face with multiple faces in a database. The unidentified face is 

compared to all the faces in the known identities database, and a decision is reached based on the outcome of these 

comparisons. If the person is known to be in the database, the task is referred to as closed-set. Otherwise, it is referred to as 

open-set. Face verification is commonly referred to as the 1:1 matching problem. The query face's identity is determined by 

comparing it to the face data of the identity that is claimed in the database. it is either confirmed or rejected based on this 

comparison [1]. 

Various FRtechniques have achieved significant success in controlled environments [2], [3]. Due to the nonstable nature of 

facial images and the fact that it influences how the same person appears in multiple face images in real-life situations, these 

techniques commonly fail. Therefore, it is necessary to modify these techniques or design new suitable techniques. Due to 

illumination, pose variation, plastic surgery, expression, ageing, low resolution difficulties, as well as the fact that face 

acquisition processes may go through a broad range of modifications, the majority of FRalgorithms have not yet achieved 

the ideal level of recognition accuracy [4]. Therefore, it is important for any proposed solution to focus on enhancing the 

efficacy of the detection and recognition models while reducing the complexity of resource utilization during the recognition 

process. Illumination refers to the variations in lighting that can cause a face image to appear differently. The extraction of 

illumination invariant features continues to be a challenge for robust FR systems. the use of illumination has significant 

effects on an image, resulting in changes to its location, shadow shape, and contrast gradients [5]. Humans have the ability 

to recognize faces even when there are changes in lighting. However, FR systems struggle with this task and testing or training 

these systems is also challenging when lighting conditions vary. Therefore, it is necessary to use image processing techniques 

to normalize face images that have different lighting conditions. 

The general face structure of people may vary significantly as they age, and their distinctive facial features may also alter. 

As a result, FRtechniques commonly fail in these types of situations [6].  In literature, it has been observed that there is a 

significant decrease in performance in face recognition-based ageing when there is a large age difference between the target 

image and the query image [7]. Therefore, the query imagine must be represented using sparse representation classification 

in order to acquire the residuals for each class, where each pixel is estimated as either occluded or not in the residual for each 

class. 
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Humans are capable of displaying a variety of expressions on their faces at all times, unless they are frozen in a static position. 

These expressions are utilized for communicating diverse feelings and mental states to others. Facial emotion alters the 

geometry and appearance of the face, which decreases the accuracy of facial recognition [8]. Therefore, it is necessary to 

apply customized pre-processing techniques that can only extract features specific for certain expressions-from the face 

image. 

It has been observed that FRtechniques are unable to identify individuals' faces accurately after they undergo plastic surgery 

[2]. In this scenario, the facial image of a person is completely altered, resulting in a completely different individual. the 

process of cosmetic surgery on the human face results in a change in skin texture between photographs of the same person, 

making the job of face identification challenging [9]. Therefore, it is necessary to apply the local binary pattern to important 

regions of the face image, rather than the entire face image. The concept is grounded in the notion that only that local binary 

patterns (lbp) containing essential information, such as corners and edges, will be valuable for facial recognition following 

plastic surgery. 

The goal of this research is to develop and implement an efficient methodology based on SNN and transfer learning 

techniques. This is done using the LFW dataset with transfer learning architectures such as VGG-16, EfficientNet, RestNet50, 

and ConvNext. The performance of the architectures was evaluated using 5-fold cross validation on LFW dataset. The rest 

of this paper is organized as follows.  Section 2 presents the proposed methodology that utilized to achieve the goals as well 

this section illustrates the used datasets. The results discussion and analysis of the proposed system is explained is section 3. 

Section 4 concludes this study. 

2. Materials and Methods 
 

This section consists of three actions: designing the SNN with pre-trained networks VGG-16, EfficientNetB0, 

ConvNeXtBase and ResNet50 as a backbone based FRmodel and providing an explanation of the LFW dataset. Finally, the 

SNN with VGG-16, EfficientNetB0, ResNet50 and ConvNextTiny model was trained using the same dataset. 
 

2.1. Transfer Learning 

A Transfer Learning [10] a particular techniques used to transfer previously learned knowledge gained from a related domain 

to a target field. Since our data set is compact with around 13,000 samples, to avoid training issues, we perform data transfer. 

There are specific steps to transfer the particular knowledge. First, we load the model we want to transfer in this study use 

VGG-16, EfficientNetB0, ConvNeXtBase and ResNet50, and then determine how many layers the previous training requires 

to keep. Next, we use the new model to be the backbone of the SNN model. The training set used in this second stage is the 

LFW in the next stage, the pre-trained network model. It is used for LFW testing. Finally, accuracy is calculated based on 

the task Transfer learning. Architectural flow plan for transfer of learning. 

While selected to train the final two layers of the model without freezing it. This approach was selected to optimize the 

model's adaptability and responsiveness to the dataset, leading to consistent performance and learning In this research, the 

pre-trained models of VGG16, EfficientNetB0, ConvNeXtBase and Wide ResNet-50 were used. The VGG16, 

EfficientNetB0, ConvNeXtBase and Wide ResNet-50 pre-trained models expect input images normalized in mini-batches of 

3-channel RGB images of shape (3 × H × W), where H and W are expected to be 62 x 47. The final classification layers were 

replaced with fully connected layers. ReLU activation functions and with a binary cross-entropy loss were also used. The 

initial layers from training were frozen, and the modified layer was fine-tuned with the LFW dataset. The model was trained 

for 120 epochs with a batch size of 32. Adam [11]. was used as the model optimizer with training rate (1e-4). To enhance the 

model’s efficiency in terms of computation time and performance, model enhancement techniques were used. 

2.1. Siamese Neural Network Algorithm  

A Siamese neural network [12] refers to a type of neural network architecture that consists of two or more subnetworks that 

are identical to each other. In this context, ‘identical’ refers to having the same configuration, parameters, and weights. The 

parameter updating is mirrored across both sub-networks. Artificial neural networks are utilized to determine the similarity 

between inputs by comparing their feature vectors. As a result, these networks find application in numerous domains [13]. 

Neural networks are nearly perfect at every task in the deep learning era of today, but they need more data to do so. However, 

in certain cases such as FRobtaining more data may not always be feasible. To address these challenges, a novel neural 

network architecture known as Siamese neural networks has been developed [14]. It utilizes a limited number of images to 

improve its predictions. Moreover, SNN have gained popularity in recent years due to their remarkable ability to learn from 

minimal amounts of data.   

In this study, the Siamese network consists of 2 identical neural networks, each with VGG-16 as the backbone, that receive 

the input images. The last layers of these networks are subsequently connected to a binary cross-entropy loss function [15], 

responsible for measuring the similarity between the two inputs. To ensure simultaneous learning of identical features for 

both input images, the twin networks share the same configuration and parameters [16].Two scenarios are presented in this 

study; first scenario is having 2 images of the same person “positive pair”. Second scenario is feeding 2 images of different 

individuals “negative pair”. Through training, the network becomes capable of differentiating between positive and negative 
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pairs, which is also used to compare a new, unseen image with a stored image for authentication purposes. As an output, the 

network gives out a metric that quantifies how much the two input images are different. This metric is then compared with a 

threshold to decide whether the two images are of the same person or not. The threshold is determined based on the 

distribution of distances observed during the training phase. To summarize, the SNN with VGG-16 as the backbone presents 

a reliable and effective approach for FR. Its ability to handle diverse factors like pose, lighting, and expression renders it 

well-suited for practical applications, including the specific scenario described in this study. As seen in Figure 1 explain the 

architecture of SNN with VGG-16, EfficientNetB0, ConvNeXtBase and ResNet50 model as a backbone. 

 

Figure 1. The Architecture of SNN with VGG-16, EfficientNetB0, ConvNeXtBase and ResNet50 Model as a Backbone 

2.2. VGG-16 Network 

VGG-16 [17], named after the visual geometry group (VGG) at oxford, is a convolutional neural network (CNN) architecture 

that has proven to be one of the most effective vision model architectures to date. It consists of 16 layers with weights, making 

it a relatively extensive network with a total of 138 million parameters. The architecture of VGG16 is simple and incorporates 

the most important features of convolutional neural networks. It uses small 3×3 convolution filters and a stride of 1, which 

are in the same padding, and a max pool layer of 2×2 filters for stride 2. This arrangement of convolution and max pool 

layers is consistent throughout the whole architecture. The network also includes three fully connected layers. the simplicity 

of the VGG-16 architecture is its main attraction, and its ability to handle diverse factors like pose, lighting, and expression 

makes it well-suited for practical applications [18]. As seen in Figure 2 illustrates the general architecture of the VGG-16 

network before transfer learning. 

Figure 2. The General Architecture of the VGG-16 Network 

To perform the transfer learning process, we freeze the layers to preserve the weights that were previously trained on 

ImageNet dataset, then separate the Vgg16 head, which consists of three fully connected layers and the final CNN, and 

replace them with SNN layers to perform the recognition process by adding relu as activation function As seen in Figure 3. 

          

Figure 3. Adding New Layers on the Top of the VGG-16 Model [19] 
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2.3. EfficientNetB0 

EfficientNetB0 [20], is a convolutional neural network architecture, It solves the challenging task of reconciling accurate 

modeling with speed of computation, with a target of reaching state-of-the-art performance with significantly fewer the 

parameters and utilized resources than previous versions. The design makes certain that all network parameters modify in a 

consistent manner, improving performance while decreasing computation weight. The primary feature of EfficientNet is its 

composite scaling mechanism, which constantly changes the network's depth, width, and accuracy according to a set of 

predefined scaling factors. EfficientNet includes a hierarchy of layers formed comprised of repeating blocks that gradually 

improve the network's depth, width, and resolution. EfficientNet-B0 that used in this study has 7 layers in each block. 

EfficientNet-B0 has fewer layers compared to EfficientNet-B7 has 19 layers in each block. Once the architecture lengths, a 

total number of layers increases significantly. After construct the SNN, EfficientNetB0's layers should be frozen except for 

the last layers. Train the SNNs using the LFW dataset while updating the unfrozen layers' weights. Figure.4 shows the general 

architecture of the EfficientNetB0. As well Figure 5 shows the transfer learning.  

 

Figure 4 The general architecture of the EfficientNetB0 model [20]. 

 

Figure 5. Adding New Layers on the top of the EfficientNetB0 Model [20] 

2.4. ResNet50 

ResNet50 is an architecture for convolutional neural networks that was first presented by [21]. It belonged to the ResNet 

(Residual Network) family, which has been developed to use residual learning to solve the degradation issue that extremely 

deep networks face. Furthermore, ResNet50 was developed using a fundamental component architecture and has 50 layers 

As seen in Figure 6 and Figure 7 show the trainable model. 

 

Figure 6. The General Architecture of Baseline ResNet50 Model 



 

Dalhm Al-Shammari, Devrim Akgun                                                Sakarya University Journal of Computer and Information Sciences 7 (3) 2024, 427-438 

431 

 

Figure 7. Adding New Layers on the Top of the. Baseline ResNet50 Model 

2.5. ConvNeXtBase 

ConvNets [22] another developed categorized image method. The ConvNeXtBase architecture is a convolutional neural 

network (CNN) design that improves traditional CNNs by using structured set convolutions. It is proposed as part of the 

"Aggregated Residual Transformations for Deep Neural Networks" (ResNeXt) [21], framework, which seeks to increase 

model performance and efficiency. The number of layers in a ConvNeXt network varies based on the version and architecture 

configuration, with a preference for residual block composition and pooling convolutions over a fixed overall number of 

layers. Consider using a moderately deep architecture, such as ResNeXt-50 or ResNeXt-101 [21], for FRtasks that use faces 

tagged in the Wild (LFW) dataset, which comprises a very limited number of face photographs per subject (typically 

approximately 10). These architectures find a mix between model complexity and computational efficiency, making them 

ideal for workloads that require medium-sized datasets, such as LFW. After loading the pre-trained ConvNeXt model, drop 

its last fully connected layer. This layer is typically used for classification tasks and is not required for feature extraction in 

the SNN weights As seen in Figure 8 [22]. 

 

 

Figure 8. The General Architecture of ConvNeXtBase Model 

2.6. Labelled Faces in the Wild (LFW) Dataset  

The labelled faces in the wild (LFW) dataset [23]  is a collection of face photographs specifically gathered for the purpose of 

studying unconstrained FR. The dataset comprises more than 13,000 facial images that have been gathered from various 

sources on the internet. The name of each person in the image was labelled on their respective face in this data set. The LFW 

dataset consists of four distinct sets of images. These sets include the original images as well as three types of aligned images. 

These aligned images are specifically designed to evaluate algorithms in various conditions. the dataset utilizes funnelled 

images [24], LFW-a, and deep funnelled images [25] for alignment purposes. Most face verification algorithms tend to yield 

better results when using deep funnelled and LFW-a images compared to funnelled images and original images. As seen in 

Figure 9 illustrates the LFW image dataset.  
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Figure 9. An Example of the LFW Image Dataset 

3. Training SNN wit Transfer Learning Models 

A commonly used neural network for determining the similarity between two comparable inputs is called the SNN. This 

study explores the possibility of two individuals having similar facial features. To ensure the highest accuracy in facial 

recognition and identification, it is essential to incorporate the SNN with VGG-16 as the backbone. The SNN with VGG-16 

as the backbone have been trained using the LFW dataset, which contains images of 1680 individuals with two or more 

distinct image available. The purpose is to identify the individuals. The LFW dataset is specifically created for studying the 

challenge of FR in real-life scenarios, where conditions are unpredictable and include various factors such as pose, lighting, 

and expression variations. These conditions are commonly encountered in everyday situations. 

In order to use the LFW dataset as input for the SNN, it is necessary to preprocess it. The pre-processing steps include resizing 

the images. The images have been resized to dimensions of 62 pixels by 47 pixels (see equation 3.4). The images are resized 

to decrease the computational complexity and to ensure that the network focuses on the essential features of the faces. The 

specific size was chosen because the dimensions of the head are always wider than its width. Since this study using VGG-16 

which is a color-based model, the step to convert images to grayscale has been omitted. 

                                   𝑟𝑒𝑠𝑖𝑧𝑒𝑑𝑖𝑚𝑎𝑔𝑒 = 𝑟𝑒𝑠𝑖𝑧𝑒(𝑖𝑚𝑎𝑔𝑒, (62,47))(2.4) 

Since the LFW dataset contains limited number of samples (13,000), the proposed study utilised the Stratified K-Fold cross-

validator [26] through splitting the LFW dataset into 5 sets to increase the number of dataset images and to a void the 

overfitting, allowing us each fold has a chance to appear in the training set (k-1) times, making sure each observation in the 

dataset appears in the dataset and enabling the model to learn the fundamental information distribution better. The number 

of observations (n= 5). Figure 10 depicts the process of splitting the utilised dataset into 5 loops. 

 

Figure 10. The Process of LFW Dataset Splitting 

To evaluate the accuracy of the proposed FR approach, this study has utilised several metrics like accuracy, precision, f-

measure, and recall as they are common metrics widely used [27]. False positive and false negative rates are another way to 

gauge the approximation error of the SNN model. These measures are well-known and commonly used in the existing 
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research [28], [29]. moreover, computational complexity, and memory utilization were used to evaluate the efficiency of the 

proposed scheme based on computation theory as it is commonly practised by the related works [30].As seen in  Equations 

5 , 6 , 7 , 8 and 9  were used to calculate the detection accuracy, detection rate, precision, false positive rate, and the f measure, 

respectively. 

                                                                                    𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
(2.5) 

                                                                                           𝐷𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
(2.6) 

                                                                      𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
(2.7) 

                                                                           𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
(2.8) 

                                                                  𝐹1 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
(2.9) 

where TP, TN, FP and FN denote the true positive, true negative, false positive and false negative respectively. 

4. Experimental Results 

The evaluation of the VGG16-based SNNs also yielded promising results, demonstrating its suitability for FR in 

the proposed model. As shown in the figure below, as the number of training epochs increased, the binary cross-

entropy loss decreased, reaching lower values. This decrease in loss indicates that the network effectively learned 

the distinguishing features of each face, resulting in a minimal difference between the predicted and actual outputs. 

This effective learning makes the network as a robust tool for FR systems. Figure 11 depicts the Binary Cross 

Entropy Loss for the SNNs. 

 

Figure 11. The Binary Cross Entropy Loss for Siamese Network 

In addition, an accuracy curve was visualized showing a high accuracy score of 95% approximately on the validation set. 

This value signifies the ability of the model to correctly classify most of the input images.  The high accuracy result renders 

the network suitable for the task of logging out the employees in the company. As seen in Figure 12 illustrates the SNN 

Accuracy with VGG16 as the backbone. 
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Figure 12. The Siamese Network Accuracy with VGG16 as the Backbone 

Once the training of the SNN with VGG 16 was finished, it was tested on new test images to see how well the network 

performed. When presented with 3 images of the same individual but with different facial expressions, the network was still 

able to correctly identify the three images as the same person. This demonstrates the network's ability to accurately detect 

and group similar faces within the dataset. As seen in Figure 13 illustrates the test model on a Random Sample. 

 

Figure 13. The test Model on Random Sample 

As seen in Figure 14 below illustrates the results which had been achieved during training the proposed system using the 

suggested SNN with Efficient New algorithm. The achieved results explain that the proposed system has gain 78% as a 

validation accuracy. While as seen in Figure 15 depicts the results gained from training the proposed SNN with ConvNext, it 

had ganied 93% asa validation accuracy and As seen in Figure 16 show SNN with ResNet-50 has 95 %. 

 
Figure 14. Siamese Network with Efficient 
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Figure 15. SNN with ConvNextTiny Algorithm 

 
Figure 16. SNN with ResNet50 Algorithm 

 In this research, a SNN with VGG 16 as a backbone has been used for the FRmodel. These hybrid techniques have achieved 

an accuracy of 96% on the test set, which in comparison to other studies is a better level of accuracy, or at least equally as 

good to them. For instance, As seen in Table 1, the accuracy score of the proposed SNN with VGG 16 as a backbone is 

(96.00) which is much higher accuracy than some methods such as DLB (88.50), CFN+APEM (87.50), L-CSSE-KSRC 

(92.02), and SiameseFace1 (94.80). Other methods such as weighted PCA-EFMNet (95.00) and Siamese-VGG (95.62) show 

good results, that are still lower in accuracy compared to the proposed SNN with VGG 16 as a backbone. The only method 

that surpasses the proposed hybrid techniques in accuracy is CosFace, achieving 99.73 accuracy. However, despite achieving 

a lower accuracy compared to CosFace, the proposed SNN is faster, more lightweight, and suitable for running on simple 

hardware. 
 

Table 4.1. SNN with VGG 16 as a Backbone Performance in Comparison to Other Methods 

Reference Method Face Recognition ACC (%) 

Chong et al [31] DLB 88.50 

Xiong et al [32] CFN+APEM 87.50 

A. Majumdar, R. 

Singh [33] 

L-CSSE+KSRC 92.02 

J. Zhang, X. Jin, [34] SiameseFace1 94.80 

B. Ameur, M. 

Belahcene [35] 

Weighted PCA-

EFMNet 

95.00 

M. Heidari and 

K.Fouladi-Ghaleh 

[16] 

Siamese-VGG 95.62 

H. Wang et al. [36] CosFace 99.73 

SNN with VGG 16 as a backbone 96.00 

SNN with EfficientNetB0 as a backbone 78.00 

SNN with ConvNextTiny as a backbone 93.00 

SNN with ResNet50 as a backbone 95.00 
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To keep this study more robust and Efficient, two more comparative study have been utilized with VGG 16, these are Efficient 

loss and ConvNext networks. When evaluating the SNN’s performance, it's essential to consider both accuracy and loss 

simultaneously. In this research, VGG16 serves as the backbone architecture. To keep the proposed method more robust, 

VGG16 have been benchmarked with ConvNext and EfficientNet. The performance of these networks are evaluated based 

on metrics such as accuracy and loss, providing insights into their effectiveness for FR tasks. By comparing the performance 

of different backbone architectures, this research aims to identify the most suitable model for enhancing the efficiency of FR 

approach. As seen in Figure 17 and 18 illustrate comparative studies between VGG16 , ResNet50 and Efficient loss and 

ConvNext networks. Based on the graph in Figure 17, it is not possible to definitively say which model is the best. However, 

the train VGG16 model appears to have the lowest loss. Based on the accuracy graph in the image, the Validation VGG16 

Accuracy appears to be the highest throughout the epochs, which suggests it might be the best model for this task. 

 

Figure 17. Comparative Study of validation Process Between VGG16 Lass, Efficient Loss and ConvNext loss and 

ResNet50 

 

Figure 18. Comparative Study of Validation Process Between VGG16 Accuracy, Efficient Accuracy and ConvNext 

Accuracy 

5. Conclusion 

Many studies have been reported on FRin complex scenarios remains unresolved. A face detection and recognition-based 

system was implemented for recognition SNN with transfer learning models as the backbone. Various transfer learning 

architectures such as VGG-16, EfficientNet, RestNet50, and ConvNext have used for the experiments. 5-fold cross validation 

has been used to evaluate the performance of the architectures on LFW dataset. Comparative results show that EfficientNet, 

RestNet50 and ConvNext backbones achieved 78% accuracy, 95% and 93 % accuracy respectively. VGG-16 produced the 

best accuracy in FRwith 96%. This illustrates its capability to identify and distinguish individuals in different poses, lighting 

conditions, and facial expressions. For the future studies, better models can be developed to improve the accuracy of the 

system. Also the real-time improvements can be made to make system with fast recognition response. 
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