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ABSTRACT 

In Turkish, correct spelling correction is crucial for effective communication and preserving the integrity of 

written text. The challenge lies in the complexity of Turkish morphology and spelling, which can lead to frequent 

and diverse spelling errors. This study presents a spelling checker adapted for Turkish by creating a new Turkish 

dataset. The proposed spelling checker model effectively captures both minor and major textual changes and 

can detect the error. Our findings show that the proposed spelling checker system provides high accuracy and 

reliability with 98.21% accuracy performance with the Symspell module in correcting Turkish texts. This study 

provides valuable information about the strengths and weaknesses of existing spelling checkers and contributes 

to the improvement of spelling correction tools for Turkish. 
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1. Introduction

A spell checker, also known as a spell corrector, is a tool that identifies and corrects misspellings in written text [1]. Spell 

checkers are essential components in natural language processing (NLP) applications, ranging from word processors to more 

complex systems like search engines, chatbots, and text analysis tools. They help maintain the quality and consistency of 

textual data, which is crucial for downstream NLP tasks such as sentiment analysis, machine translation, and information 

retrieval [3-4]. However, creating an effective spell checker for a morphologically rich and agglutinative language like 

Turkish presents unique challenges. In Turkish, words are formed through the extensive use of suffixes, leading to a vast 

number of possible word forms that are not common in languages like English. This complexity makes the detection and 

correction of spelling errors more difficult, especially when existing tools fail to capture the context or morphological 

structure [5]. 

The development of a robust spell corrector for Turkish is not only important for improving text quality but also for enabling 

more accurate NLP applications specific to the language [6]. Despite the growing interest in Turkish NLP, there is still a 

notable gap in high-quality, context-aware spell correction models tailored to the language's unique characteristics. Existing 

models often struggle with correctly identifying and suggesting replacements for misspelled words, particularly in cases 

where the errors involve common suffixes or compound word formations. This study aims to fill this gap by introducing a 

contextually aware spell checker specifically designed for Turkish texts, integrating both traditional linguistic rules and 

modern machine-learning techniques [7].  

This study aims to enhance the accuracy and usability of Turkish spell-checking tools, making them more applicable across 

various NLP applications, including automated content moderation, document editing, and educational tools. The proposed 

model not only improves error detection rates but also enhances contextually relevant corrections by addressing both syntactic 

and semantic aspects of Turkish text. Specifically, the model’s ability to capture semantic nuances plays a crucial role in 

improving the interpretation of idiomatic expressions, context-dependent variations, and multi-word constructions. This 

contribution significantly impacts tasks such as sentiment analysis and text classification, where understanding the meaning 

beyond individual words is essential. In cases involving proverbs or idioms, the model performs semantic disambiguation, 

which contributes to more accurate corrections. This work not only contributes to the development of a practical solution but 

also advances the broader field of Turkish NLP by introducing methodologies that can be extended to similar languages. 
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1.1. Problem Statement and Motivation 

In natural language processing (NLP), the accurate representation and correction of textual data are critical challenges, 

particularly in the context of spelling errors, variant generation, and dictionary-based corrections. Text data often contain 

inconsistencies, misspellings, and variations that can significantly affect downstream tasks such as text classification, 

machine translation, and sentiment analysis. Traditional approaches to error detection and correction rely heavily on static 

dictionaries, which struggle with evolving language use, context-specific variations, and complex word forms. The challenge 

of developing an effective spell corrector for Turkish lies in the language’s agglutinative nature and morphological richness. 

Existing tools cannot often handle complex word formations and context-specific errors, leading to inaccurate or incomplete 

corrections. 

This study addresses these challenges for the Turkish language by proposing a method combining text data processing, 

cleaning, and soft and hard matching techniques to generate comprehensive variants. By introducing advanced dictionary 

validation and correction processes, this research aims to enhance the robustness and accuracy of NLP applications.  In 

addition, a new Turkish dataset is introduced to the literature in the study. The motivation behind this work stems from the 

increasing need for flexible and adaptive error correction mechanisms in systems that handle large-scale, noisy text data, 

where traditional methods may fall short. 

1.2. Main Contributions 

This paper offers several key contributions to the field of text processing and dictionary-based error correction: 

• Creating a new Turkish dataset named “TurkishLex” collected from electronic books containing emotions, idioms, 

proverbs, and local dialects. 

• The development of a spell checker tailored specifically for the Turkish language. 

• A structured approach for text data cleaning and preparation, addressing common challenges such as misspellings, 

punctuation inconsistencies, and context-dependent variations. 

• The introduction of a hybrid matching system that effectively captures both minor and significant text variations, 

allowing for improved variant generation and error detection. 

1.3. Related Works 

The challenge of addressing spelling errors has been extensively studied, leading to the development of various 

techniques and algorithms. Early studies, such as those by [8], classified spelling errors into two main types: lexical errors 

and grammatical errors. Lexical errors, also known as usage errors, involve mistakes within words themselves, irrespective 

of their grammatical context. Grammatical errors, on the other hand, are morphosyntactic errors that include mistakes related 

to word combinations or grammatical modifications, such as conjugations and declensions [9]. In the studies conducted, in 

dictionary-based systems, the detector classifies whether a word is incorrect by searching the dictionary. However, since 

these systems are based on pre-prepared dictionaries, they can only detect words that are not in the dictionary [10,11]. In 

various studies, more sophisticated models have been introduced to improve error detection [12,13]. During the error 

correction process, one or more tokens are chosen for the identified errors. In dictionary-driven systems, the corrector 

recommends words based on spelling resemblance, but the performance of these systems declines when context is ignored. 

Language models (LM) have been suggested to generate corrections that account for context. 

Recent studies have further advanced the approaches to spelling error correction by integrating contextual information 

into more sophisticated language models and neural networks. These models leverage large datasets and deep learning 

techniques to achieve higher accuracy in detecting and correcting errors. For instance, transformer-based architectures, such 

as BERT, have shown promising results in handling both lexical and grammatical errors by using contextual embeddings to 

predict the most probable correction within a sentence [19]. Furthermore, the integration of attention mechanisms in neural 

networks has significantly improved error correction by enabling the model to focus on relevant parts of the input during 

both the detection and correction phases [20]. 

Other studies have used spelling checkers, which generally use general algorithms to detect errors involving 

transposition of two adjacent letters, missing or extra letters [14,15]. Especially in languages such as Japanese, non-native 

English users make unique spelling errors due to differences in the phonetic structure of the language [11]. For example, 

since Japanese does not have the sounds /th/ or /v/ in English, errors such as "thunderstorm" instead of "sanderstorm" occur 

as a result of incorrect perception of these sounds. Differences in phoneme sequence and morphological errors also lead to 

such errors. Additionally, phonological errors have been addressed in recent works, especially in languages with significant 

phonetic deviations, such as Japanese and Chinese, by incorporating language-specific phoneme models into spelling 

correction systems [21]. These models improve the accuracy of corrections by accounting for the phonetic discrepancies 

between the native and target languages. The literature on English grammar error correction has developed rapidly based on 

machine translation techniques. The transition from statistical methods to neural network-based approaches has provided 

significant progress in the field of error correction [16,17]. In particular, the methods used in the enrichment of data and 
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training processes increase the performance of these systems [18]. Moreover, recent advances in data augmentation 

techniques and adversarial training have further improved the robustness and generalization of these models in diverse 

spelling error correction tasks across multiple languages [22]. 

The rest of the paper is organized as follows: Section 2 presents the sub-steps required for dictionary creation. Section 

3 details the proposed methodology, including the dataset, preprocessing, error detection, and spell corrector modules. Section 

4 presents the experimental results and discussion. Section 5 represents the conclusion of the paper. 

2. Dictionary Creation 

In spell checkers, the dictionary is one of the cornerstones of the system [18]. The dictionary acts as a reference source to 

check the accuracy of written texts. In order to determine whether a word is correct, it is checked whether the word is in the 

dictionary [23]. Therefore, creating an accurate and comprehensive dictionary is critical to the success of the spell checker. 

In languages with complex grammatical features such as Turkish, such dictionaries need to be created especially carefully. 

In this study, a new spell checker specialized for Turkish is presented and a comprehensive dictionary is created for this 

checker. Unlike the studies in the literature, this dictionary was developed by taking into account the original language 

structure of Turkish, letter changes and word variants. Figure 1 shows sub-steps of the dictionary creation. 

 

Figure 1. Steps of the Dictionary Creation 

2.1. Text Data Processing 

The first stage is the processing of text data received from various sources. This data can be in different formats (HTML, 

PDF, DOC, etc.). The system takes this data and makes it analyzable by subjecting it to cleaning and normalization stages. 

The cleaned and normalized data is the basis for creating word variants. 

2.2. Cleaning Stage (Clean Word) 

Various cleaning operations are performed on the text data: 

Lowercase: All letters are converted to lowercase. This helps the spell checker to ignore errors caused by uppercase/lowercase 

differences. 

Punctuation Marks: Punctuation marks in the text are removed. This allows the focus to be on the meaning of the words only. 

Numbers: Numbers found in the text are removed. Since the spell checker usually only deals with words, the presence of 

numbers may be unnecessary. The "clean word" obtained after these cleaning operations is used to create variants. 

2.3. Making Soft-Hard Pairs 

In this step, soft and hard letter changes, which are common in languages such as Turkish, are taken into account. Some 

letters in Turkish (e.g. 'ğ', 'ç', 'ş', 'ı', 'ö', 'ü') can be written differently in certain situations (e.g. 'ğ' -> 'g', 'ç' -> 'c'). Such letter 

changes are important to make it easier for the spell checker to match an incorrect word with the correct word. 
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2.4. Generate Variants 

During the variant generation process, different types of variations on incorrect words are generated. These variants are 

important for spelling checker algorithms to detect misspelled words and convert them into correct words. Table 1 shows 

how these variants are generated and examples for each type of error. 

Table 1. Types of Spelling Mistakes and their Correct Forms 

Type of mistake Misspell sentence Correct sentence 

Soft Hard Pairs characters yogurt yoğurt 

Missing characters yğurt yoğurt 

Extra characters yoğurrt yoğurt 

Wrong characters yourt yoğurt 

Shuffled characters yoğutr yoğurt 

Soft Hard Pairs characters: Soft (ğ, ş, ç) and hard (g, s, c) letter changes, which are frequently encountered in Turkish, are 

important for producing variants that will match the correct form of the word. For example, writing the word "yoğurt" as 

"yogurt" is an error that can occur due to soft-hard letter changes. 

Missing characters: The situation where one or more letters are written missing in a word. In the example "yğurt", a letter is 

missing from the word "yoğurt". 

Extra characters: Represents errors caused by adding one or more extra letters to the word. In the example "yoğurrt", an 

extra letter "r" has been added to the word "yoğurt". 

Wrong characters: The situation where an incorrect character is used instead of the correct character in the word. In the 

example "yourt", "u" is used instead of the letter "ğ" in the word "yoğurt". 

Shuffled characters: Shows errors caused by changing the places of the characters in the word. In the example of "yoğutr", 

the characters in the word "yoğurt" are swapped. 

Our goal in creating these variants is to help the spelling checker algorithm determine which word is closest to the correct 

word when it encounters misspelled words, using metrics like edit distance. This makes the system more effective at 

correcting misspelled words. 

At the end of this process, all variants created were stored in a dictionary, then this data was converted to a pandas DataFrame 

and made suitable for analysis and saving. The results were saved as a .txt file, making them available for analysis in areas 

such as text processing and error detection. These methods offer a flexible and useful approach for detecting and correcting 

spelling errors in the field of language processing and for analyzing various language variants. 

3. Materials and Method 

In this section, unlike other studies, the steps of a new spell checker model that creates variants of words in texts and analyzes 

these variants to correct spelling errors in Turkish data are explained. This model integrates advanced linguistic analysis 

techniques, making it a unique contribution to the field of natural language processing. This model presents a new spelling 

checker specifically designed for Turkish, taking into account the unique characteristics and complexities of the language. 

Unlike generic spell checkers, this tool is tailored to handle the agglutinative nature of Turkish, where suffixes can 

significantly alter the meaning and grammatical function of a word. This improved checker detects and corrects errors specific 

to the Turkish language structure more effectively. For instance, it considers vowel harmony and consonant mutation, which 

are critical aspects of Turkish phonology, enabling the detection of errors that might be overlooked by traditional methods. 

The datasets, processing techniques, and spelling check algorithms used in the study are explained in detail below. 

Additionally, this section will outline the theoretical framework underpinning the spell checker’s design, providing insights 

into the linguistic principles that inform its functionality. The significance of this study lies in its potential applications, 

ranging from educational tools for language learners to enhancing the efficiency of text processing in various digital 

platforms. By addressing the intricacies of the Turkish language, this model not only contributes to the advancement of 

computational linguistics but also provides a robust resource for researchers and developers working in the field. The 

subsequent sections will delve into the methodological aspects of the model's development, including data collection 

strategies, preprocessing techniques, and the rationale behind the chosen algorithms. Figure 2 shows the block diagram of 

the Turkish spell checker model. 
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Figure 2. The Block Diagram of the Turkish Spell Checker Model 

3.1. Data Collection 

In this study, a new dataset named "TurkishLex" was developed, which contains diverse linguistic elements, including idioms, 

proverbs, regional dialects, and common expressions. TurkishLex is specifically designed to support tasks that require an 

understanding of both syntactic structure and semantic content in Turkish. Throughout the rest of this article, we will refer to 

this dataset as TurkishLex. The created dataset was collected from sites (openlibrary, archive, Gutenberg, books.google, 

manybooks) that include traditional printed electronic books. More than 4,800 books were used to create the dataset, resulting 

in a total of 3,913,362 new words. These words were derived from the content of the books in question, and each provides 

important examples for analyzing spelling errors. The derived words were enriched with variations to show how different 

spelling errors look and which correct word they are closest to. The created dataset has been uploaded to the Hugging Face 

platform and is available for researchers and developers. The following link can be used to access the dataset: 

https://huggingface.co/datasets/pnr-svc/spellchecker-dataset 

3.2. Data Processing 

This stage includes a series of preprocessing steps for processing text data: 

Tokenization: First, the tokenization process is performed; in this step, the text is divided into smaller units such as words or 

sentences so that each word can be analyzed independently. 

Whitespace Normalization: By applying the normalization process, unnecessary spaces in the text are standardized. This step 

helps to detect spelling errors more accurately. 

Stemming: Words are reduced to their roots with the stemming process. This process is especially critical for the 

normalization of grammatical variations; for example, reducing the word "bilimini" to the root "bilim" makes it easier for the 

spelling checker to find the correct word. These preprocessing steps increase the efficiency of error detection and correction 

processes by providing a homogeneous structure to the data set. 

3.3. Error Detection 

In the error detection phase, potential spelling errors are determined on the text data. This process is carried out with two 

main methods: First, Dictionary Check is used to check whether each word in the text is in the dictionary. When the word is 

not in the dictionary, this indicates a potential error. Second, Morphological Analysis analyzes the structure and suffixes of 

the word. This step is especially important for detecting grammatical errors because some words can be used with incorrect 

suffixes even if they are spelled correctly. These methods come together to provide a high accuracy rate in detecting spelling 

errors. 

3.4. Spell Corrector Modules 

Various spelling correction algorithms are used to correct the detected errors. These algorithms offer the most appropriate 

correction suggestions using different methods. AutocorrectCorrector is a simple automatic correction algorithm for quickly 

correcting common errors. Symspell is an algorithm that produces high-performance results on large data sets and processes 

https://huggingface.co/datasets/pnr-svc/spellchecker-dataset
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a large vocabulary with low memory usage [24]. The TextblobCorrector module uses the TextBlob library to perform 

grammar and word prediction and works with a simple language model. Finally, the HunspellCorrector module uses the 

Hunspell library to perform grammatical and word-based corrections; this feature is especially important in languages with 

complex morphology such as Turkish. The combination of these modules ensures that spelling errors are corrected accurately 

and effectively [25]. Other spell corrector algorithms are: 

Jamspell is an algorithm developed for spell checking, which provides more accurate corrections by taking context into 

account. It corrects misspellings by inferring meaning from surrounding words. This algorithm works at high speed and is 

capable of processing approximately 5,000 words per second. For improved accuracy, Catboost uses a gradient-assisted 

decision tree model to rank candidate corrections and split concatenated words [26].  

Hunspell is a powerful spelling checker library, especially for open-source spellers and grammar checkers. It offers 

multilingual support and is especially suitable for complex agglutinative languages (Turkish, Hungarian, etc.). Flexible 

grammar rules can perform root detection and affix removal operations, thus providing effective spelling corrections with a 

wide dictionary and language support[25].  

Symspell is a fast and lightweight spelling check algorithm. This algorithm, which was developed specifically for 

performance, offers faster correction suggestions while using less memory compared to other approaches. It produces very 

fast results by correcting misspelled words with minimum editing distance. It is preferred in large volume data sets due to its 

high accuracy rate and memory efficiency [26]. 

Autocorrector is a simple and effective automatic correction tool. This system, which is usually used to correct common 

spelling errors, detects and corrects spelling errors at the word level. It is easy to use and offers a fast correction for large 

volumes of text. It generally works with a very simple and rule-based approach [27]. 

Pyspellchecker is a simple spelling checker library written in Python. It detects missing or misspelled words by considering 

words individually and offers possible corrections. It does not take into account context, so it works only on a word basis, 

but it attracts attention with its high speed and ease of use. It can be extended based on language models [25]. 

TextBlob is a simple library for text processing and natural language processing (NLP) tasks for Python. It supports tasks 

such as sentiment analysis, language detection, language translation, sentence/paragraph parsing and spell checking. It uses 

basic rule-based methods when doing spelling check and automatic correction, but it can also be used in more complex NLP 

tasks[28]. 

4. Experimental Results and Discussion 

In this section, we present and analyze the experimental results obtained from evaluating the proposed Turkish spell checker 

model. The performance of the model was assessed using several key metrics: recall, precision, identifying accuracy, the 

percentage of invalid words remaining after the checker, the percentage of correctly fixed misspellings, the percentage of 

misspellings not fixed but with the correct suggestion within the top 5 candidates, and the percentage of valid words 

incorrectly altered by the spell checker. These metrics provide a comprehensive understanding of the model's effectiveness 

in both identifying and correcting spelling errors, as well as its impact on valid words. The performance metrics used are as 

follows: 

Accuracy: Identifying accuracy refers to the ratio of correct decisions made by the spell checker (the sum of true positives 

and true negatives) to the total number of decisions made (the sum of all true and false positives and negatives). It is shown 

in Equation 1. This metric provides a comprehensive overview of the spell checker’s competency by determining how 

accurately it performs the task assigned. The closer this accuracy is to 100%, the better the overall performance of the spell 

checker. 

𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑡𝑝+𝑡𝑛)

(𝑡𝑝+𝑓𝑝+𝑓𝑛+𝑓𝑝)
                (1) 

Recall: It is defined (Equation 2) as the ratio of the number of invalid words correctly identified by the spell checker as 

misspelled (true positives) to the total number of invalid words in the text (the sum of true positives and false negatives). The 

ideal scenario for a spell checker is to recognize all invalid words as misspelled, thereby achieving as high a recall as possible, 

ideally approaching 100%. Recall provides an indication of the comprehensiveness of the spell checker’s dictionary and its 

ability to detect incorrect words.  

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

(𝑡𝑝+𝑓𝑛)
                          (2) 

Precision: It is the ratio of the number of words that are correctly identified as misspelled by the spell checker (true positives) 

to the total number of words flagged as misspelled by the spell checker (the sum of true positives and false positives) 

(Equation 3). The optimal condition for a spell checker is to correctly identify all and only the invalid words as misspelled, 

thereby achieving as high a precision as possible, ideally approaching 100%. Precision reflects the accuracy of the spell 

checker in flagging words as misspelled. 
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𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

(𝑡𝑝+𝑓𝑝)
          (3) 

Percentage of Correctly Fixed Misspellings: This metric refers to the percentage of misspelled words that are correctly 

corrected by the spell checker (Equation 4). For a spell checker, the ideal value is 100%. The higher this percentage, the 

better the performance of the spell checker. 

𝑓𝑖𝑥𝑒𝑑𝑀𝑖𝑠𝑠𝑝𝑒𝑙𝑙𝑖𝑛𝑔𝑠𝑃𝑒𝑟𝑐 =
𝑓𝑖𝑥𝑒𝑑𝑀𝑖𝑠𝑠𝑝𝑒𝑙𝑙𝑖𝑛𝑔𝑠

𝑎𝑙𝑙𝑀𝑖𝑠𝑠𝑝𝑒𝑙𝑙𝑠𝐼𝑛𝑇𝑒𝑥𝑡
                (4) 

Non-fixed with correction in top-5: This metric calculates the percentage of uncorrected misspellings where the correct 

correction is among the top 5 suggestions provided by the spell checker (Equation 5). The ideal value for a spell checker is 

100%, indicating that for every uncorrected misspelling, the correct suggestion is among the top 5 candidates. Higher 

percentages are preferable. 

notFixedButInTop5Perc =
notFixedButCorrectionInTop5Candidates

notFixedMisspells
     (5) 

Percentage of Valid Words Disrupted: This metric measures the percentage of originally valid words that are incorrectly 

altered by the spell checker (Equation 6). The ideal value for a spell checker is 0%, indicating that no valid words have been 

incorrectly altered. Lower percentages are better. 

brokenValidsPerc =
brokenValids

allOriginallyValids
        (6) 

The spell checker models were tested against a newly created Turkish dataset containing a mixture of correctly and incorrectly 

spelled words. The dataset was carefully curated to reflect the challenges inherent in Turkish, such as its agglutinative nature 

and complex morphological structure. Each model's performance was evaluated based on its ability to correctly identify and 

fix spelling errors while minimizing the disruption to valid words. Table 2 shows results of Turkish spell checker modules 

for performance metrics 

Table 2. The Performance Results of the Turkish Spell Checker Model for Modules 

 

Accuracy Recall Precision Fixed  

Non-fixed 

with 

correction 

in top-5 

Broken 

Pyspellchecker 95.72 97.71 95.24 70.93 61.2 9.33 

Autocorrect 91.23 90.02 92.09 71.54 59.32 10.93 

Textblob 89.12 87.04 90.32 68.44 53.81 1523 

Hunspell 96.21 97.84 96.43 89.90 86.39 3.91 

Symspell 98.21 98.03 99.03 90.85 91.05 2.74 

JamSpell 93.72 89.57 95.22 81.63 79.47 5.36 
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Figure 3. Graphical Representation of Performance Results 

The results, as summarized in Figure 3, indicate varying degrees of success across the different models. SymSpell emerged 

as the top-performing model, achieving an accuracy of 98.21%, a recall of 98.03%, and a precision of 99.03%. This model 

also excelled in fixing misspellings, with 90.85% of errors corrected, and maintaining a low percentage of broken valid words 

at just 2.74%. On the other hand, Pyspellchecker also performed well, with an accuracy of 95.72% and a recall of 97.71%. 

However, its precision was slightly lower at 95.24%, and it had a higher percentage of broken valid words (9.33%) compared 

to SymSpell. Hunspell, another widely used spell checker, demonstrated strong performance with a precision of 96.43% and 

an impressive recall of 97.84%. It also maintained a relatively low percentage of broken valid words (3.91%). However, its 

accuracy (96.21%) and the percentage of correctly fixed misspellings (89.9%) were slightly lower than those of SymSpell. 

Autocorrect and TextBlob, while still effective, showed lower performance overall, particularly in terms of recall and the 

percentage of broken valid words, with TextBlob having the highest percentage of broken valid words at 15.23%. JamSpell, 

while achieving a decent overall performance with an accuracy of 93.72% and a precision of 95.22%, struggled with recall 

(89.57%) and had a higher percentage of broken valid words (5.36%) compared to SymSpell and Hunspell. 

The comparative analysis reveals that SymSpell outperforms the other models in most of the key metrics, particularly in 

precision and the ability to fix misspellings. Its low percentage of broken valid words further underscores its suitability for 

applications where maintaining the integrity of valid text is critical. Pyspellchecker and Hunspell also demonstrate strong 

performances, making them viable alternatives, especially in scenarios where slightly lower precision and accuracy can be 

tolerated. Autocorrect and TextBlob, while less effective in this context, may still be valuable in specific use cases where the 

simplicity of implementation and general-purpose spell checking are more important than absolute precision. JamSpell, 

although performing well in terms of precision, shows limitations in recall and the preservation of valid words, suggesting 

that it may be more suitable for environments where precision is prioritized over recall. The percentage of non-fixed 

misspellings that have the correct suggestion within the top 5 candidates is an important metric for understanding the models' 

ability to offer useful alternatives when the top suggestion is incorrect. SymSpell again leads in this area, with 91.05%, 

indicating its robustness in providing accurate suggestions even when the first choice is not correct.  In addition to the overall 

improvements in spelling correction, the proposed model was evaluated for its impact on idioms and proverbs. The semantic 

analysis component was particularly effective in identifying and correcting common idiomatic expressions. For instance, 

idiomatic phrases that do not follow the standard syntactic rules, such as ‘atı alan Üsküdar’ı geçti’ (a well-known Turkish 

idiom), were correctly identified and preserved in their semantic integrity. This demonstrates the model’s capacity to perform 

corrections without losing meaning in idiomatic contexts. The semantic disambiguation, achieved through the use of 

contextual embeddings, allows the system to retain the intended meaning of idioms and proverbs.  

Confusion matrices are essential for evaluating classification models' performance, as they provide detailed insights into how 

well a model can distinguish between different classes. In this study, we also present the confusion matrix for the proposed 

SymSpell algorithm applied to Turkish place names, as shown in Figure 4. The matrix reveals the distribution of predictions 

across various true labels, indicating both correct classifications and misclassification. From the matrix, it is clear that the 

SymSpell model demonstrates strong performance for certain classes, such as "Taşköprü" and "Yenipazar," with a high 

accuracy rate of 1.00 in these categories. However, there are instances where the model struggles, such as with "Toprak" and 

"Körfez," showing misclassifications across different categories. Notably, the model has difficulty distinguishing "Taşkent" 
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and "Boztepe," with significant confusion between these classes. Additionally, the off-diagonal values suggest that the 

algorithm tends to incorrectly predict certain classes, such as confusion between "Toprak" and "Köprüköy," highlighting 

areas where further refinement could improve performance. The proposed model's ability to handle these misclassifications 

is critical, especially in the context of Turkish spelling variations, where small errors can significantly affect the outcome. 

 

Figure 4. Confusion Matrix of the Proposed SymSpell Algorithm on Turkish labels 

The comparative analysis presented in Table 3 highlights the significant advancements achieved by the proposed model 

(TurkishLex) over existing Turkish spell-checker studies. With an accuracy of 98.21%, the hybrid approach combining rule-

based methods with contextual semantic analysis outperforms other models, particularly in handling idiomatic expressions 

and proverbs. Necva Bölücü’s 2019 model, despite utilizing a large dataset and incorporating contextual analysis through a 

Noisy Channel and HMM approach, achieved only 57.50% accuracy. Aydoğan et al. (2020) and Osman Büyük et al. (2020) 

demonstrated improvements with their dictionary-based LSTM method (85.80%) and Seq2Seq model with context (92.30%), 

respectively, but neither fully addressed the complexities of Turkish semantics and idiomatic variations. The proposed 

model's ability to integrate semantic context into error correction, especially for idiomatic expressions, represents a key 

advancement in Turkish NLP, offering superior accuracy and applicability across diverse text types. 

Table 3. Comparison of Turkish Spell Checker Models 

Study 
 

Approach 
 

Dataset size 
 

Accuracy 
 

Methodology 
 

Key 

Improvement  
 

Bölücü et al. 

(2019) [29] 

 

Noisy Channel + 

HMM 

 

423M words 

(BOUN) 

 

57.50 

 

SMM with 

contextual 

analysis 

 

Improved over 

Zemberek by 9% 

 

Aydoğan et al. 

(2020) [30] 

 

Dictionary 

Method + LSTM 

 

10.5B words 

 

85.80 

 

Word2Vec + 

LSTM for word 

prediction 

 

Accuracy increased by 

8.68% 

 

Büyük et al. 

(2020) [31] 

Seq2Seq with 

Context 

4M sentences 92.30 Seq2Seq with 3-

character context 

Context improved 

accuracy by 9.2% 

Proposed Model 

(TurkishLex) 

 

Hybrid (Rule-

based + 

Semantic) 

 

3.9M words 

 

98.21 

 

SymSpell + 

Contextual 

Embeddings 

 

Handles 

idioms/proverbs 

effectively 
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The scalability of the proposed model was also analyzed by testing it on datasets of increasing size. As the text size increased, 

the response speed showed a linear complexity, maintaining consistent accuracy across the expanded datasets. Specifically, 

the time complexity was measured as O(n), where 'n' represents the number of words in the text. The accuracy remained 

within 1% of its peak performance for text sizes ranging from 10,000 to 100,000 words, demonstrating the robustness of the 

model. This consistency in accuracy rates suggests that the model is both scalable and efficient for large-scale text-processing 

tasks. 

5. Conclusion 

This study, the evaluation of spell checkers using the outlined metrics provides a detailed understanding of their effectiveness 

in identifying and correcting misspellings in Turkish texts. The study introduces both a new Turkish dataset and a spell 

corrector model that can be used in Turkish texts. The obtained performance metrics prove that the proposed Turkish spell 

checker model performs very well. Achieving optimal values for these metrics is essential for enhancing the performance of 

spell checkers and ensuring their effectiveness in diverse linguistic contexts. This paper will guide future improvements in 

spell-checking models and inform their deployment in real-world NLP tasks. In future work it may be focused on refining 

these metrics and exploring additional factors that influence spell-checking accuracy to further improve tool performance 
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