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ABSTRACT 
Skin diseases are very common all over the world. The examination can be done by photographing the relevant 
area or taking a tissue sample to diagnose skin diseases. Examining tissue samples allows examination at the 
cellular level. This study discussed three skin diseases: lichen sclerosus, morphea, and cutaneous small vessel 
vasculitis (vasculitis). For this problem, which does not have an open-access dataset in the literature, a dataset 
consisting of histopathological images belonging to each class was created. Convolutional neural network 
models were created for this three-class classification problem, and their results were evaluated. In addition, in 
this problem where it is difficult to obtain sample images, the efficiency of transfer learning methods was 
evaluated with a limited number of examples. For this purpose, tests were performed with VGG16, ResNet50, 
InceptionV3, and EfficientNetB4 models, and the results were given. Among all the results, the accuracy value 
of the VGG16 model was 0.9755 and gave the best result. However, although the accuracy value was quite 
good, precision, recall, and f1-score metrics values were around 0.65. This shows deficiencies in how often the 
model correctly predicts the positive class and how well it predicts all positive examples in the dataset. 
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1. Introduction 

Skin diseases are the fourth most common non-fatal disease in 188 countries worldwide [1]. The frequency of skin diseases 
is increasing with the extension of human life and the effects of modern living conditions. In addition, many skin diseases 
are chronic and require long treatment periods and multiple physician check-ups. Considering the scarcity of trained specialist 
physicians, it is inevitable that there will be inadequacies and disruptions in the provision of health services for skin diseases 
from time to time.  

Although the same skin disease can manifest itself in many different ways, most skin diseases can be diagnosed by a specialist 
at the first examination. However, when specialists have difficulty diagnosing, blood tests that will help are limited. At this 
point, the methods that help in making a diagnosis are histopathological examinations. Histopathology is the examination of 
tissue samples by an expert pathologist [2]. 

In these examinations, a small specimen taken from the skin tissue where the disease is located is examined under a 
microscope after a series of processes. The tissue architecture formed by the cells and their association with the changes that 
develop in these due to the diseases are determined. Experts have analyzed hematoxylin and eosin (H&E) stained sections of 
tissue samples, and it has emerged as the most effective method for examining histopathological images in the last century 
[3]. At this stage, a second bottleneck emerges in the health system, and service disruptions occur occasionally. The field of 
work of the pathology physicians who perform these examinations is wide, while the number of experienced physicians who 
focus on skin diseases is small. The decision support systems to be developed at this stage will reduce these disruptions. 
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Because of the similar appearance of skin diseases, it is not easy to distinguish them by the human eye, and it takes a long 
time to train experts [4]. For this reason, image processing, segmentation and machine learning studies have been carried out 
on dermatological images as auxiliary systems. The studies were generally conducted using color photographs of the diseased 
area, and machine learning and deep learning methods were preferred in processes such as classification and segmentation. 
A classification study was conducted with EfficientNetB4 using 13603 images containing 14 different skin diseases obtained 
from a hospital in China [4]. In a different study where photographic images were used for 59 diseases, including vasculitis 
and morphea, deep learning (ResNet18) based classification was performed [5]. A dataset consisting of skin images of five 
different skin diseases was tested on popular CNN networks such as ResNet50, DenseNet, MobileNet, Xception and 
comparative results were shared [6]. Lesion detection and classification were performed in the study, and color images were 
used to classify dermatological diseases [7]. Some of these studies used existing online datasets, while others created them. 
Table 1 compares some of these studies, summarizing the dataset's characteristics, the deep learning method used for 
classification, and the results obtained with the corresponding performance metric.  

In the literature, there are also those working on web-based or mobile applications to reduce the workload of physicians and 
ensure image processing and results are delivered directly to the user. With the developed smartphone application, a 
DenseNet161-based network was designed to classify 40 skin diseases, such as eczema, melanoma, and lichen sclerosus [1]. 
A different study presented a web application where users of 5 skin diseases could learn the predicted disease result by 
uploading skin photos [6]. However, the long processing time of the mentioned web application and the fact that it only gives 
results for a limited number of diseases can be stated as the points that need to be completed in the study [6]. 

Another method used in addition to dermatological photographs to examine skin diseases in more detail is histopathological 
examination of tissue samples. Experts can examine Histopathological images directly under a microscope, or images can be 
transferred to a computer using digital microscopes. Another way to transfer histopathological images to a computer is to use 
whole slide imaging (WSI) devices. Thus, images can be recorded at high resolution (100000x100000 pixels, etc.). After the 
positive effects of deep learning methods on objectivity and efficiency in cancer diagnosis with full slide imaging emerged, 
many studies have been conducted on diagnosing or segmenting diseases such as skin cancer, prostate cancer, lung cancer, 
etc. [3]. Due to the large size of the images obtained from full slide imaging, applying them directly as input to CNN networks 
is impossible. When the size of the images is reduced to a suitable resolution for CNN networks, since there will be losses in 
image features, extracting smaller patches from large images and using them as input increases efficiency [8], [9]. 

In convolutional neural networks (CNN) and deep learning models, the size of the dataset, its correct labeling and distribution 
are important for solving image classification problems with high accuracy. Especially since the datasets consisting of 
medical images are small and labeling the images is costly, the number of images in the dataset can be increased using data 
augmentation methods. It is known that data augmentation methods used in computer vision studies contribute positively to 
the overall performance and that the combined use of several data augmentation methods generally increases the performance 
[10], [13]. Data augmentation methods have been examined in different CNN networks for melanoma classification. It has 
been shown that the best results are obtained by using geometric and color transformation methods together [11]. Among the 
data augmentation methods, synthetic data creation also uses the features of the existing data. Experimental studies have been 
conducted on melanoma, histopathological images, and MRI images related to the study. A new method is presented to obtain 
new data by style transfer using the texture and color features of the images in the existing data set [12]. It has also been 
shown that overfitting can be prevented in CNN networks by using data augmentation methods [13], [14]. Data augmentation 
is usually performed on the training dataset, and as a result, accuracy, precision, sensitivity and F1-score values are expected 
to increase. In addition to expanding the dataset with data augmentation, class imbalances can also be eliminated. 

Table 1. Selected deep learning-based skin image classification studies 

Ref. Dataset Classifier Performance measure 
1 15418 images for 40 skin disease DenseNet161 Overall accuracy 0.769 
4 13603 images for 14 skin disease Custom CNN based on EfficientNet-B4 Overall accuracy 0.948 
5 70196 images for 59 skin disease ResNet18 Overall accuracy 0.579 

6 18692 images for 5 skin disease ResNet50, Inception-V3, Inception-ResNet, 
DenseNet, MobileNet, Xception 

MobileNet accuracy 0.960 
Xception accuracy 0.979 

7 505 images for 5 skin disease DenseNet121 Overall accuracy 0.952 
 

A generalized model and many images are needed to create a deep-learning model with high accuracy. The transfer learning 
method eliminates the need for computational resources and creates models that can produce faster results [6]. When machine 
learning-based studies in cancer diagnosis are examined, attempts are made to increase the prediction accuracy by using data 
augmentation and transfer learning methods. In classifying benign and malignant skin lesions with CNN networks, data 
preprocessing and data augmentation methods are used to remove image artifacts and correct imbalances in the data set [15]. 
ResNet, Inception, VGG, and DenseNet networks are frequently used in the transfer learning approach, and their results are 
compared. With the different architecture, filter size, and parameter number values of these deep learning networks, the 
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accuracy values obtained in medical image classification vary depending on the feature of the image [16], [17]. High accuracy 
values can be obtained with transfer learning methods to detect and classify skin and breast cancer [17], [18]. Learning 
processes can be accelerated with transfer learning methods in the segmentation of cancer tissue [19]. In addition, the transfer 
learning method is not used directly for classification but for feature extraction, and the obtained features can be used in a 
different CNN network [19], [20], [21]. 

This study uses histopathological images to present a computer-aided diagnosis of lichen sclerosus, morphea and vasculitis 
diseases. Different CNN network structures were trained and tested using medical image data augmentation and transfer 
learning. Unlike studies in the literature using skin image datasets, our study is one of the first studies in the field using 
histopathological images to classify related diseases using machine learning. The main contributions of this study are as 
follows: 

• A new histopathological dataset was created to diagnose lichen, morphea and vasculitis diseases and deep learning 
was used for classification. 

• The success of data augmentation and transfer learning methods was demonstrated on the dataset. 

The rest of the paper is structured as follows: section 2 presents the dataset's characteristics, data preprocessing stages and 
the methods mentioned in the CNN networks used. In section 3, under the results and discussion, the results of the training 
and testing processes are presented in detail (accuracy, precision, sensitivity and F1-score and confusion matrix) in a table. 
Finally, in section 4, the results are presented in the conclusion. 

2. Methods 

The proposed method for classifying histopathological images consists of three main parts (Fig. 1). The first part is 
transferring the tissue sample to the digital environment and creating the data set. The second part is the resizing process to 
bring the images to the appropriate input size for the CNN network to be used with data preprocessing. Following this process, 
data sets consisting of different samples were created with data augmentation to see the effect of the data set size on success. 
In the last part, training and testing processes were performed with a custom CNN and deep learning models (ResNet, VGG, 
Inception, EfficientNet) found in the literature. 

 
Figure 1. The general structure of the study 

2.1 Dataset 

The specimen obtained for histopathological examinations is first reduced to appropriate dimensions and embedded in 
paraffin. A 3-5 µm thick section is taken from this prepared specimen. This section, fixed on a glass called a slide, is stained 
using different dyes and is made ready for viewing under a microscope after a series of processes. 

Usually, the first sample is prepared with hematoxylin-eosin stain, and subsequent stain selections are determined by the 
tissue being processed and the disease being investigated. When an examination with a different stain, a new section is taken 
from the tissue previously stored in paraffin and stained. Considering the size of the sections, the newly taken section usually 
looks similar to the previous one when viewed with the naked eye, but it is never the same. 

The dyes used are usually determined by the region intended to be examined. Among the diseases we study, lichen sclerosus 
and morphea are diseases in which the structure of proteins called collagen is disrupted. The Masson Trichrome dye we use 
allows examination by staining areas where collagen is present more visibly. In patients with cutaneous vasculitis, since 
collagen is not affected, it is expected that no abnormal pattern will occur. 

This study consists of 147 microscopic skin images of three diseases (lichen sclerosus, morphea, vasculitis) created by Düzce 
University Faculty of Medicine, Department of Pathology specialist doctors. After the tissue samples were stained with 
Masson Trichrome dye by the specialists, they were saved as 1920x1080 JPG files using a digital microscope. The distribution 
of diseases constituting the data set is given in Table 2. The images that comprise the data set do not contain personal 
information. 
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Table 2. Dataset properties 

Disease Number of Images 
Lichen sclerosus 51 

Morphea 42 
Vasculitis 54 

 
Convolutional neural networks are deep learning structures that consist of a multi-layered structure and require a large amount 
of input data to make the right decision. Although it is possible to access many different data sets from different fields of 
study today, it has been observed that medical data sets, in particular, are not sufficient in number or not open access. In 
addition, labeling images by experts in creating a medical data set is disadvantageous in terms of time and cost. 

2.2 Data Preprocessing 

The images that make up the dataset are large enough to be used in an artificial neural network model. Although it is possible 
to work with large-sized images and produce better results by preventing data loss, they are not preferred since they require 
a lot of processing power and have time-cost disadvantages. Smaller images, such as 224x224, are generally used in the 
literature. Thus, less processing power is required for matrix calculations. In addition, the squareness of the input image 
allows convolution, padding, and resizing operations to be performed more efficiently. 

In image classification problems, the model's ability to achieve better results is directly related to the size of the data set. 
Using data augmentation methods, it aims to increase the numerical increase of the image in the data set and its diversity. In 
this way, in addition to better learning, the overfitting problem can be reduced [10]. It has been shown in studies that the use 
of data augmentation increases the performance of deep learning models. Data augmentation methods include geometric 
transformation, color space transformations, Kernel filters, image deletion, image fusion, style transfer, and GAN-based 
image generation [14]. 

In this study, geometric transformation-based data augmentation methods were used. Flipping is obtaining a mirror image of 
the image horizontally or vertically (Figure 2b). Rotating is rotating the image around itself by a certain degree (Figure 2c). 
Scaling can be applied by zooming in or out of the image (Figure 2d). 

Since the microscopic histopathological images have large dimensions (1920x1080), they were resized during preprocessing. 
Resizing the images at this stage can also cause data loss. A total of four data sets were created: two data sets (A and B) to 
see the effect of image resizing on the performance of the CNN model used and two data sets (C and D) to see and compare 
the performance of data augmentation processes (Table 2). First, the data set was divided into 85% for training and 15% for 
testing. Then, the data allocated for training was divided again into 85% for training and 15% for validation during the training 
of the CNN model. 

 

 
(a) Original 

 

 
(b) Flip 

 

 
(c) Rotate 

 

 
(d) Scaling 

Figure 2. Geometric transformations 
 

After separating the dataset into training and testing, the dataset clusters whose features are given in the Table 3 were created. 
Dataset A was created by resizing the original images to 256x256 pixels, and dataset B was created by resizing the original 
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images to 512x512 pixels. Then, the training data was increased approximately 5 and 10 times with the previously mentioned 
geometric data augmentation methods, and dataset clusters C and D were created, respectively. 

Table 3. Created dataset clusters (LS=Lichen Sclerosus, M=Morphea, V=Vasculitis) 

Dataset Image Size Training Test Total Number of 
Images 

A 256x256 122 
LS:42 
M:35 
V:45 

25 
LS:9 
M:7 
V:9 

147 

B 512x512 122 
LS:42 
M:35 
V:45 

25 
LS:9 
M:7 
V:9 

147 

C 256x256 675 
LS:225 
M:225 
V:225 

25 
LS:9 
M:7 
V:9 

700 

D 256x256 1350 
LS:450 
M:450 
V:450 

25 
LS:9 
M:7 
V:9 

1375 

2.3. CNN Models 

The number and success of deep learning studies are increasing day by day. Convolutional neural networks are a sub-element 
of deep learning, which is frequently used, especially in classification and image processing studies [8], [12]. Convolutional 
neural networks consist of convolution, pooling and fully connected layer sections. CNN models can be designed with 
different sizes and features to perform different tasks. 

Deep learning models require large data sets and the ability to include quite complex operations to extract the most important 
and useful features from the data set for classification. One disadvantage of working with complex models and large data sets 
is that training a deep-learning model takes a long time. In medical image processing, there is usually a problem with small 
data sets and images not being labeled correctly. Transfer learning is used to overcome these problems in deep learning. 
Transfer learning uses knowledge from models trained on large datasets for different tasks and datasets [22], [23]. With 
transfer learning, models trained using large datasets are used especially to perform tasks with a small number of images 
[24]. AlexNet is one of the first large-scale convolutional neural network models developed. AlexNet won the ImageNet 
large-scale image recognition challenge in 2012, drawing attention to the success of CNN models in image processing [25]. 
In 2014, VGG and GoogLeNet (Inception) achieved better results on the ImageNet dataset with deeper CNN models [26], 
[27]. Considering that deeper networks are more difficult to train and that accuracy does not always increase even with 
increasing network depth, the ResNet model, which was developed, facilitated the training of deep networks and won the 
ImageNet challenge in 2015 [28]. These models were studied on the ImageNet dataset, which consists of 1,281,167 training 
images, 50,000 validation images, and 100,000 test images of 1000 object classes [29]. 

Table 4. Features of the created CNN models 

CNN Model Number of 
Convolution Layer 

Activation 
Function Total Parameter 

Model 1 2 ReLU 134239171 
Model 2 2 ReLU 134241603 
Model 3 3 ReLU 33612803 
Model 4 3 ReLU 31548419 

 

This study created four CNN models to detect diseases from microscopic skin images. The features of these CNN models are 
given in Table 4. ReLU was used as each model's activation function, and the MaxPooling (2x2) operation was performed 
after the convolution process. In addition, the dropout functions used were used to prevent memorization during training. 
Finally, the classification result for three diseases was obtained with the SoftMax output layer. 

Table 5. Features of the used pre-trained models 

CNN Model Number of Total 
Layer 

Activation 
Function Total Parameter 

VGG16 16 ReLU 138.4M 
ResNet50 50 ReLU 25.6M 

InceptionV3 189 ReLU 23.9M 
EfficientNetB4 258 Softmax 19.5M 
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Using the transfer learning method, VGG16, ResNet50, InceptionV3, and EfficentNetB4 pre-trained models were also tested 
on the same datasets. The features of the pre-trained networks used are given in Table 4. 

3. Results and Discussion 

The previously mentioned datasets were tested on a total of eight networks. The studies were performed with Keras and 
TensorFlow on Google Colab. The program was run for the first time for each network, and learning was performed for 50 
epochs. While evaluating the networks, Accuracy, Precision, Recall (Sensitivity), and F1-score metrics were calculated. 

Table 6. Test Results 

Data Set CNN Model Validation 
Accuracy Precision Recall F1 score 

A 

Model 1 0.5714 0.70 0.64 0.64 
Model 2 0.3333 0.13 0.36 0.19 
Model 3 0.4762 0.49 0.44 0.45 
Model 4 0.4286 0.13 0.36 0.19 
VGG16 0.7619 0.64 0.60 0.60 

ResNet50 0.8095 0.57 0.60 0.57 
InceptionV3 0.5238 0.39 0.28 0.28 

EfficientNetB4 0.7143 0.48 0.44 0.45 

B 

Model 1 0.5238 0.66 0.60 0.61 
Model 2 0.3333 0.13 0.36 0.19 
Model 3 0.5714 0.78 0.72 0.70 
Model 4 0.3810 0.13 0.36 0.19 
VGG16 0.8095 0.59 0.56 0.52 

ResNet50 0.8095 0.67 0.64 0.65 
InceptionV3 0.4762 0.32 0.40 0.34 

EfficientNetB4 0.6190 0.53 0.52 0.52 

C 

Model 1 0.5392 0.58 0.52 0.51 
Model 2 0.7647 0.32 0.44 0.37 
Model 3 0.6569 0.67 0.56 0.57 
Model 4 0.5392 0.50 0.48 0.48 
VGG16 0.9314 0.62 0.60 0.59 

ResNet50 0.9608 0.81 0.80 0.79 
InceptionV3 0.5784 0.41 0.40 0.35 

EfficientNetB4 0.8922 0.56 0.48 0.45 

D 

Model 1 0.6520 0.20 0.28 0.23 
Model 2 0.7892 0.56 0.52 0.46 
Model 3 0.4755 0.72 0.60 0.61 
Model 4 0.7598 0.48 0.48 0.46 
VGG16 0.9755 0.69 0.68 0.68 

ResNet50 0.9608 0.72 0.72 0.71 
InceptionV3 0.7157 0.52 0.52 0.51 

EfficientNetB4 0.9118 0.55 0.48 0.49 
 

Precision, Recall, and F1-score values were calculated for the performance measurement of the test results. Accuracy gives 
the correct result rate among all measured results (Equation 1). Precision gives the proportion of correctly predicted among 
all correctly labeled examples (Equation 2). Sensitivity gives the correct prediction rate among all examples (Equation 3). 
The F1-score value is the harmonic mean of precision and sensitivity values (Equation 4). 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (1) 

𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (2) 

𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (3) 
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𝐹𝐹1 − 𝑃𝑃𝐴𝐴𝑖𝑖𝐴𝐴𝑃𝑃 = 2 ×
𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 ×  𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅
𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 +  𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅

 (4) 

 

The performance of each model on the created datasets is presented in Table 6. When the evaluation is made according to 
the validation process results, it is seen that for dataset A, the best accuracy value among the created CNN models belongs 
to Model 1 with 0.5714 and ResNet50 from the pre-trained networks with 0.8095. For dataset B, the best accuracy value 
among the created CNN models belongs to Model 3 with 0.5714 and ResNet50 from the pre-trained networks with 0.8095.  
Considering that no data augmentation was performed on datasets A and B, it is seen that the results obtained for the dataset 
containing a small number of images are not sufficient for the created CNN models. However, the results of the pre-trained 
networks were better than expected. 

Table 5 shows that especially pre-trained networks have much better accuracy values for the C and D data sets created by 
applying data augmentation. For dataset C, the best accuracy value among the created CNN models belongs to Model 2 with 
0.7642 and ResNet50 from the pre-trained networks with 0.9608. For dataset D, the best accuracy value among the created 
CNN models belongs to Model 2 with 0.7892 and VGG16 from the pre-trained networks with 0.9755. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. Confusion matrix for the best models concerning datasets A, B, C, and D 

The model's performance can also be visualized by creating a Confusion Matrix based on the test results. Confusion matrices 
for the best models according to the datasets are given in Figure 3. The confusion matrices are given in Figure 3a for the 
ResNet50 model for dataset A, Figure 3b for the ResNet50 model for dataset B, Figure 3c for the ResNet50 model for dataset 
C, and Figure 3d for the VGG16 model for dataset D, respectively. 

Although the accuracy values obtained due to the training and validation processes of the models are quite good, the precision, 
sensitivity, and F1-score values obtained as a result of the test are lower than the accuracy value. This situation shows that 
the model is inadequate in correctly predicting the positive class. Data augmentation was performed for the images in the 
data set for training and validation, thus increasing the diversity and preventing the overfitting problem. However, to see the 
model's performance on real data and obtain reliable results, it is important not to perform data augmentation on the test data 
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set. Since the number of images in the created data set is limited, the small amount of data allocated for testing causes the 
precision, sensitivity, and F1-score values more sensitive. 

Additionally, according to the experimental results, although we obtained high accuracy values in certain models, other 
parameters are relatively low. As we have seen in the literature, the main reason for the low results is a class imbalance in 
the data set or the nature of the data set. There are no class imbalances in the data sets we used, both for the original and the 
data augmented data set. However, when the complexity matrices are examined in more detail, it is seen that lichen sclerosus 
and morphea diseases are predicted more incorrectly than vasculitis instead of each other. While there is a deterioration in 
the collagen structure in lichen sclerosus and morphea diseases, vasculitis disease does not affect the collagen structure. The 
number of convolution layers can be increased for a deep learning model that produces better predictions, or a different model 
can be developed to distinguish lichen sclerosus and morphea diseases better. 

4. Conclusion 

This study applied classification with machine learning methods for three different skin diseases: Lichen Sclerosus, Morphea, 
and Vasculitis. Testing operations were performed on eight different models using transfer learning with CNN models and 
different deep learning models created within the scope of the study. Unlike studies on the classification of skin diseases with 
machine learning, histopathological images were used in this study for the first time. Since cells and tissues are detailed in 
histopathological images, detecting related diseases through features extracted from these images provides more reliable and 
accurate results than diagnostic methods performed with non-invasive images. With the proposed approach, even if the effect 
of the disease on the skin is not yet seen, the disease status can be revealed with the changes observed at the cellular level. 

According to the test results, better results were obtained in both CNN networks and transfer learning methods on data sets 
with data augmentation. Among all the results, although the accuracy value of the VGG16 model was obtained as the highest 
with 0.9755, it is seen that the overall performance of the ResNet50 model is good on all data sets. It has been shown with 
experimental results that the classification performance can be increased by using transfer learning in small-scale data sets.  

Our future work will continue to evaluate the reliability of the classification performed with real and artificially augmented 
images by increasing the number of images in the dataset and obtaining better results by fine-tuning the parameters in transfer 
learning. 
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