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Abstract 

The aim of this article is both to introduce recent published nature-inspired optimization algorithms and to 

compare the performances of them. Four benchmark test problems(two unimodal, two multimodal) and four 

nonlinear equations systems were used for the comparison. The results were submitted. It was seen with these test 

results, we can not say that one of the algorithms outperforms. But all af them can be an alternative for solving 

the nonlinear equation systems. 

Keywords: Nature-Inspired Optimization Algorithms; Nonlinear Equation Systems;Grey Wolf  

Optimization;  Ant-Lion Algorithm; Whale Optimization Algorithm; Salp Swar Algorithm 

1. Introduction 

Optimization is a discipline looking for the best solution to a given problem under some constraints. 

Since nearly all engineering aims to find best design and production, optimization is an indispensible 

part of engineering. But sometimes it is difficult to find best solution to a given problem, in a limited 

time. So this creates a dilemma to what will be optimized.Solution time or solution? Heuristic algorithms 

find near optimal solutions in a reasonable time. Nature-inspired optimization algorithms are also 

accepted as heuristic, since they use the natural problem solution techniques. Recent studies show that 

nature-inspired optimization algoritms are successful to find good solutions to engineering problems. 

The first nature inspired algorithm is Genetic Algorithm (GA) developed by Holland. After GA, several 

heuristic algorithms have been developed simulating natural events, physical laws and process or 

foraging behavior of animals. Particle Swarm Algorithm (PSO) is one of the nature inspired algorithm 

simulating the bird flocking and fish schooling foraging behaviours. Since then, optimization algorithms 

inspired from nature gained popularity and were applied for the solution of different real-life engineering 

problems.  

One of the recent studies on optimization is the power allocation and trajectory optimization problem 

for unmanned aerial vehicles. Two problems are nested; Transmit power optimization with given 

trajectory and trajectory optimization with given transmit power (Wang et al. 2018). Another study is 

on a wireless powered sensor network (WPSN), where sensors harvest energy from a hybrid access 

point (H-AP) and transmit information to the H-AP.  For the energy efficiency (EE) maximization 

problem, particle-swarmoptimization-based solution algorithm is proposed (Song et al. 2018). Given a 

communication network, minimizing the end-to-end communication delay is an optimization task with 

applications in multiple domains. A greedy heuristic algorithm is proposed to solve the general problem 

(Medya et al. 2018). High-dimensional data are ubiquitous in many areas of machine learning, signal 

and image processing. Sparce subspace clustering for these data is another optimization task. With 

clustering, recovering low-dimensional structures in the data reduce the computational cost and memory 

requirements of algorithms (Elhamifar et al. 2013). For salient object detection, a principled 

optimization framework is proposed and taken efficient results on several benchmark datasets (Zhu et 

al. 2014). Another recent study is on memory optimization. Memory is now a very significant role in 

data processing and with the rapid development of the Internet-related technologies, such as cloud 

computing, big data, and 5G networks. Phase-change memory (PCM) is one of the most promising 
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alternative techniques to the dynamic random-access memory (DRAM) that faces the scalability wall. 

A genetic-based optimization algorithm for chip multiprocessor (CMP) equipped with PCM memory in 

green clouds is proposed (Qiu et al. 2015)  

Since the 70’s, heuristic optimization algorithms have gained popularity, due to the computer 

technology. Another reason is that some real-life optimization problems are quite difficult to solve with 

classical methods in a reasonable solution time. Near optimal solutions have been started to be accepted. 

Starting with Genetic Algorithm, the inspiration from nature has successfully solved the difficult 

optimization problems. According to the No Free Lunch Teorem( Wolpert et. al 1997),  there is not only 

one algorithm solving each type of optimization problems successfully. So today it has been developed 

a lot of different optimization algorithms. Each of them solves specific types of optimization problems. 

  Crow Search Algorithm(CSA) (Askarzadeh 2016), Runner Root Algorithm(RRA)(Bayat 2015), Ant 

Lion Optimizer(ALO)( Mirjalili 2015),Water Cycle Algorithm(WCA)(Eskendar et  al. 2012), The 

Whale Optimization Algorithm(WOA)(Mirjalili et  al. 2016), Grey Wolf Optimizer(GWO)(Mirjalili et  

al. 2014),Monarch Butterfly Optimization(MBO)(Wang et  al. 2015), Moth Flame 

Optimization(Mirjalili  2015), Wind Driven Optimization(WDO)(Bayraktar et  al, 2010), Biogeography 

Based Optimization(BBO)(Simon 2008), Selfish Herd Optimization(SHO)( Fausto et  al. 2017), Salp 

Swarm Algorithm(SSA)(Mirjalili et  al. 2017), Ideology Algorithm(IO)( Huan et  al. 2017) and Cohort 

Intelligence(CI)(Kulkarni et  al. 2017) are recent developed nature-inspired optimization algorithms.  In 

this study, ALO, WOA, GWO and SSA have been selected for the comparison.  

Nonlinear Equation Systems (NES) are quite common in Electrical, Chemical and Mechanical 

Engineering problems. Mostly the solution of NES is difficult, because the classic solution of NES 

requires matrix operations and a good initial solution. NES involving 50 or more equations are difficult 

to solve unless a good estimate is available before iteration. However, this is only true for systems in 

which the Jacobian matrix is filled, or nearly so, with nonzero elements. As the matrix sizes increase, 

the number of nonzero elements decreases (Dennis et al. 1983). In this study NES is accepted as 

optimization problem and solved with some recent nature-inspired optimization algorithms.  

The rest of the paper is organized as follows. Section 2 presents the selected Nature-Inspired algorithms. 

Section 3 presents the solution of optimization problems with Nature-Inspired Algorithms. 

Finally, Section 4 concludes the study. 

2. Nature-Inspired Optimization Algorithms  

In this study, it has been studied with four different optimization algorithms inspired from nature. So, 

all of them have common properties. They have been designed for the solution of contionus optimization 

problems, they are population-based and they mimic the hunting behavior of animals.  The citation 

statistic of the algorithms is given in Table 1. 

Algorithms start with random initial positions. In this study, the objective function dependent to d 

independent variables is called f as given in Equation 1. 

Fobj=f(x1 ,x2, …xd)             (1) 

Since, nature-inspired algorithms in the article simulate the foraging behaviors of animals, they have n 

cooperative agents in the population. So, these algorithms are called population-based optimization 

algorithms. Each agent is called particle or individual. It is assumed that there are n particles. It means 

that the algorithm starts with n initial solutions as given in Equation 2 and 3. 

 

Table 1. The citation statistic of the Latest Nature Inspired Algorithms (02/2018) 

Algorithm Publication Year Scholar Citation Web of Science Citation 

Grey Wolf Optimizer 2014 902 420 

https://www.sciencedirect.com/science/article/pii/S0965997816307736#sec0002
https://www.sciencedirect.com/science/article/pii/S0965997816307736#sec0030
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Ant Lion Optimization 2015 276 142 

Whale Optimization Algorithm 2016 208 69 

Salp Swarm Optimization 2017 6 0 

    

𝑥𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = [

𝑥1𝑖𝑛𝑖𝑡,1 ⋯ 𝑥𝑛𝑖𝑛𝑖𝑡,1

⋮ ⋱ ⋮
𝑥1𝑖𝑛𝑖𝑡,𝑑 ⋯ 𝑥𝑛𝑖𝑛𝑖𝑡,𝑑

]           (2) 

 

Finitial={F1_init,F2_init,……..Fn_init}            (3) 

So, nxd values are created as given in Equation 2 for the initial solution. After initial solution is created, 

initial objective function values are evaluated for the fitness. The x1, x2, …xd values are accepted the 

positions of the solution i. The next positions of the particles are calculated with a formula, related to 

the fitness of the particles as given in Equation 1. So, n initial solution fitness values are found as given 

in Equation 3. The local and global best positions are evaluated for the next position.  From one iteration, 

to another, particles converge the position of optimum value of the objective function. Since the 

algorithms simulate the hunting behaviors of the animals, preys or foods are aceepted as the optimum 

point. Initial solutions for Rastrigin test function is given in Figure 1. In general, initial solutions are 

created randomly. But in the Figure 1, it is given linearly for visually spread. 

 

Figure 1. Rastrigin test function and initial solutions for Nature-Inspired algorithms 

2.1. Grey Wolf Optimizer 

GWO, is developed in 2014 by Mirjalili (Mirjalili et al. 2014). GWO simulates the hunting behavior of 

Grey Wolves. GWO is applied for the solution of lot of real-life optimization problem. Optimizing 

hybrid renewable energy systems (Yahiaoui et. Al 2017), economic dispatch (Naderi et. Al 2017) and 

sensor node localization (Kaur et. al 2017) have been solved with GWO. 

A Grey wolf is seen in Figure 2. Grey wolves live as social groups and there is a hierarchy among them. 

They are classified as alpha, beta, delta and omega. Their hunting strategy can be summarized with three 
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steps as tracking, enrcircling and attacking. After tracking the prey, they encircle the prey until the prey 

stops moving and at last attack towards the prey.  

 

Figure 2. A Grey Wolf (Canis Lupus)(Cranshaw et al. 2018) 

Prey represents the optimal solution, while each wolf represents a solution. Wolves change their position 

in such a way that they converge the optimal solution.  For the encircling behavior of wolves, Equation 

4 and 5 are proposed. 

�⃗⃗� = |𝐶 . 𝑋𝑝
⃗⃗ ⃗⃗  (𝑡) − 𝑋 (𝑡)|              (4) 

𝑋 (𝑡 + 1) = 𝑋𝑝
⃗⃗ ⃗⃗  (𝑡) − 𝐴 �⃗⃗�              (5) 

X represents the position of grey wolf; Xp represents the position of prey, 𝐴  and 𝐶  are the coefficients, 

t represents current iteration and t+1 represents the next iteration.  𝐴  and 𝐶  are given in Equation 6 and 

7. 

𝐴 = 2𝑎 . 𝑟1⃗⃗⃗  − 𝑎               (6) 

𝐶 = 2𝑟 2                (7) 

a is decreased linearly from 2 to 0, r1, r2 are random values between 0-1. The real wolves see their prey 

but in GWO it is not possible. Since there is not a priory knowledge about the optimum point(prey) in 

the solution space, the hunting behavior is simulated with the three best solution found among the 

wolves.  So, Equations between 8-14 are proposed for hunting behavior. 

𝐷𝛼
⃗⃗⃗⃗  ⃗ = |𝐶 1. 𝑋𝛼

⃗⃗ ⃗⃗  − 𝑋 |              (8) 

𝐷𝛽
⃗⃗⃗⃗  ⃗ = |𝐶 2. 𝑋𝛽

⃗⃗ ⃗⃗ − 𝑋 |              (9) 

𝐷𝛿
⃗⃗⃗⃗  ⃗ = |𝐶 3. 𝑋𝛿

⃗⃗ ⃗⃗ − 𝑋 |              (10) 

𝑋1
⃗⃗⃗⃗ = 𝑋𝛼

⃗⃗ ⃗⃗  − 𝐴1
⃗⃗ ⃗⃗ (𝐷𝛼)⃗⃗⃗⃗⃗⃗  ⃗              (11) 

𝑋2
⃗⃗⃗⃗ = 𝑋𝛽

⃗⃗ ⃗⃗ − 𝐴2
⃗⃗ ⃗⃗  (𝐷𝛽)⃗⃗⃗⃗ ⃗⃗  ⃗              (12) 

𝑋3
⃗⃗⃗⃗ = 𝑋𝛿

⃗⃗ ⃗⃗ − 𝐴3
⃗⃗ ⃗⃗  (𝐷𝛿)⃗⃗⃗⃗⃗⃗  ⃗               (13) 

𝑋 (𝑡 + 1) =
𝑋1⃗⃗⃗⃗  ⃗+𝑋2⃗⃗⃗⃗  ⃗+𝑋3⃗⃗⃗⃗  ⃗

3
                        (14) 

Attacking prey is simulated decreasing the value of a. The pseudocode of the GWO is given in Figure 

3. 
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Initialize the Grey Wolf Population 
Initialize parameter A,a,C 
Calculate each wolf fitness value 
Specify first,second and third best solutions 
while (t< max_iteration) 
        for each wolf 
 Update the position  
       EndFor 
       Update a,A,C 
       Update fitness of each wolf 
      Update first, second and third best soluitons 
       t=t+1; 
EndWhile 

Figure 3. The Pseudocode of GWO 

2.2 Ant Lion Optimizer 

Ant Lion Optimizer (ALO) is one of the recent nature-inspired optimization algorithm developed by 

Mirjalili especially for the solution of continuous optimization problems in 2015 (Mirjalili 2015). Since 

then, different types of engineering problems have been solved with ALO. Automatic generation control 

of multi-area system using ALO based PID control (Raju et  al. 2016), Feature selection for machine 

learning (Emary et  al. 2016), optimal power flow with enhancement of voltage stability and reduction 

of power loss, solution of non-convex economic load dispatch problem for small-scale power systems,  

route planning for unmanned aerial vehicle, community detection in complex network are some of the 

optimization problems solved successfully with ALO. 

Antlions are accepted as insects. Their names come from their preys. Their life span are nearly three 

years and they pass most of their lifes as larvae. ALO is inspired from the hunting behaviour of antlions. 

It has seen antlion larvaes in Figure 4(a) and dig cone-shaped pits in sand by moving along a circular 

path and throwing out sands in Figure 4(b). (Cranshaw et al. 2018) 

  

a)AntLion Larvae b)Cone-shaped pits 

Figure 4. The antlion larvae and its cone-shaped traps for ants 

After they build cone-shaped pits, they waits ants to fall this trap. After ant got trapped this pit, the ant 

lion catchs and hunts it.  

The ALO mimics interaction between antlions and ants. So artificial ants move over the search space, 

and antlions are allowed to hunt them.  Since ants move stochastically in nature when searching for 

food, a random walk is chosen for modelling ants’ movement. In this algorithm, two initial matrix with 

nxd dimension are created both for ants and antlions as given in Equation 2. The nxd matrix belong to 

the ants save the positions of n ants. The fitness of each ants are saved in a nx1 vector. 

The antlions are also hiding somewhere in the search space. In order save their positions and fitness 

values, two matrix nxd and nx1 are used. The nxd matrix belong to the antlions save the positions of n 

antlions.  The fitness of each antlions are saved in a nx1 vector. In ALO, each antlions match an ant. 

While ants mobile in the search space, antlions are immobile.  Ants random walks are updated with 

Equation 15. 

https://apps.webofknowledge.com/full_record.do?product=WOS&search_mode=GeneralSearch&qid=2&SID=C4vfI22fERB48DjDxGv&page=1&doc=22
https://apps.webofknowledge.com/full_record.do?product=WOS&search_mode=GeneralSearch&qid=2&SID=C4vfI22fERB48DjDxGv&page=1&doc=22
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                                                                 𝑋𝑖
𝑡=

(𝑿𝒊
𝒕−𝒂𝒊)∗(𝒅𝒊−𝒄𝒊

𝒕)

(𝒅𝒊
𝒕−𝒂𝒊)

 +ci                                                              (15) 

ai and bi are minimum and maximum of random walk of ith variable respectively, 𝑐𝑖
𝑡  and 𝑑𝑖

𝑡  are 

minimum and maximum of random walk of ith variable for the iteration t. 

ci
t = Antliont

j
+ ct                   (16)                                                                   

 𝑑𝑖
𝑡=𝐴𝑛𝑡𝑙𝑖𝑜𝑛𝑡

𝑗
 +𝑑𝑡                                                                                  (17) 

c and d are updated with the Equation 18 and 19 respectively. 

𝑐𝑡=
𝑐𝑡

𝐼
           (18) 

𝑑𝑡=
𝑑𝑡

𝐼
              (19) 

Random walks are affected by the traps of antlions. Antlions build pits according to their fitness values. 

Random walks are decreased from iteration to iteation. If an ant’ fitness better than an antlion, then ant 

is caught by the antlion. After eating this ant, antlion updates its position in order to increase its chance 

of catching new prey. Elitism is used like GA. In this study the best antlion obtained so far in each 

iteration is saved and considered as an elite. The pseudocode of antlion is given in Figure 5. 

Initialize the n ants’ and Antlions’ positions  
Calculate the fitness values of them 
Find elite antlion 
While stopping conditions not satisfied 
        for each ant 
                   Select an antlion using roulette wheel 
            Update the position  
       EndFor 
       Calculate the fitness of all ants 
       Replace an antlion with its corresponding ant it if becomes fitter  
      Update elite if an antlion becomes fitter than the elite 
EndWhile 

Return Elite 

Figure 5. The pseudocode of ALO 

2.3. Whale Optimization Algorithm 

WOA simulates the hunting behaviour of humpback whales developped by Mirjalili in 2016 (Mirjalili 

2016). Even if formulations of WOA is quite similar with GWO, use of a spiral to simulate bubble-net 

attacking mechanism of humpback whales and using only one global best are the main differences of 

WOA.  

Even if, we, human being accept ourselves as the most intelligent creatures in the World, most of the 

animals show intelligent behaviours. Whales are one of them. They are mammals. Since they breath, 

they never sleep. They have some emotional behaviours. They can improve a dialect between them.  

Foraging behaviour of humpback whales are quite interesting. They hunt their preys near to surface of 

the water, creating bubbles. A humpback whale is seen in the Figure 6(Iliya, 2018) 
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Figure 6. Humpback Whale 

 

Humpback whales’ preys are small fish herds and krills. Their hunting behaviour consist of three 

strategy; encircling prey, spiral bubble-net feeding maneuver, and search for prey. They recognize their 

prey, create bubbles as sprially and encircle them like wolves.  Like GWO, the prey is accepted best 

optimal solution, since the global optimum is not known a priori. The positions of population are updated 

towards the best optimal solution as given in Equation 20 and 21. 

�⃗⃗� = |𝐶 . 𝑋∗
⃗⃗⃗⃗ (𝑡) − 𝑋 (𝑡)|            (20) 

𝑋 (𝑡 + 1) = 𝑋∗
⃗⃗⃗⃗ (𝑡) − 𝐴 �⃗⃗�             (21) 

D is the absolute distance, between the prey and whale. A and C are coefficent vectors calculated with 

Equation 22 and 23, t and t+1 are current iteration and the next iteration respectively. X is the position 

vector of whales, X*  is the position of best solution attained up to this iteration and updated for each 

iteration. a is a value, starting from 2, decreased to 0, which simulates a shrinking behaviour of 

encircling.  r is a random vector.  

𝐴 = 2𝑎 . 𝑟1⃗⃗⃗  − 𝑎               (22) 

𝐶 = 2𝑟 2                             (23) 

The bubble-net strategy of whales is also simulated in the algorithm as given in Equation 24,25. In the 

algorithm both strategy is used with %50 percent of possibility, given in Equation 26. 

𝐷′ = |𝑋∗(𝑡) − 𝑋(𝑡)|                   (24) 

𝑋(𝑡 + 1) = 𝐷′𝑒𝑏𝑙
cos(2𝜋𝑙) + 𝑋∗(𝑡)             (25) 

𝑋(𝑡 + 1) = {
𝑋∗
⃗⃗⃗⃗ (𝑡) − 𝐴 �⃗⃗� if p < 0.5

𝐷′𝑒𝑏𝑙
cos(2𝜋𝑙) + 𝑋∗(𝑡) 𝑝 > 0.5

           (26) 

Both shrinking enricling and spiral bubble-feeding is for exploitation. And some random movements 

are also accepted in the algorithm for exploration as given in Equation 27, 28. 

�⃗⃗� = |𝐶 . 𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝑋 (𝑡)|            (27) 

𝑋 (𝑡 + 1) = 𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝐴 �⃗⃗�              (28) 
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The pseudocode of the algorithm is given in Figure 7.  

 

Create positions for  n initial solutions 
Calculate the fitness 
Find best optimal value as X* 
While termination criteria not satisfied 
     For each whales do 
            Update a,A,C,l,p  for each whale  
             If p<0.5  
                       If |A|<1 
                                 Update the current position with Equation 20 
                     else(|A|>1) 
                              Update the current position with Equation 27 
                    end 
            else(p>0.5) 
                         Update the current position with Equation 25 
              end 
         end  
    Update positions and  best solution X* 
End 

Figure 7. The pseudocode of WOA 

2.4. Salp Swarm Algorithm 

SSA is one of the recent nature inspired optimization algorithm, developed by Mirjalili 

(Mirjalili et. al 2017) for the solution of continuous optimization problems.  Since SSA has only 

one parameter to adapt it is quite easy to implement. Salps are quite interesting creatures 

looking like jellyfish. But they are evolutionarily very different from jellyfish. They have 

complex nervous and digestive systems with a brain, heart, and intestines. SSA simulates the 

salps foraging behaviours. Since the algorithms is quite new, there a few study using this 

algorithm.  A salp chain can be seen in Figure 8(Richard Herman, 2018) 

 

Figure 8. Salp Chain 
 



Sakarya University Journal of Computer and Information Sciences 

 

Pakize ERDOGMUS 

52 

 

Salps generally create chains and move cooperatively. In SSA, the salps are classified as two grourp: 

leader salp and followers. The followers follow the leader salp’ position. The position of leader salp is 

updated with the equation 29. 

𝑥𝑗
1 = {

𝐹𝑗 + 𝑐1(𝑢𝑏𝑗 − 𝑙𝑏𝑗)𝑐2 + 𝑙𝑏𝑗;  𝑖𝑓 𝑐3 ≥ 0

𝐹𝑗 − 𝑐1(𝑢𝑏𝑗 − 𝑙𝑏𝑗)𝑐2 + 𝑙𝑏𝑗;  𝑖𝑓 𝑐3 < 0
       (29) 

𝑥𝑗
1  shows the position of the leader salp in the j th dimension, Fj is the position of the food source in the 

j. dimension, ubj and lbj represents the upper bound and the lower bound of j. dimension, c1 is calculated 

with equation 30 c2, and c3 are random uniform numbers between 0 and 1. 

𝑐1 = 2𝑒−(
4𝑙

𝐿
)2

                    (30)        

  l is the current iteration, L is the maximum iteration. The follower salps update their positions with 

equation 31. 

             𝑥𝑗
𝑖 =

1

2
𝑎𝑡2 + 𝑣0𝑡            (31) 

t shows time, but in the simulation t shows iteration, v0 shows the initial velocity, a; shows the 

acceleration, which is given with equation 32. Since the difference between the iteration t is 1.  

𝑎 =
Δ𝑣

Δ𝑡
=

𝑣𝑓𝑖𝑛𝑎𝑙−𝑣0

1
          (32) 

Vfinal is calculated with equation 33. 

𝑣𝑓𝑖𝑛𝑎𝑙 =
𝑥−𝑥0

1
                       (33) 

If a is replaced in the equation, the positions of the follower salps can be found with the equation 34. 

             𝑥𝑗
𝑖 =

1

2
(𝑥𝑗

𝑖 + 𝑥𝑗
𝑖−1)           (34) 

The basic pseudocode of SSA is given in the figure 9. 

Create initial positions for n salp considering lb,ub 
While termination criteria not satisfied 
         Calculate the fitness of each salp 
          Find best optimal value as F 
          Update c1 
        For each salps do 
              if salp is leader 
                      Update leader salp position with Equation 29 
             else 
                     Update the current position of follower salp with Equation 34 
               end 
          end 
   check all the salps for lb,ub 
end 

Figure 9. The pseudocode of SSA 

3. Solution of the optimization problems with Nature-Inspired Optimization Algorithms  

A mathematical formulation of an optimization problem has three main elements: Variables, constraints 

and objective function. Optimization problems are classified according to these three elements. 

According to the variables, it can be classified as single-variable or multi-variable optimization 

problems. It can also be classified discrete or continuous optimization problems according to the variable 

type. Unconstrained optimization problems are much easier then constrained optimization problem. And 

another classification is based on the objective function. Optimization problems are classified as multi-

objective or single-objective optimization problems. 

In this study, one of the objectives is to compare the performances of the four recent nature-inspired 

optimization algorithms on NES. General representations of NES are given in equation 35. 
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𝑓1(𝑥1, 𝑥2, … , 𝑥𝑛) = 0,      

𝑓2(𝑥1, 𝑥2, … , 𝑥𝑛) = 0 ,    

………………………..  

  𝑓𝑛(𝑥1, 𝑥2, … , 𝑥𝑛) = 0                                                                                                                            (35) 

 

f1, f2 and fn are nonlinear functions dependent to the variables x1, x2 and xn. Some classical and heuristic 

solution methods have been proposed for the solution of the nonlinear equations system in the literature. 

Classical methods are generally use the initial estimates and try to solve the system. Since most of the 

classical methods require derivative and matrix operations, the complexity of the solution for a nonlinear 

equation system increases with the number of independent variable and the number of equation. So, 

some heuristic methods are used for the solution of nonlinear equation systems (Jaberipour et. al 2011 

and Joshi et. al 2014) 

NES can be modelled as single objective unconstrained, multi-objective unconstrained and single-

objective constrained optimization problem. In this study, NES are modeled as single objective 

unconstrained optimization problem, summing the squares of all equation as given in Equation 36.  

 Objective function : 𝑓𝑚𝑖𝑛 = ∑ 𝑓𝑖
𝑛
𝑖=1 (𝑥1, 𝑥2, … , 𝑥𝑛)2       (36) 

In this study, simulations were made with a computer using Intel® Core™ i5 3230M CPU 2.6GHz 

processor and Microsoft Windows 7 operating system. Firstly two unimodal and two multimodal 

optimization test problems were solved with four algorithms.  Veryfying the results all simulations were 

run 30 times. The maximum number of iterations for each run is 1000. The number of agents is accepted 

as 10 for unimodal and multimodal problems and 30 for NES. 

 Unimodal and multimodal test problems are given in Table 2. The optimum values of the test problems 

found with four algorithms were given in Table 3.  

  Then four NES are given in Table 4 and the solutions found with four algorithms are given in Table 5. 

 

Table 2.  Unimodal and multimodal test problems 

Test Function 𝐔𝐧𝐢𝐨𝐝𝐚𝐥
/𝐌𝐮𝐥𝐭𝐢𝐦𝐨𝐝𝐚𝐥 

𝐝𝐢𝐦  𝐫𝐚𝐧𝐠𝐞  𝐟𝐦𝐢𝐧  

𝑓3(𝑥) = ∑ (∑ 𝑥𝑗
𝑖
𝑗=1 )𝑛

𝑖=1

2
  Unimodal 10 [−100,100]  0 

𝑓6(𝑥) = ∑ ([𝑥𝑖 + 0.5])𝑛
𝑖=1

2
  Unimodal 10 [−100,100]  0 

𝑓8(𝑥) = ∑ −𝑥𝑖
𝑛
𝑖=1 𝑠𝑖𝑛(√|𝑥𝑖|)  Multimodal 10 [−500,500]  −418.9829 

× 5 
𝑓9(𝑥) = ∑ [𝑥𝑖

2 − 10𝑐𝑜𝑠(2𝜋𝑥𝑖) + 10]𝑛
𝑖=1   

 

Multimodal 10 [−5.12, 5.12]  0 

 

Table 3.  Unimodal and multimodal test problems optimum values found four nature-inspired 

optimization algorithms 

 Average Optimum values and Standart Deviation of the Optimum values 

Test 

function 

GWO ALO WOA SSA 

Average 

Optimum 

Standart 

Deviation of 

Opt. 

Average 

Optimum 

Standart 

Deviation of 

Opt. 

Average 

Optimum 

Standart 

Deviation 

of Opt. 

Average 

Optimum 

Standart 

Deviation 

of Opt. 
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F3 2,2768E-31 4,42587E-31 0,871253 1,52797 663,3658 726,1636 2.431e-09 1.8138e-09 

F6 0,091457 0,12689 1,86275E-08 2,18355E-08 0,10565 0,113055 1,187E-09 4,409E-10 

F8 -2505,64 244,7711 -2147,6 387,2083 -3173,39 532,4177 -2635,65 371,0163 

F9 1,1842E-15 4,10232E-15 24,45498 10,70219 1,58E-15 6,6990E-15 28,07988 7,239577 

 

Table 4.  The Systems of Nonlinear Equations used in this study  

Test problem 

Name and 

Reference 

The system of Nonlinear Equation The number 

of 

independent 

variable 

Decision 

Space 

P1 x1
2+2x2

2+cos(x3)-x4
2=0 

3x1
2+x2

2+sin2 (x3)-x4
2=0 

-2x1
2-x2

2-cos(x3)+x4
2=0 

-x1
2-x2

2-cos2 (x3)+x4
2=0 

 

4 [-2,2]4 

P2 

Aritmethic 

Benchmark 

x1-0.25428722-0.18324757x4x3x9=0 

x2-037842197-0.16275449x1x10x6=0 

x3-0.27162577-0.16955071x1x2x10=0 

x4-0.19807914-0.15585316x7x1x6=0 

x5-0.44166728-0.19950920x7x6x3=0 

x6-0.14654113-0.18922793x8x5x10=0 

x7-0.42937161-0.21180486x2x5x8=0 

x8-0.07056438-0.17081208x1x7x6=0 

x9-0.34504906-0.19612740x10x6x8=0 

x10-0.42651102-0.21466544x4x8x1=0 

10 [-2,2]10 

P3 

Neuro-

physology 

Application 

x1
2+x3

2-1=0 

x2
2+x4

2-1=0 

x5 x3
3+x6 x4 

3=c1 

x5 x1
3+x6 x2 

3=c2 

x5 x1 x3
2+x6 x4 

2 x2=c3 

x5 x1
2 x3+x6 x2 

2 x4=c4   ci=0, i=1,..4 

6 [-1,1]6 

P4 

Chemical 

Equilibrium 

x1 x2 +x1-3x5 =0 

2x1x2+x1+x2 x3
2 +R8x2 - Rx5+ 

2R10x2 
2+R7 x2 x3+ R9 x2 x4=0 

2x2 x3
2 + 2R5 x3

2 -8 x5 +R6 x3  

+R7 x2 X3=0 

R9 x2x4+2x4
2 – 4Rx5=0 

 x1(x2 +1)+ R10 x2 
2
 

+ x2 x3
2+ R8 x2 +R5 x3 

2
 

+x4
2-1 +R6 x3 + R7 x2x3+ R9x2x4=0 

R values can be found(Grosan et. al. 

2008) 

5 [-40,40]5 
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Table 5.  NES solutions found with four nature-inspired optimization algorithms 

 Average Optimum values and Standart Deviation of the Optimum values 

Test 

function 

GWO ALO WOA SSA 

Average 

Optimum 

Standart 

Deviation of 

Opt. 

Average 

Optimum 

Standart 

Deviation of 

Opt. 

Average 

Optimum 

Standart 

Deviation 

of Opt. 

Average 

Optimum 

Standart 

Deviation 

of Opt. 

P1 
0,704194 2,13E-05 0,704164 4,72414E-14 0,70422 8,6478E-05 0,704164 

 

5,0927E-14 

 

P2 
0,017619 0,062108 9,61E-13 3,457E-13 2,31188E-05 1,7095E-05 2,8982E-13 7,2464E-14 

P3 
6,37E-06 1,03E-05 8,91471E-13 3,79967E-12 7,24871E-05 0,000118 2,1671E-10 9,4456E-10 

P4 
0,197969 0,174349 0,001603 0,004095 0,000987 0,002104 0,001344 0,003641 

4. Conclusion  

In this study four recently nature-inspired optimization algorithms developed by Mirjalili have been 

introduced and they have been tested both some unconstrained test problems and NES.  Nonlinear 

Equation Systems can be accepted as unconstrained optimization problems, taking the sum of squares 

of each function. Since the main focus is to compare the algorithms performance in view of optimality, 

each equation value in the NES is not considered.  

As a result, since these algorithms use similar formulations and ideas, there is no big difference among 

the optimum values found with the algorithms. But as it can be seen from the tables, since the sum of 

squares are approaching zero, these optimization algorithms can be an alternative to the solution of NES.  
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