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Abstract: Since, it is infeasible to classify all the documents with human effort due to the rapid and uncontrollable growth in textual data, 

automatic methods have been approached in order to organize the data. Therefore a support vector machine (SVM) classifier is used for 

text categorization in this study. In text categorization applications, the text representation process could take a huge computation time on 

weighting the huge size of terms. So far, lexicons that contain less number of terms are used for the solution in the literature. However it 

has been observed that these kinds of solutions reduce the accuracy of the text classification. In this paper, the term-document matrix is 

constructed as user dependent according to the purpose of classification. Since the number of terms is still relatively large, we used a hash 

table for efficient search of terms. Hereby an efficient and rapid TF-IDF method is introduced to construct a weight-matrix to represent the 

term-document relations and a study concerning classification of the documents in Turkish based news and Turkish columnists is 

conducted. With the proposed study, the computational time that is required for term-weighting process is reduced substantially; also 99% 

accuracy is achieved in determination of the news categories and 98% accuracy is achieved in detection of the columnists. 
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1. Introduction 

Due to the rapid and uncontrollable growth in textual data, 

especially with the domain World Wide Web (www), it is 

infeasible to manually classify the huge size of documents with 

high-dimensional text features, so the automatic methods for 

organizing the data are needed. Text classification is the task of 

assigning the documents to a set of predefined classes based on 

their contents. Classification of web pages, filtering of spam e-

mails, categorization of topics, retrieving user reviews, author 

recognition are some popular application areas of text 

classification. 

There are certainly a broad range of machine learning methods 

available for text classification problems in the literature. The most 

popular ones include regression models, probabilistic Bayesian 

models, decision trees, decision rule learners, K-nearest neighbors 

(KNN), computing with words, association rule mining and SVM. 

Among these methods, SVM achieves superior results in text 

classification and pattern recognition problems [1]. (Fabrizio 

Sebastiani, 2005) also emphasized SVM classifier in his review 

paper of text categorization because of its best performance in 

comparative text categorization experiments so far.  

Here some of the approaches and techniques have been applied 

recently in the field of text classification are referred. (Zhang et al; 

2008) investigate the effectiveness of using multi-words for text 

classification with SVM and also effectiveness of linear kernel and 

polynomial kernel in SVM comparatively. (Li et al; 2011) 

proposed a hybrid algorithm that combines SVM and KNN and 

overcomes the drawbacks of sensitive to noises of SVM and low 

efficiency of KNN. (Sun et al; 2009) realized a comparative study 

on the effectiveness of strategies addressing imbalanced text 

classification using SVM and make a survey on the techniques 

proposed for imbalanced classification. (Miao et al; 2009) 

proposed a hybrid algorithm which is based on variable precision 

rough set and KNN to overcome their weaknesses. (Shi et al; 2011) 

studied semi-supervised text classification; they tried to learn from 

positive data without negative data and also with the help of 

unlabeled data. They use SVM, Naive Bayes and Rocchio as 

classifiers to construct a set of classifier. (Mitra et al; 2007) 

proposed a least square support vector machine (LS-SVM) that 

classifies noisy document titles and the proposed system was 

compared with KNN and Naive Bayes. It was observed that LS-

SVM with LSI based classifying agents improves text classifying 

performance significantly. (Lo, 2008) proposed an auto 

mechanism to classify customer messages based on the techniques 

of text mining such as dictionary approach or TF-IDF and SVM 

then exceeded 83-89% success in classifying. (Rajan et al; 2009) 

proposed an ANN model for the classification of Tamil language 

documents and the model achieved 93.33% accuracy. (Zhang et al; 

2013) used Rough Set which is based on Rough Set decision 

making approach for classifying texts which are not easily 

classified with classical methods. They used CEI for performance 

evaluation. (Adeva et al; 2014) studied with SVM, Naïve Bayes, 

KNN and Rocchio for medical-domain texts. They combined these 

algorithms with 7 different feature selection algorithms and 

different number of features and used 3 different document 

sections. (Lee et al; 2012) proposed a new approach, called as 

Euclidean-SVM. In training phase they used SVM and in 

classification phase they used Euclidean distance function instead 

of optimal hyper-plane. 

Due to the literature, there are only a few text classification 

approaches that have been applied in Turkish documents. 
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(Kılıçaslan et al; 2009) explored machine learning models such as 

Navie Bayes, KNN, decision trees, SVM and voted perceptron for 

pronoun resolution in Turkish. (Çıtlık and Güngör, 2008) 

employed SVM and boosting classifiers in spam filtering and 

achieved high accuracies. (Özyurt and Köse, 2010) studied chat 

mining. They used Naive Bayes, KNN and SVM to classify 

Turkish chat conversation texts and achieved 90% accuracy in 

determination of subject. (Özgür et al; 2004) proposed an anti spam 

filtering based on Artificial Neural Networks and Bayesian 

Networks. They tested the system with 750 e-mails and achieved 

90% accuracy. (Alparslan et al; 2011) proposed a hybrid system 

for document classification that considers SVM and adaptive 

neuro-fuzzy classifier and 96.67% accuracy was achieved. (Uysal 

and Gunal, 2014) proposed to show impact of preprocessing on 

text classification. To this end, they used SVM to classify Turkish 

and English news and e-mails. 

In this paper, we have applied a supervised machine learning 

method in order to classify the Turkish news and also predict the 

columnists of newspaper articles. There are not many work have 

been done in Turkish news classification or author detection. 

(Türkoğlu et al; 2007) identified the author of an unauthorized 

document by using n-grams and determined the most success 

classifiers were SVM and Multi Layer Perceptron (MLP). An 

average accuracy of 88.9% was achieved by SVM. In the current 

method by using the TF-IDF term weighting method and SVM 

classifier, a success rate of 96.4% and a lower time complexity are 

obtained. Thus, it is concluded that great time savings are possible 

without decreasing the accuracy level. 

Our study has two main phases, the first one is text representation 

phase that is realized by TF-IDF method and the second one is the 

text classification phase that is realized by a SVM classifier. In text 

representation process, the huge size of terms entire dataset namely 

huge amount of feature set causes huge computation time on 

weighting these terms [21]. In the text representation phase of our 

application, unlike from the other applications in the literature, the 

words that are inefficient for classification are subtracted to reduce 

the term space. The subtracting process is realized by the user due 

to the characteristics and purposes of classification task. Namely, 

if sentiment classification of the textual data will be realized then 

the verbs would be so important even the proper names would not. 

On the other hand, if the category of documents will be estimated 

then the proper names would be so important. Or generally, the 

conjunctions have less importance in text mining independently 

from the classification task. These kinds of determinations about 

the term selecting process must be done with the expert persons on 

the classification tasks. 

The rest of the paper is organized as follows. Section 2 gives an 

overview of the TF-IDF and SVM methods. Section 3 discusses 

the experimental setup. Section 4 shows the results of experiments 

and section 5 gives the concluding remarks. 

2. Brief Overview 

2.1. TF-IDF 

In text classification problems, for most of the training algorithms, 

a document should be represented as a vector of numbers. A 

method called term frequency (TF) and inverse document 

frequency (IDF) are used to represent text with vector space model. 

There is an extension of term frequency inverse document 

frequency (TF-IDF) developed from IDF which is proposed by 

([22], [23]) and expresses that a term which appears in many 

documents is not a good discriminator and should be given less 

weight than another term which appears in few documents [24]. 

Intuitively, this method determines how relevant a given word is 

in a particular document. Terms that are common in a small group 

of document-set tend to have higher TF-IDF numbers than 

common terms such as prepositions or articles. 

Assume there are N  documents in the collection, it denotes term 

i  and occurs in  of documents. Then inverse document frequency 

is formulized as in (Equation.1). 
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In text classification models, a text can be defined as a term matrix,
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 , where n  denotes the number of documents, m  

denotes the number of different terms and ijd denotes the weight 

value of the term it  in document jd . TF-IDF method expressed 

by (Equation.2) is used to compute the term weight values. Where 

ijtf  indicates the frequency of the term i  in the document j  [25]. 
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TF-IDF formulation is used to measure the discrimination or 

importance value of a term in the document collection [26]. 

However there is an important criticism of using this method for 

text representation. This comes from the huge dimensionality of 

term-document matrix, resulting in that it causes a huge 

computation time on weighting these terms [21]. High 

dimensionality of the feature space is also addressed as the major 

difficulty of text categorization problems. The classification 

accuracy is directly connected with how much of the document 

terms can be reduced without losing useful information in category 

representation [27]. Consequently a powerful test representation 

implementation would not only decrease the computational time 

for the task but also improve the accuracy of the classification task. 

2.2. SVM 

SVM is a computational learning method uses machine learning 

theory presented and developed by [28]. (Joachims, 1998) was 

firstly proposed SVM for text classification tasks and just it is 

clearly known that, SVM is one of the most important learning 

algorithms for text classification due to its robustness on high 

dimensional spaces [30]. 

In SVM, original input space is mapped into high dimensional 

feature space and in this space there are many hyper-planes (linear 

classifiers) that separate the data. The optimal hyper-plane among 

them that achieves maximum separation is determined by 

optimization theory to maximize the generalization ability of the 

classifier [31]. 

A training data set represented by n-dimensional input
n

Rxi  , 

l,1,i   and l  is the number of samples that belong to target 

classes  1,1 iy . A hyper plane 0f(x)  that separates the 

data is tried to find. 

  n
i

b
i

x
i
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where )n w,,1(ww   and Rb . The aim is correctly 

classifying the data and a distinctly separating hyper-plane satisfies 

these conditions.  
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libwixiy ,,1,1)(     (4) 

1,1)  iybixwf(x    (5) 

1,1)  iybixwf(x    (6) 

Among all possible hyper-planes SVM selects the optimal 

separating hyper-plane that creates the maximum margin. The 

optimal hyper plane can be found by solving a quadratic 

optimization problem in (Equation 7). ξi is slack variable 

represents noise and C is error penalty determines the trade-off 

between model complexity and loss function. 
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For simplification of the calculations, the optimization problem 

has been converted to Lagrange dual problem with Kuhn-Tucker 

conditions. 
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),( jxixK  is the inner product )()( ji xx   in feature space and 

called as kernel function. 

)()(),( jijxixK xx      (11) 

  is a mapping from X to inner product feature space F . In 

practice   and F  are derived from the definition of kernel 

function. There are different kernel functions for SVM. (Joachims, 

2002) and (Dumais et al; 1998) reported an important finding in 

text classification that linear SVM performs better than nonlinear 

SVM so in this paper a linear kernel function is used for SVM. The 

other common kernel functions are as follows and called 

Polynomial Kernel, Radial Basis Kernel and Sigmoid Kernel 

Function respectively.  
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The final mapping function )(xf  between the input variable space 

and the desired output variable can be expressed in terms of the 

SVs (training examples) as follows: 

10, ),()(   ji j
x

i
xK

i
y
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xf     (15) 

where j
x

i
x ,  are SVs for class 1 and class 2, respectively [31]. 

3. Experimental Setup  

3.1. Text Collection and Pre-processing 

The first phase of the text classification model is the pre-processing 

phase which includes elimination of stop words, determination of 

the terms and stemming. Stop words elimination filters out the 

words that are not relevant in the analysis of documents and usually 

consist of articles, pronouns, prepositions, interjections among 

others. 

For the pre-processing step of the application, initially, we 

eliminate the stop words from the document set directly. The stop 

word list including about 223 words is obtained from [33]. Thus 

the computation complexity for multiword representation can be 

reduced by stop word elimination because they usually have high 

frequency in documents. Then, the user selected terms are also 

eliminated from the document set. For the classification 

experiments in this study, different kinds of terms like noun, 

preposition, verb, conjunction, incorrect format, infinitive, 

abbreviation, proper noun, number, adjective, question, pronoun, 

reflection, exclamation, time and words not found significant with 

Zemberek Library (some specific shortenings) can be chosen for 

the elimination. After all, the document list that composed of 

selected terms is handled to find out the root forms of words by a 

comprehensive Turkish stemming library Zemberek [34] in order 

to reduce the number of terms needed to represent the document 

collection. After the pre-processing step, term-document matrix 

contains in its cells the importance of terms in the document set 

have been constructed. 

Differently from the current studies on the subject, in this study a 

user dependent term selection and weighting method is used. The 

proposed study allows the user to eliminate the words by the term 

selection among different function words like prepositions, 

pronouns, conjunctions and also among different content words 

like nouns, adjectives, verbs, shortenings or proper names. Every 

different task of text categorization may require different kinds of 

function and content term analysis. For instance, while classifying 

the documents that include mathematical information the numbers 

are so important; however the numbers do not have any importance 

for sentiment classification. In category determination, the proper 

names may be so important for defining the magazine category; 

however in sentiment analysis they are not so important, the 

adjectives are more important. In author detection, frequently used 

articles, prepositions may be helpful. In brief the right terms should 

be chosen for the right task requires a perception of the nature of 

text categorization task [2]. In this regard, the proposed term 

selection part is an effective factor for achieving high classification 

accuracy rates. The main contribution of the study is, with 

developed software tool the users can chose which kinds of terms 

must be evaluated and which kind of terms are redundant for text 

classification process. In other words the chosen terms are not 

weighted and also evaluated. Thus the term-document matrix 

space is intelligently decreased with respect to text categorization 

task. 

The stop words and the terms that can be chosen by the users for 

constructing term-document matrix are shown in (Figure.1). 



10  |  IJISAE, 2015, 3(1), 7–13 This journal is © Advanced Technology & Science 2013 

 

Figure 1. Stop words and redundant words for the text analysis 

application task. 

3.2. Term Weighting 

In text mining, the term-document matrix is mostly weighted by 

TF-IDF method. In conventional TF-IDF method, how many times 

each term appears in document set is calculated. The major 

difficulty here is the high computational time caused by high 

dimensionality of the terms. In text mining, supervised linear 

feature extraction methods may be used to reduce the feature 

dimensionality [35]. When the relevant literature is analyzed it is 

seen that, the high computational time problem is usually solved 

by linear discriminant analysis (LDA) or any of the supervised 

linear feature extraction methods, in this study, without any need 

to reducing the term-document matrix dimension, the term 

frequency determination process is accelerated. This is achieved 

by combining the proposed user dependent term selection method 

with hashing method. 

Since the number of unique terms in document set is relatively 

large, a hash table is built and used for efficient searching. The 

hash table consists of <key, value> pairs that are the unique terms 

appear in the document set and their appearing frequencies 

respectively. The keys represent the domain dependent and user 

selected unique terms; the values represent the number of 

documents that contain these keys. The TF-IDF values are easily 

computed by configuring the hash table term-based. When a term 

is appeared in the first document, it has been added to hash table 

as a key and also the frequency of it as a value. After that, while 

the term frequencies are been calculated for the second document, 

if the same term appears in this document again, that means, this 

term was already added to hash table and it can be easily reached 

by the key value. Thus, instead of searching the term in a list 

structure, it has been reached directly by the generated hash code. 

The list structure typically indexed with integer numbers, while 

hash table indexed with a word. 

Hash structure can be very efficient for processing large scaled 

data, because the time to locate a value on a hash table is absolutely 

independent of its size. The length of the frequency list for each 

term is the index of the document this term is last occurred in. By 

this means, it saves us to make unnecessary computation loops on 

document set such as for a term which is only occurred in the first 

document. As an example the first document content is like “… the 

clustering application is …” and the second document is like “... 

the next word in the next application …” the number of documents 

is denoted n. Then our hash table structure for this example is as in 

(Table.1). 

Table 1.  Hash table structure 

Key Document 1 

(Value list) 

Document 2 

(Value list) 

... Document n 

(Value list) 

clustering 1 0 ... ... 

application 1 1 ... ... 

next 0 2 ... ... 

word 0 1 ... ... 

4. Classification Results  

4.1. Text Collection and Pre-processing 

In this study, two Turkish text datasets that taken from a natural 

language research group of Yıldız Technical University [36] in 

Turkey are used in order to examine the performance of the 

proposed document categorization system. The first sample data 

set contains 10 different columnists for each of 9 different authors. 

The second data set contains 150 different documents for each of 

5 different news groups that have different subject in each such as 

economy, magazine, medical, politics and sports. In machine 

learning techniques, the ratio between the training data and the test 

data is recommended as 75% and 25% of all data respectively [37]. 

Accordingly, for the first dataset, 63 documents have been used for 

training and 27 texts for testing. The second dataset is split into 560 

texts for training and 190 texts for testing. Thus different parts of 

the whole data are treated as training and test examples for SVM 

learning. Once the training phase is completed, the SVM model 

can be able to classify some unknown text data. 

To evaluate the proposed document categorization system, four 

kinds of classical evaluation measures constantly used in document 

categorization, precision, recall, F-measure and accuracy are 

adopted for the experiments. Precision is a measure of the ability 

of a classification model to present only relevant items. Recall is a 

measure of the ability of a classification model to present all 

relevant items. F-measure is the weighted harmonic mean of 

precision and recall. 

4.2. Experimental Results and Analysis 

In this study, Java programming language is used to develop a 

document categorization application. We run the experiments on 

an Intel Core 2 duo (2.27 GHz) PC with 2GB Ram. First, we 

examine the proposed document categorization model on author 

categorization dataset. For author categorization process, the total 

meaningful words in training text are ranked as 3743 and the 

training time of the classifier is measured approximately 0.12 

seconds. After the training phase, the test examples are uploaded 

to software and they classified by the SVM model.  

For each author in this dataset, the number of training, test and 

misclassified examples are also shown in (Table.2). 



This journal is © Advanced Technology & Science 2013 IJISAE, 2015, 3(1), 7–13  |  11 

Table 2.  Classification performance due to the selected terms 

Author Training Test Misclassified 

Doğan Hızlan 7 3 0 

Erkan Çelebi 7 3 0 

Ercan Mumcu 7 3 0 

Ertuğrul Özkök 7 3 1 

Ertuğrul Sağlam 7 3 0 

Fatih Altaylı 7 3 0 

Gündüz Tezmen 7 3 0 

Pakize Suda 7 3 1 

Serdar Turgut 7 3 0 

In text mining, the importance of the terms chances due to 

document categorization task [2]. To demonstrate this point, the 

SVM classifier runs for two different user selected term sets for 

weighting. The first set consists of noun, abbreviation, proper 

noun, adjective, reflection, exclamation and the second set consists 

of noun, verb, infinitive, abbreviation, proper noun, adjective, 

reflection, exclamation and time. According to these two sets the 

classification results are shown in (Table.3). 

Table 3.  Classification performance due to the selected terms 

Selected 

Terms 

Precision % Recall% F-measure % Accuracy% 

1st set 91 91 91 98 

2nd set 89 92 90 97 

In the first case the SVM classifier achieves 98% accuracy by 

weighting 3743 words, but in the second case, the SVM classifier 

achieves 97% accuracy by weighting 4358 words. Despite, the 

number of meaningful terms used for constructing SVM classifier 

is decreased, the accuracy of classifier is increased in consequence 

of selecting the right dimensions for the right task. Briefly, the 

proposed text representation model increases the accuracy of SVM 

classifier; in addition that it decreases dimension of the term-

document matrix and consequently the required classification time. 

Secondly, the number of training, test and misclassified examples 

for each news document in the news-group dataset are shown in 

(Table.4). Three of the documents are misclassified among 190 test 

examples. Thus the classification performance is calculated as 

follows; the precision of the SVM classifier for this dataset is 

98.6%, recall is 98%, F-measure is 98% and the accuracy is 99%. 

Table 4.  Classification results for newsgroup dataset 

Category Training Test Misclassified 

Ekonomi 112 38 1 

Magazin 112 38 2 

Sağlık 112 38 0 

Siyaset 112 38 1 

Spor 112 38 0 

There is another critical point of the results of this study. When the 

test results of the SVM classifier were evaluated, it was observed 

that the classification error rates are considerable small; what is 

more, when the misclassified documents were evaluated, it was 

observed that these documents do not contain sufficient 

distinguishing words to represent their categories. 

Considering the newsgroup dataset will be descriptive for 

understanding the reasons of misclassifications. This data set 

contains several documents in five different news groups, such as 

economy, magazine, medical, politics and sports. When the results 

in Table 5 are examined, it is seen that one document in economy 

category and two documents in magazine category are 

misclassified. 

First we evaluate the fifth misclassified document in economy 

category. It is classified as in medical category (3) by SVM 

classifier even though it is in economy category (1). Title of this 

news document is “The ministry of health’s objection towards the 

cord blood trade” and the document expresses the legal restrictions 

which have been applied due to limit the cord blood trade. It 

contains a lot of medical terms and the SVM classifier labeled it as 

in medical category. At first blush the document seemed 

misclassified; however, indeed the decision of the classifier is not 

so wrong. 

Other misclassified documents are in magazine category. One of 

them is labeled as in sports category by SVM classifier even 

though it is in magazine category. When the content of the news 

document was evaluated, it was observed that it is about a Turkish 

basketball player who had played in AEK and Panatinaikos 

basketball teams. The document refers his attendance to the 

Olympiads in Athens and his fifteen days basketball camp for the 

national match. As a result of these reviews, the decision of the 

classifier is not so wrong. The other misclassified document in 

magazine category is about the hairs and it is labeled as in medical 

category. 

5. Conclusion 

There are two major factors that make the text classification 

process difficult. The first one is the problem of defining the 

document feature vector that better distinguish the category to 

which each document belongs. The second one is the problem of 

deciding the best learning model as document classifier. In this 

paper, a new approach for the first issue in Turkish based texts is 

directly addressed. Then a SVM classifier with a linear kernel 

function is implemented in order to observe the accuracy of the 

classification. 

In text classification applications, the text representation process 

causes huge computation time on weighting the huge size of terms. 

Lexicons that contain less number of terms are used as a usual 

solution for this problem. In this study, distinctively from the 

literature, a user dependent term-document matrix is determined 

for text representation. The terms like noun, adjective, infinitive, 

verb, abbreviation, proper noun, number, reflection, exclamation, 

time and words not found significant with Zemberek Library are 

considered as the terms that are going to be evaluated. Due to the 

characteristics of the classification model, user can chose any of 

these terms to construct the representatives of the documents. 

While the characteristics and the purpose of the classification 

model changes, the important kind of terms will also be changed. 

For example, on the one hand the nouns may be more important 

for news classification model, on the other hand the verbs and 

adjectives may be more important for sentiment classification. In 

brief, user can determine the terms that will be used in term-

document matrix construction, according to the purpose and 

characteristics of classification model. 
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Experiments conducted over author and newsgroup datasets and as 

a result of these 98% and 99% accuracy are achieved respectively. 

Increasing number of meaningful terms, which are used for 

constructing SVM, has caused a decrease in accuracy in 

determination of columnist. With 4358 meaningful term SVM 

classifier achieves 97% accuracy for author dataset. Our feature 

extraction strategy based on hash table consistently improves text 

classification in the terms of classification accuracy and 

computational time. As in other studies it has been clearly shown 

by this study, SVM achieves superior classification accuracy in 

classification problems.  

The future work should be done on the issues of trying different 

document classification problems and determining the relation 

between the classification purpose and corresponding important 

terms. A self learning system should be developed for determining 

which kind of terms is useful for which kind of classification task. 
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