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Abstract 

Consensus algorithms are increasingly used in multi-agent systems due to their advantages in various applications. 

Recent results on consensus algorithms show that the number of groups formed in a network of agents utilizing 

consensus-based algorithms can be computed once its primary and secondary layer subgraphs are determined. In 

this study, we present GraParT -Graph Partitioning Toolbox- that can be used to partition directed graphs by 

determining its primary and secondary layer subgraphs and the vertices therein. The toolbox helps the user to 

build, modify, analyze and illustrate directed graphs in terms of the grouping behavior of the consensus algorithms 

with its user-friendly interface. GraParT is an open-source software that is available free of charge for academic 

and non-commercial use. 

Keywords: directed graphs, consensus algorithms, group consensus, MATLAB toolbox 

1. Introduction

The last two decades have seen the rapid development of consensus algorithms due to their use in 

practical problems consisting of multiple agents [1-6]. These algorithms find applications in the fields 

of robotics [1, 2], computer networks [3], distributed optimization [4], and social networks [5]. Most of 

the work consider the consensus problem as agreement on a single state which requires the underlying 

graph of the network to have a spanning tree [7, 8]. If there is no spanning tree in the graph, consensus 

on a single state is not possible and multiple groups will be formed in the network [8].  

Recently, the number of groups that will be formed in a multi agent network utilizing a consensus based 

algorithm was investigated for networks with first [9], second [10] and third order agent dynamics [11]. 

While the stability conditions are different for these networks, the grouping behaviors are the same. The 

concepts of primary layer subgraphs (PLS) and secondary layer subgraphs (SLS), which were first 

introduced in [9], have been instrumental in our understanding of the grouping behavior of a multi-agent 

system. Once these subgraphs are determined, the topology designer can merge or divide the groups by 

adding new edges to the graph [12].  

Hespanha proposed a MATLAB algorithm to partition undirected graphs which can be used to solve the 

l-bounded Graph Partitioning (l-GP) problem [13]. In this problem, the vertices of the given undirected

graph are partitioned into k disjoint subsets where the sum of the edges connecting the vertices in

different subsets is minimized. Çatalyürek and Aykanat built a hypergraph partitioning tool called

PaToH that can be utilized to solve various combinatorial scientific computing problems including VLSI

layout design and dynamic load balancing for parallel processing [14]. The objective of such partitioning

is to divide the given graph into two (or more) subgraphs with equal (or nearly equal) number of vertices

such that the cost function defined on the hyperedges connecting vertices in different subgraphs is

minimized. Furthermore, depending on the problem, another objective may be to keep the sum of

hyperedges connecting the vertices in the same subgraphs as close as possible (load balancing problem).

For a detailed survey on graph partitioning, we refer the reader to [15] and the references therein. While

some research has been carried out on developing graph partitioning tools for solving different graph-

related problems, to the best of our knowledge, this is the first study that provides a tool for partitioning

directed graphs to determine the groups and their members in a network of agents utilizing a consensus-

based algorithm. Due to the applicability of the consensus algorithms in important real-world problems

https://orcid.org/0000-0002-5729-2417
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(such as formation control of multi-robot systems, analysis of social network analysis, etc.), a toolbox 

for partitioning directed graphs may help the engineers in designing network topologies. 

In this paper, our objective is to provide a tool for determining these groups and the vertices in each 

group by expoiting the graph structure. This tool enables the network topology designer to understand 

the grouping behavior of the multi-agent system without running a consensus based algorithm. More 

specifically, the topology designer can add new links or remove existing ones to form a new network or 

modify an existing one to obtain desired grouping when a consensus based algorithm is used. For 

instance, in the formation control problem of a multi-robot system, this tool can be used to design a 

network topology where the robots in the same group achive a desired formation. To this end, we utilize 

the concepts of PLS and SLS; and implement the detection algorithms whose pseudocode were given 

in [8].  Moreover, we propose the notion of reduced graphs where each group is represented by a vertex 

and the interaction between the agents in two different groups are represented by an edge in the reduced 

graph. Finally, we propose an algorithm for obtaining the reduced graph of an arbitrary directed graph 

and discuss its time and space complexity. With this novel definition, one can analyze complex directed 

graphs in terms of the grouping behaviors of the agents that are utilizing a consensus based algorithm. 

To the best of authors’ knowledge, this is the first study to provide such a graph theoretic concept and 

an algorithm its detection.  

We organize the remaining parts of this paper as follows. We review graph theory concepts that are used 

throughout the paper and give the mathematical formulation of the conventional continuous-time and 

discrete-time consensus algorithms with linear agent dynamics in Section 2. In Section 3, we present 

the workflow of the toolbox; and demonstrate a short tutorial on how to use the toolbox, interpret the 

outputs and visualize the partitioned graph. Finally, Section 4 concludes the paper. 

2. Graph Theory Preliminaries and Dynamical Model of Consensus

2.1 Graph Theory Preliminaries 

Communication network of a multi-agent system is modeled by a directed graph 𝑮 = (𝑽, 𝑬) where 𝑽 =
{𝒗𝟏, … , 𝒗𝒏} is the finite set of vertices and 𝑬 ⊆ 𝑽 × 𝑽 is the set of edges representing the information

flow between agents. We say that there exists a directed edge form 𝒗𝒊 to 𝒗𝒋 if (𝒗𝒊, 𝒗𝒋) ∈ 𝑬 and 𝒗𝒊 is

called a neighbor of 𝒗𝒋. The graph 𝑮 is said to consist of a spanning tree if there exists a vertex 𝒗𝒓 such

that all vertices in 𝑮 receive information from 𝒗𝒓 directly or indirectly (in more than 1 step). Here, 𝒗𝒓
is called a root of the graph 𝑮. When there is no spanning tree in a directed graph, it can be partitioned 

into its PLS and SLS whose definitions are given as follows. 

Definition 1. (Primary and secondary layer subgraphs) 

Let the multi-agent system be modeled by a directed graph 𝐺 = (𝑉, 𝐸). Then 𝐺 can be partitioned into 

𝑙𝑝 + 𝑙𝑠 subgraphs such that

i) the vertices in 𝑙𝑝 subgraphs (each consisting of the largest possible spanning tree) are not connected

to the rest of the graph, and

ii) the vertices in 𝑙𝑠 subgraphs (each consisting of a spanning tree) are connected to the rest of the

network through a single vertex which is a root of the subgraph and the only vertex to receive

information from other subgraphs. Furthermore, this root vertex has at least two neighbors in two other

subgraphs.

The subgraphs defined in items (i) and (ii) are called the PLSs and SLSs subgraphs of 𝐺 and denoted by 

𝐺𝑝,𝑖 (𝑖 = 1,… , 𝑙𝑝) and 𝐺𝑠,𝑗 (𝑗 = 1,… , 𝑙𝑠) respectively. Note that this partitioning is unique for a given

directed graph. 

2.2 Dynamical Model of Consensus 
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Consider a network of 𝑛 agents evolving over a directed graph 𝐺 = (𝑉, 𝐸). The conventional distributed 

consensus algorithm with continuous time first-order agent dynamics can be expressed as 

𝑥�̇�(𝑡) = ∑ 𝑎𝑖𝑗 (𝑥𝑗(𝑡) − 𝑥𝑖(𝑡)) ,  𝑖 = 1, … , 𝑛

𝑗∈𝑁𝑖

 (1) 

where 𝑥𝑖(𝑡) ∈ 𝑅
𝑚 is the state of agent 𝑖 at time 𝑡, 𝑁𝑖 is the set consisting of the neighboring vertices of

agent 𝑖 and 𝑎𝑖𝑗 is the (𝑖, 𝑗)-th element of the adjacency matrix 𝐴 defined as 𝑎𝑖𝑗 > 0 if (𝑣𝑗 , 𝑣𝑖) ∈ 𝐸 and

𝑎𝑖𝑗 = 0 otherwise. In matrix form, the system represented by Equation 1 can be expressed as

�̇�(𝑡) = −(𝐿⊗ 𝐼𝑚)𝑥(𝑡) (2) 

where 𝐼𝑚 is the 𝑚 × 𝑚 identity matrix, ⊗ is the Kronecker product operator and 𝐿 = [𝑙𝑖𝑗] is the

Laplacian matrix defined by  

𝑙𝑖𝑗 =

{

∑𝑎𝑖𝑘 ,

𝑛

𝑘=1
𝑘≠𝑖

if  𝑖 = 𝑗 

−𝑎𝑖𝑗 , otherwise

. (3) 

In discrete-time, the distributed algorithm with first-order agent dynamics is given as follows 

𝑥𝑖(𝑘 + 1) = 𝑤𝑖𝑖𝑥𝑖(𝑘) + ∑ 𝑤𝑖𝑗𝑥𝑗(𝑘),  𝑖 = 1, … , 𝑛

𝑗∈𝑁𝑖

 (4) 

where 𝑥𝑖(𝑘) ∈ 𝑅
𝑚 is the state of agent 𝑖 at time step 𝑘, and 𝑤𝑖𝑗 ≥ 0 is the weighting coefficient

corresponding to the information exhange between agents 𝑗 and 𝑖. The following assumption is 

necessary for the stability of the system represented by Equation 4. 

Assumption 1. The following conditions hold for the weighting coefficients 𝑤𝑖𝑗

𝑖)     𝑤𝑖𝑗 {
> 0, if (𝑣𝑗 , 𝑣𝑖) ∈ 𝐸 or 𝑖 = 𝑗

= 0, otherwise.   
(5) 

𝑖𝑖)     ∑𝑤𝑖𝑗 = 1,   for all 𝑖 ∈ {1,… , 𝑛}

𝑛

𝑗=1
(6) 

Assumption 1(i) ensures that the weighting coefficients are always non-negative, and equal to 0 if there 

is no information flow between agent 𝑗 to agent 𝑖. Assumption 1(ii) guarantees that the weighting 

coefficients sum up to 1 for all 𝑖. 

The system represented by Equation 4 can be expressed in matrix form as 

𝑥(𝑘 + 1) = (𝑊⊗ 𝐼𝑚)𝑥(𝑘) (7) 

where 𝑥(𝑘) = [𝑥1(𝑘)
𝑇 , … , 𝑥𝑛(𝑘)

𝑇]𝑇and 𝑊 = [𝑤𝑖𝑗]  is the weighting matrix of the system.

Given a multi-agent system with a directed graph that is not consisting of a spanning tree, the agents 

can not achieve consensus on a single equilibrium state. In such a case, the agents converge to different 

vectors and multiple groups are formed. The definition of group consensus is introduced as follows. 

Definition 2. (Group consensus) 

We say that the multi-agent system with the underlying graph 𝐺 achieves group consensus if there are 

𝑐 nonempty sets 𝑆𝑙 (𝑙 = 1,… , 𝑐) such that
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⋃𝑆𝑙

𝑐

𝑙=1

= 𝑉,     𝑆𝑙 ∩ 𝑆𝑞 = ∅,    for 𝑙 ≠ 𝑞 and 𝑙, 𝑞 = 1,… , 𝑐 (8) 

and for the set 𝑆𝑙 we have

lim
𝑘→∞

‖𝑥𝑖(𝑘) − 𝑥𝑗(𝑘)‖ = 0,     ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑆𝑙 (9) 

for arbitrary initial conditions 𝑥𝑖(0) ∈ 𝑅
𝑚 and arbitrary choice of averaging coefficients 𝑤𝑖𝑗 satisfying

Assumption 1 (or equivalently, arbitrary choice of 𝑎𝑖𝑗).

Note that for a multi-agent network with dynamics given in Equation 1 (or equivalently Equation 4 for 

discrete-time networks), the number of groups is related to the structure of the network [9-12, 16]. The 

following lemma states relationship between the number of groups and the graph partitioning based on 

Definition 1. 

Lemma 1. (Number of groups) 

Consider a multi-agent system with the underlying graph 𝐺 where agents utilize the consensus algorithm 

given by Equation 1 (or equivalently Equation 4 for discrete-time networks). The multi-agent system 

forms 𝑐 = 𝑙𝑝 + 𝑙𝑠  groups where 𝑙𝑝 and 𝑙𝑠 are the number of PLSs and SLSs of 𝐺, respectively [9].

From Lemma 1, one can conclude that the number of groups can be determined from the numbers of 

PLS and SLS of the underlying network. It is shown in [9] that the agents’ states in a particular subgraph 

converge to the same state. Furthermore, the states of the agents in the SLSs asymptotically converge to 

a convex combination of those of the agents in the PLSs. The main motivation of this study is to provide 

a useful tool for determining these groups and their members for a given directed graph. To better 

illustrate the groups in the network the following definition is introduced. 

Definition 3. (Reduced graph) 

Let 𝐺 = (𝑉, 𝐸) be a directed graph consisting of 𝑙𝑝 PLSs and 𝑙𝑠 SLSs. Let 𝐺𝑖 = (𝑉𝑖, 𝐸𝑖) denote the PLS

for 𝑖 = 1,… , 𝑙𝑝 and the SLS for 𝑖 = 𝑙𝑝 + 1,… , 𝑙𝑝 + 𝑙𝑠. Then the graph �̅� = (�̅�, �̅�) is called the reduced

graph of 𝐺 where �̅� = {�̅�1, … , �̅�𝑙𝑝+𝑙𝑠} is the vertex set and �̅� is the edge set of the reduced graph whose

elements are defined as 

(�̅�𝑖, �̅�𝑗) {
∈ �̅� 𝑖𝑓 ∃𝑣𝑎 ∈ 𝑉𝑖, 𝑣𝑏 ∈ 𝑉𝑗 such that (𝑣𝑎, 𝑣𝑏) ∈ 𝐸

∉  �̅� otherwise  
. (10) 

The adjacency matrix of the reduced graph is a block matrix of the form 

�̅� = [
0𝑙𝑝×𝑙𝑝 0𝑙𝑝×𝑙𝑠

�̅�𝑠𝑝 �̅�𝑠
] (11) 

where �̅�𝑠 is related with the communication between secondary layer subgraphs and �̅�𝑠𝑝 refers to the

one-way communication between the PLS and SLS. Here 0𝑚×𝑛 denotes the zero matrix of dimension

𝑚 × 𝑛. 

In [9], two algoritms were introduced to determine the PLS and SLS of a given directed graph. Once 

these subgraphs are determined, the following algorithm can be used to determine the reduced graph �̅�.

Algorithm 1 Reduced graph extraction algorithm 
1 

2 

3 

4 

5 

6 

7 

8 

9 

procedure �̅� = ReducedGraph(𝐺,𝐺1, … , 𝐺𝑙𝑝+𝑙𝑠 , 𝑙𝑝, 𝑙𝑠)

�̅� ← {�̅�1, … , �̅�𝑙𝑝+𝑙𝑠}

�̅� ← ∅ 
for 𝑖 ← 1, 𝑙𝑝 do

for 𝑗 ← 1, 𝑙𝑠 do

for all 𝑣𝑎  ∈ 𝑉𝑖   do

for 𝑣𝑏  ∈ 𝑉𝑙𝑝+𝑗 do

if (𝑣𝑎, 𝑣𝑏) ∈ 𝐸 then
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10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

�̅� ← �̅� ∪ (�̅�𝑖 , �̅�𝑙𝑝+𝑗)

end if 

end for 

end for 

   end for 

end for 

for 𝑖 ← 1, 𝑙𝑠 do

for 𝑗 ← 1, 𝑙𝑠 do

for all 𝑣𝑎  ∈ 𝑉𝑙𝑝+𝑖   do

for 𝑣𝑏  ∈ 𝑉𝑙𝑝+𝑗 do

if (𝑣𝑎, 𝑣𝑏) ∈ 𝐸 then

�̅� ← �̅� ∪ (�̅�𝑙𝑝+𝑖, �̅�𝑙𝑝+𝑗)

end if 

end for 

end for 

   end for 

end for 

�̅� ← (�̅�, �̅�) 
return �̅� 
end procedure 

The algorithm initially generates a set consisting of 𝒍𝒑+𝒍𝒔 vertices with an empty set of edges (time

complexity 𝑶(𝒏), space complexity 𝑶(𝒏)). For each agent in the primary layer subgraphs, the algorithm 

checks whether there is a directed path to an agent in the secondary layer subgraphs (time complexity 

𝑶(𝒏𝟐)) . If there exists such a path, a link is added to the edge set of the reduced graph (space complexity

𝑶(𝒏𝟐)). The same procedure is repeated for the links between the agents in the secondary layer

subgraphs (time complexity 𝑶(𝒏𝟐) and space complexity 𝑶(𝒏𝟐)). Consequently, the overall time

complexity and space complexity of the reduced graph extraction algorithm is 𝑶(𝒏𝟐). On the other

hand, this algorithm requires the PLS and SLS of the graph to be determined prior to its execution. Since 

the time complexity of PLS and SLS detection algorithms are 𝑶(𝒏𝟒) and 𝑶(𝒏𝟔) (see [8]), we conclude

that the time complexity of detecting the reduced graph of an arbitrary directed graph is 𝑶(𝒏𝟔). Note

from Definition 1 that the vertices in a PLS are not connected to the vertices in other PLS and SLS. 

Therefore 𝒍𝒑 vertices in the reduced graph �̅�  = (�̅�, �̅�) do not receive information from other vertices.

We would like to note also that the concept of a reduced graph is novel and therefore there does not 

exist any other algorithm in the literature which can be used to determine the reduced graph of an 

arbitrary directed graph. 

3. GraParT: Graph Partitioning Toolbox

In this section, we present GraParT: a MATLAB toolbox for partitioning directed graphs. 

3.1 Installation 

GraParT can be downloaded from http://www.onurcihan.com/GraParT.html and requires R2018b or a 

newer release of MATLAB to work properly. It is compatible with Windows, macOS and Linux 

operating systems. 

3.2 The Workflow 

GraParT allows the users to input the directed edges of a graph and computes the adjacency matrix 𝑨, 

the Laplacian matrix 𝑳, the weighting matrix 𝑾 (assuming equal weighting is used for the information 

coming from different agents), the partitions of the graph (namely, the PLS and SLS and the vertices 
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therein) and the reduced graph. Furthermore, evolution of the states of the agents utilizing Equation 1 is 

given as a visual output. The workflow of GraParT is shown in Figure 1. 

Figure 1 Overall workflow of GraParT 

Note from Definition 1 that if a graph contains a single PLS, then all vertices of the graph is a member 

of the PLS and consequently the graph does not contain any secondary layer subgraphs. The PLS and 

SLS are determined by using the algorithms proposed in [9] and the reduced graph is determined by 

Algorithm 1. 

3.3 The Graphical User Interface 

GraParT has a user-friendly graphical user interface as illustrated in Figure 2. 
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Figure 2 The Graphical User Interface of GraParT 

The user enters the directed edges of the graph from the left-hand side of the user interface and the 

graphs can be saved as text files and loaded for future use. Once the user clicks the “Plot & partition the 

graph” button, GraParT computes the adjacency matrix, the Laplacian matrix and the weighting matrix; 

and partitions the graph into its PLS and SLS. The subgraphs and vertices are given as analysis results 

at the right-hand side of the interface. Furthermore, the reduced graph is computed and depicted together 

with the original graph. 

The ordinary differential equation (ODE) solver that will be used to solve Equation 1, absolute and 

relative tolerances in the calculations, the maximum time for simulation (in seconds) and the initial 

states of the agents are simulation parameters to be entered by the user. The evolutions of the states are 

depicted as functions of time on the bottom-right side of the graphical interface and can be used to verify 

that the number of groups is equal to the number of subgraphs determined by GraParT. 

In most multi-agent systems, the agents are mobile and as a result of this, the network connectivity may 

be time-varying. A new communication link may be built when two agents come closer, and an existing 

link may be broken when they move away from each other. In order to understand the grouping behavior 

of the network in such cases, we provide the following examples. 

Example 1.  

Consider a network of 14 agents whose edge set is given by 

 𝐸1 = {(𝑣1, 𝑣2), (𝑣1, 𝑣3), (𝑣2, 𝑣3), (𝑣3, 𝑣2), (𝑣3, 𝑣9), (𝑣3, 𝑣11), (𝑣4, 𝑣5), (𝑣5, 𝑣6), (𝑣5, 𝑣7), (𝑣6, 𝑣7), 

 (𝑣7, 𝑣4), (𝑣7, 𝑣5), (𝑣7, 𝑣11), (𝑣8, 𝑣9), (𝑣8, 𝑣14), (𝑣9, 𝑣10), (𝑣10, 𝑣11), (𝑣10, 𝑣14), (𝑣11, 𝑣12),

 (𝑣11, 𝑣14), (𝑣12, 𝑣13), (𝑣12, 𝑣14), (𝑣13, 𝑣12)}.

(12) 

Since there is no spanning tree in the graph 𝑮𝟏 = (𝑽𝟏, 𝑬𝟏), multiple groups will be formed in the

network. Once the directed edges are entered as inputs to GraParT, Figure 2 illustrates the network 

graph, the reduced graph; the PLS and SLS of 𝑮𝟏, and evolutions of the states of the agents as functions

of time. As can be seen from Figure 1, there are 3 PLS and 3 SLS in the network and the simulation 
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results verify that there are 𝟔 consensus equilibria (groups of agents with same final values) in the 

network. 

Example 2. 

In order to understand the effect of adding edges to a graph on the grouping behavior of a multi-agent 

network, suppose that a new link between agents 8 and 13 is created. The edge set of the new graph can 

be written as 

 𝐸2 = {(𝑣1, 𝑣2), (𝑣1, 𝑣3), (𝑣2, 𝑣3), (𝑣3, 𝑣2), (𝑣3, 𝑣9), (𝑣3, 𝑣11), (𝑣4, 𝑣5), (𝑣5, 𝑣6), (𝑣5, 𝑣7), (𝑣6, 𝑣7), 

 (𝑣7, 𝑣4), (𝑣7, 𝑣5), (𝑣7, 𝑣11), (𝑣8, 𝑣9), (𝑣8, 𝑣14), (𝑣9, 𝑣10), (𝑣10, 𝑣11), (𝑣10, 𝑣14), (𝑣11, 𝑣12),

 (𝑣11, 𝑣14), (𝑣12, 𝑣13), (𝑣12, 𝑣14), (𝑣13, 𝑣12), (𝑣8, 𝑣13)}.

(13) 

Figure 3 Partitioning of the network and the simulation results for Example 2 

Figure 3 illustrates the network graph, the reduced graph; the PLS and SLS of 𝑮𝟐, and evolutions of the

states of the agents as functions of time. As can be seen from Figure 3, there are 2 PLS and 3 SLS in the 

network. In particular, the creation of the link between agents 8 and 13 resulted in the dissolution of the 

a secondary layer subgraph and formation of new secondary layer subgraphs in the modified graph. The 

total number of groups in the modified network is 8. 

Example 3. 

Reconsider the network under investigation in Example 2. Suppose that the link between agents 11 and 

12 is removed. The edge set of the new graph can be written as 

 𝐸3 = {(𝑣1, 𝑣2), (𝑣1, 𝑣3), (𝑣2, 𝑣3), (𝑣3, 𝑣2), (𝑣3, 𝑣9), (𝑣3, 𝑣11), (𝑣4, 𝑣5), (𝑣5, 𝑣6), (𝑣5, 𝑣7), (𝑣6, 𝑣7), 

 (𝑣7, 𝑣4), (𝑣7, 𝑣5), (𝑣7, 𝑣11), (𝑣8, 𝑣9), (𝑣8, 𝑣14), (𝑣9, 𝑣10), (𝑣10, 𝑣11), (𝑣10, 𝑣14), (𝑣11, 𝑣14),

 (𝑣12, 𝑣13), (𝑣12, 𝑣14), (𝑣13, 𝑣12), (𝑣8, 𝑣13)}.

(14) 

284



Sakarya University Journal of Computer and Information Sciences 

Onur Cihan 

Figure 4 Partitioning of the network and the simulation results for Example 3 

Figure 4 illustrates the network graph, the reduced graph; the PLS and SLS of 𝑮𝟑, and evolutions of the

states of the agents as functions of time. As can be seen from the figure, there are 3 PLS and 3 SLS in 

the network. In particular, the removal of the link between agents 11 and 12 resulted in unification of 

two SLS and a primary layer subgraph into a large primary layer subgraph (with the member agents 8, 

12 and 13). The total number of groups in the modified network is 6. 

Examples 1-3 show that modification of a directed graph by adding a new link or removing an existing 

link may result in an increase or a decrease of the number of groups formed in the network. By using 

the proposed partitioning tool, the network topology designer can create a directed multi-agent network 

with the desired grouping behavior.  

4. Conclusion

In this paper, we provide a MATLAB toolbox for partitioning directed graphs into its PLS and SLS. 

The states of agents in these subgraphs asymtoyically converge to the same values when they utilize a 

conventional continuous-time or discrete-time consensus algorithm. The toolbox enables the users to 

modify the graph and analyze the effect of these changes in the graph structure to the number of groups 

formed in the multi-agent network. We hope this toolbox will enrich the understanding of the grouping 

behavior of the multi-agent systems and will be a reference tool for network topology designers. 
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Abstract 

Recommender systems offer tailored recommendations by employing various algorithms, and collaborative 

filtering is one of the well-known and commonly used of those. A traditional collaborative filtering system allows 

users to rate on a single criterion. However, a single criterion may be insufficient to indicate preferences in domains 

such as restaurants, movies, or tourism.  Multi-criteria collaborative filtering provides a multi-dimensional rating 

option. In similarity-based multi-criteria collaborative filtering schemes, existing similarity methods utilize co-

users or co-items regardless of how many there are. However, a high correlation with a few co-ratings does not 

always provide a reliable neighborhood. Therefore, it is very common, in both single- and multi-criteria 

collaborative filtering, to weight similarities with functions utilizing the number of co-ratings. Since multi-criteria 

collaborative filtering is yet growing, it lacks a comprehensive view of the effects of similarity weighting. This 

work studies multi-criteria collaborative filtering and the literature of binary vector similarities, which are 

frequently used for weighting, by giving a related taxonomy and conducts extensive experiments to analyze the 

effects of weighting similarities on item- and user-based multi-criteria collaborative filtering. Experimental 

findings suggest that prediction accuracy of item-based multi-criteria collaborative filtering can be boosted by 

especially binary vector similarity measures which do not consider mutual absences. 

Keywords: multi-criteria, collaborative filtering, similarity-weighting, binary vector similarity 

1. Introduction 

The number of people who have access to the Internet has been rapidly increasing. In parallel, e-

commerce companies are increasing both in number and size. At this point, online companies like 

Amazon and Netflix utilize personalized recommendations to offer the right products to their customers. 

Recommender systems help companies understand their customers’ tastes. By doing so, a customer 

might be interested in items otherwise he is not aware of. The first example of such a system was 

Tapestry [1], which was an experimental email filtering system at Xerox. Usually, recommender 

systems can be broadly categorized into collaborative filtering (CF), content-based filtering (CB), and 

hybrid approaches. 

As the name suggests, CF systems require collaboration from their users [1], [2] to perform their tasks. 

Clearly, CF systems require user feedback. The feedback can be explicit or implicit. Explicit feedback 

is the ones that the users supply by casting their ratings. On the other hand, the CF system might utilize 

some implicit feedback such as browsing, click, or purchase history [3]. CF systems contain two 

approaches which can be either model or memory-based. Model-based approaches build a model and 

produce recommendations or predictions based on the model. On the other hand, memory-based 

approaches re-run the whole procedure to produce an output for the recommendation. The general idea 

in CF is that users who have similar preferences in the past will probably have similar preferences in 

the future as well. Therefore, memory-based CF approaches determine a set of neighbors for an active 

user. An active user is the one who is looking for a prediction or recommendation. The k nearest neighbor 

algorithm is the most dominant and widely used algorithm to select neighbors in user-based and item-

based CF [4]. Although CF systems are widespread, they might suffer from data sparsity and cold start 

problems [5]. A cold start problem occurs when a new item or user is introduced into the system. Since 

there are not enough ratings for them, the CF system cannot produce a recommendation. CB utilizes 

contextual information of the items. Unlike CF, CB does not rely on different user feedbacks. Instead, 
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it essentially analyzes the content of the items rated by the active user and recommends similar items 

based on item contents. Such content can be described as a synopsis or actors for a movie-related 

domain. CB systems can be useful to avoid cold start problems for new items; however, the disadvantage 

is that it often produces obvious recommendations [6]. Hybrid approaches combine CF and CB to take 

advantage of them. 

CF systems usually operate on n × m matrix, where n is the number of users while m is the number of 

items. Users rate items on a binary, interval, ordinal, or continuous scale [6]. In traditional CF systems, 

users express their preferences based on a single criterion. For example, a movie recommendation 

system collects the general preferences of the users about the movie. However, a movie evaluation might 

include several dimensions such as cast, story, direction, or action. Therefore, integrating multiple 

criteria might be useful to characterize items better. Adomavicius and Kwon [7] propose 

recommendation techniques for multi-criteria CF (MCCF) systems. Their seminal paper was the first to 

introduce the concept of MCCF and to propose two methods called similarity-based and aggregation 

function-based. In the similarity-based approach, the similarity values between users or items are 

calculated for each criterion using any existing similarity measures and then the overall similarity is 

calculated by averaging or selecting the smallest one. In the second method, the aggregation function-

based approach, a relationship between the overall rating and sub-criteria ratings is extracted by utilizing 

an aggregation function.  Since it is important to find an appropriate aggregation function, domain 

expertise, statistical techniques, and machine learning methods can be used.  

Herlocker et al. [8] study the effectiveness of significance or similarity weighting in single criterion CF. 

The idea is that an active user might be highly correlated with some users on a small number of co-rated 

items. For example, two users might be perfectly correlated based on a single item and such correlation 

is stronger than a correlation of 0.9 over hundred co-rated items. Therefore, the authors [8] argue that 

the correlation between users can be adjusted by introducing significant weighting. In their original 

method, they use a threshold-based significance weighting factor. Although single criteria CF schemes 

have long been utilizing similarity weighting [9]-[12], two recent studies [13], [14] employ similarity 

weighting in MCCF. Scholars [13] improve the prediction performance of item-based MMCF. Yalcin 

and Bilge [14] propose a binary MCCF method and they apply binary similarity weighting to calculate 

the correlation between users. It is clear that MCCF literature lacks a systematic view of the effects of 

similarity weighting on the prediction performance.  

In this study, we present a comprehensive study of the effects of binary vector similarity weighting on 

both item- and user-based MCCF. Binary vector similarity is used as a weighting factor in addition to 

the existing similarity measures to improve the prediction performance of MCCF. Considering the 

structure of the existing similarity measures in similarity-based approaches, similarities are only 

calculated based on co-rated users or items. Then, nearest neighbors are selected based on these 

calculated similarity values. On the other hand, higher similarity values may not always indicate a better 

correlation between users or items because these metrics do not consider how many co-rated items exist 

between two users or vice versa. In item- or user-based schemes, it is sufficient to have a single common 

item/user to calculate a similarity score between two users or items. In a user-based perspective, a user 

vector consists of item ratings while, in an item-based perspective, an item vector consists of users’ 

ratings on the related item.  At this point, binary vector representation of the rating vectors can reveal 

which items/users are rated by encoding rated items by 1 and unrated items by 0. Then, binary vector 

representations of two users’ or items’ vectors might be exploited in the similarity calculations since 

they inform the mutual and non-mutual presences as well as mutual and non-mutual absences of the 

ratings. Utilizing binary vectors similarities as weighting factors in addition to the existing methods is a 

solution to overcome the shortcoming of the limited number of co-ratings. This study presents extensive 

literature on binary vector similarity measures and their effect on similarity weighting in MCCF 

schemes. Besides, this work can serve as a reference point for future researchers to understand the 

contribution of binary vector similarity weighting on MCCF prediction accuracy.   

The rest of the paper is organized as follows. In Section 2, the related work is given briefly. Section 3 

represents detailed information about CF and MCCF. In Section 4, we give a review of binary vector 

similarity literature and related taxonomy. Then, we discuss how to apply binary vector similarities to 
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weight MCCF similarities. We experimentally show in Section 5 how binary similarity weighting affects 

the general prediction performance of user-based and item-based MCCF. Section 6 gives the discussion. 

The final section represents our conclusions.  

2. Related Work 

The implementation of multi-criteria recommendation systems dates to the early 2000s. First, Plantié, 

Montmain, and Dray [15] suggest using a decision support system that combines text mining techniques 

with multi-criteria analysis techniques to develop movie-based recommendation systems. Adomavicius 

and Kwon [7] state that using multi-criteria recommendation systems instead of traditional 

recommendation systems increase the likelihood that the correlations calculated between users. 

Researchers argue that rating items with more criteria, such as visual effects or scenario in a movie 

dataset, rather than giving a single rating about the items may also increase the accuracy of the 

recommendation. They show how traditional memory-based CF algorithms can be adapted to MCCF 

systems. First, researchers produce recommendations using traditional similarity-based approaches. 

While calculating the similarities between users, the system calculates the similarity value separately 

for each criterion as in the traditional similarity-based approach. Then, the average or smallest value of 

all criteria can be selected as a final similarity. They also show that similarity calculations can be made 

using multidimensional distance metrics. With this approach, it has been shown that only the traditional 

similarity calculation process has changed, the rest of the process will remain the same as in traditional 

CF algorithms to provide predictions. Researchers also mention that all other methods used in single-

criteria or traditional recommendation systems can also be adapted to multi-criteria systems beside 

memory-based collaborative filtering algorithms. Bilge and Kaleli [16] propose a framework that adapts 

the work proposed by Adomavicius and Kwon [7] to multi-criteria item-based CF systems. The study 

shows that the performance of item-based multi-criteria systems is better than traditional item-based CF 

systems.  

In memory-based CF algorithms, the number of items commonly rated among users is an important 

factor. Considering the nature of recommender systems, most items are not rated, and this situation 

causes similarity calculations to be made on a very small number of co-rated items when calculating a 

similarity value between two users. The similarity value calculated over a few common items may not 

reflect the actual correlation. Therefore, Herlocker et al. [8] propose to use a weighting method in 

traditional recommender systems while calculating the similarity between users. In the proposed method 

called significance-weighting, a threshold value is defined, and if the number of items voted commonly 

by two users is less than this value, the similarity is multiplied by the calculated weighting, thus the 

similarity between the two users is reduced to a certain extent. The goal is to obtain a more reliable 

similarity between two users. The more commonly rated items between two users, the more trust these 

two users have. Ma, King, and Lyu [9] modify the work proposed by Herlocker et al. [8] and apply the 

modified algorithm when calculating similarity both between users and items. Polatidis and Georgiadis 

[10] propose a new similarity calculation process inspired by the work [8] and divide the similarity 

process into multiple levels. If the conditions specified at each level are fulfilled, a value determined by 

the researchers is added to the calculated similarity. The aim of the researchers is to increase the 

similarity values of these users as more items are rated in common. In another study of the researchers, 

a dynamic multi-level CF system is also proposed [11]. If the criteria specified in the study are met, the 

correlation is affected positively by adding different numbers to the similarity calculation for different 

levels. On the other hand, if no criteria are met, the similarity is multiplied by the specified value and 

the similarity is devalued. Candillier, Meyer, and Fessant [12] suggest using the Jaccard similarity as a 

weighting method by multiplying it with the existing similarity methods for CF systems. The study 

shows that the proposed method gives better results than traditional methods. Shambour and Lu [17] 

propose to use the Jaccard similarity as a weighting method in item-based MCCF. First, adjusted cosine 

similarity (ACS) is used to calculate the similarity between items for each criterion. Then, the final 

similarity is calculated using the weighted average method as in the traditional multi-criteria algorithms. 

Researchers propose a new similarity calculation that multiplies the final calculated similarity value 

with Jaccard. Shambour, Hourani, and Fraihat [18] propose to apply the Dice metric as a weighting 
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method for multi-criteria item-based CF. Dice metric calculates a similarity between two items based 

on common users, such as Jaccard similarity. Euclidean distance is used while calculating the 

similarities between items for each criterion. Since the distance metric is selected to calculate similarity 

values, the similarity with the lowest value is chosen as the final similarity. Researchers propose a new 

similarity calculation process that multiplies the Dice metric with the final similarity in item-based 

MCCF systems. In a similar study to the last two, it is proposed for user-based MCCF systems [19]. The 

researchers integrate the Dice metric into ACS as a weighting method as in previous studies. Sadikoglu 

and Demirelli Okkalioglu [13] propose to apply Jaccard similarity and significance-weighting as 

weighting methods to improve the existing similarity calculation process in similarity-based approaches 

in item-based MCCF.  The proposed two weighting methods are multiplied by Pearson Correlation 

Coefficient (PCC) and ACS for each criterion. The final similarity value is obtained by either the 

weighted average method or the minimum method. Researchers show that the proposed methods 

improve the accuracy and coverage of predictions compared to the traditional methods. Yalcin and Bilge 

[14] propose a binary MCCF method and they apply binary similarity weighting to calculate the 

correlation between users. Table 1 displays list of MMCF work that utilize similarity weighting for 

comparison purposes. 

Table 1 Comparison of the existing work 

These studies state that high correlation values may not always ensure the best neighbors in similarity-

based approaches. As the number of co-users or co-items increases, the correlation calculated between 

them is more reliable. Therefore, different weighting methods are proposed to change the neighbor 

selection process and to improve the prediction performance. Unlike the works presented here, we 

investigate the binary vector similarity literature and utilize a variety of binary similarity measures as 

weighting factors in the MCCF similarity calculation process. Thus, our work presents an enhanced 

view of the effects of binary vector similarities on the prediction accuracy of MCCF schemes. 

3. Multi-Criteria Collaborative Filtering 

Before introducing MCCF, brief information about a traditional CF is given. The best-known CF 

algorithm is the memory-based or neighborhood-based algorithm. The memory-based algorithms are 

also divided into two classes: user-based and item-based.  The underlying approach of user-based is to 

find like-minded users when an active user (a) asks for a prediction for a target item (q). Equation 1 

shows a formula how to calculate a prediction after users are selected as nearest neighbors for a. 

𝒑𝒓𝒆𝒅(𝒂, 𝒒) = �̅�𝒂 + 
∑ (𝒓𝒖,𝒒 − �̅�𝒖)𝒌

𝒖=𝟏 𝒔𝒊𝒎(𝒂, 𝒖)

∑ 𝒔𝒊𝒎(𝒂, 𝒖)𝒌
𝒖=𝟏

 (1) 

where k is k-nearest-neighbors of a. �̅�𝒂 and �̅�𝒖 are mean ratings for user a and user u, respectively. 𝒓𝒖,𝒒 

is the rating of user u on item q and 𝑠𝑖𝑚(𝑎, 𝑢) illustrates the similarity value between user a and user u. 

The similarity between users is crucial in CF. There are different methods used in the literature. One of 

the most popular similarity methods is Pearson Correlation Coefficient (PCC) [20]. PCC calculates 

similarities in the range [-1, 1], where 1 depicts the highest correlation whereas -1 illustrates the worst 

correlation between two users. Equation 2 shows how to apply PCC between two users, a and u: 

References Data Type Scheme Similarity Weighting 

Shambour and Lu [17] Numeric Item-based Jaccard 

Shambour, Hourani, and Fraihat 

[18] 
Numeric Item-based Dice 

Shambour [19] Numeric User-based Dice 

Sadikoglu and Demirelli 

Okkalioglu [13] 
Numeric Item-based 

Jaccard and Significance-

weighting 

Yalcin and Bilge [14] Binary 
User-based, Item-

based 

Jaccard, Czekanowski, 

Simpson, Kulczynski, and 

Johnson 
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𝑠𝑖𝑚(𝒂, 𝒖) =  
∑ (𝒓𝒂,𝒑 −  �̅�𝒂)(𝒓𝒖,𝒑 − �̅�𝒖)𝒑∈𝑷

√∑ (𝒓𝒂,𝒑 −  �̅�𝒂)
𝟐

𝒑∈𝑷 √∑ (𝒓𝒖,𝒑 −  �̅�𝒖)
𝟐

𝒑∈𝑷

 
(2) 

where P demonstrates the set of items rated both an active user, a, and a user, u, 𝒓𝒂,𝒑 and 𝒓𝒖,𝒑 represent 

ratings for item p rated by a and u, respectively. �̅�𝒂 and �̅�𝒖 are the mean of P items’ ratings of a and u. 

Whereas user-based algorithms produce a prediction by utilizing user similarities, item-based algorithms 

generate a prediction based on similarities between items. In this case, an active user (a) asks for a 

prediction for a target item (q) as in user-based algorithms. The algorithm finds similarities between the 

target item and other items and k items are selected as the best neighbors. The prediction formula is 

given in Equation 3.    

𝒑𝒓𝒆𝒅(𝒂, 𝒒)  =  
∑ 𝒔𝒊𝒎(𝒊, 𝒒) × 𝒓𝒂,𝒊𝒊∈𝒓𝒂𝒕𝒆𝒅𝑰𝒕𝒆𝒎(𝒂)

∑ 𝒔𝒊𝒎(𝒊, 𝒒)𝒊∈𝒓𝒂𝒕𝒆𝒅𝑰𝒕𝒆𝒎(𝒂)

 (3) 

Where 𝑠𝑖𝑚(𝑖, 𝑞) shows the similarity value between item i and item q, 𝑟𝑎,𝑖 represents the rating value 

given by user a to item i. Recall that among the selected neighboring items, the items rated by the user 

a are included in this calculation. 

ACS is the common similarity method when calculating similarities between items [21]. The similarity 

value between two items in ACS is also in the range of [-1, 1] as in PCC. ACS performs the similarity 

calculation between item i and q using Equation 4.    

𝒔𝒊𝒎(𝒊, 𝒒)  =  
∑ (𝑹𝒖,𝒊 − 𝑹𝒖)(𝑹𝒖,𝒒 − 𝑹𝒖)𝒖∈𝑼

√∑ (𝑹𝒖,𝒊 − 𝑹𝒖)𝒖∈𝑼

𝟐
√∑ (𝑹𝒖,𝒒 − 𝑹𝒖)𝒖∈𝑼

𝟐
 

(4) 

In Equation 4, U indicates common users who rated item i and item q. 𝑅𝑢,𝑖 and 𝑅𝑢,𝑞 show the rating 

given by user u to items i and item q, respectively. 𝑅𝑢 represents the average of ratings of user u. 

In addition, PCC and ACS are the best-known similarity methods in CF. Therefore, these methods are 

widely used in both user-based and item-based algorithms. Equation 2 represents user-based similarity 

calculation; however, the formula can easily be converted into an item-based one. Likewise, Equation 4 

shows item-based ACS, but it can be modified to user-based ACS. Since corresponding item- or user-

based formulas are trivial, these formulas are briefly presented here. 

A traditional CF system performs similarity calculations over a single criterion. Users send overall 

ratings about items and a prediction is produced using a single rating. On the other hand, researchers 

put forward an idea that multi-criteria systems could better reflect the characteristics of the users instead 

of a single rating-based system. Multi-criteria systems allow users to rate more than one criterion 

separately. Users reflect their personal preferences better due to the multi-criteria system. A rating 

function R in a multi-criteria CF is represented as follows: 

𝑹: 𝒖𝒔𝒆𝒓𝒔 ×  𝒊𝒕𝒆𝒎𝒔 →  𝑹𝟎 ×  𝑹𝟏  ×  … × 𝑹𝒌 (5) 

where 𝑅0 shows overall ratings that users rate items and 𝑅𝑗 represents that users rate items for jth criteria 

where j = 1,2, …, k. k is the number of criteria. 

In multi-criteria CF, Adomavicius and Known [7] propose similarity-based and aggregation function-

based approaches to provide predictions. In this study, similarity-based approaches are applied. In this 

approach, similarity values between users/items are calculated using any existing similarity measures 

for each criterion separately as in traditional CF. Then, it is required to aggregate individual similarities 

to obtain an overall similarity. Adomavicius and Known [7] introduce two methods that aggregate 

individual similarities: average and worst-case similarity. In the average similarity approach as seen in 

Equation 6, the similarities of all individual criteria are averaged to get an overall similarity.  In Equation 

6, k defines the number of criteria, 𝑠𝑖𝑚𝑐(𝑖, 𝑗) shows the similarity between item i and item j for criterion 

c. 
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𝒔𝒊𝒎𝒂𝒗𝒈(𝒊, 𝒋)  =  
∑ 𝒔𝒊𝒎𝒄(𝒊, 𝒋)𝒌

𝒄=𝟎

𝒌 + 𝟏
 (6) 

The second aggregation approach is called the worst-case or minimum similarity. The main purpose is 

to select minimum similarity as a final similarity among all individual criteria. The final similarity is 

estimated as seen in Equation 7.  

𝒔𝒊𝒎𝒎𝒊𝒏(𝒊, 𝒋)  =  𝒎𝒊𝒏
𝒄=𝟎,𝟏,…,𝒌

𝒔𝒊𝒎𝒄(𝒊, 𝒋)  (7) 

Although Equation 6 and Equation 7 show how to calculate the overall similarity in item-based MCCF 

algorithms, user-based MCCF can be applied similarly [7].   

4. Weighting Similarities in Multi-Criteria Collaborative Filtering 

4.1 Binary Vector Representations and Similarities 

In this section, our motivation is to present binary similarity measures to use them as weighting factors 

in the neighborhood selection. Since rating vectors are generally very sparse [22] in CF, similarity 

calculations can be boosted if weighting factors are utilized [23], [24]. PCC, ACS, or other similarity 

measures are applied over co-rated numeric items. Herlocker et al.  [8] argue that the number of co-rated 

items can contribute to the similarity score as a weighting factor because the similarity between two 

vectors might have been calculated over few items. For example, the same similarity score, say 1.0 

(perfect), may not indicate the same degree of similarity for vectors, which have few versus many co-

rated elements.  Therefore, weighting similarity scores is used in CF literature [8], [13], [14], [17]-[19], 

[23], [24] in the neighborhood selection. 

A weighting factor can be calculated over binary representations of vectors. Assume that the rating range 

is a set of discrete numeric values, say 𝑅 = {0, 1, 2, 3, 4, 5}, where 0 means unrated. For an item-based 

MCCF, an item vector for a criterion can be defined as 𝑖𝑡𝑒𝑚𝑗 = {𝑟1, 𝑟2, … , 𝑟𝑛−1, 𝑟𝑛}, where j is the item 

id and 𝑟𝑖 ∈ 𝑅, ∀𝑖 ∈ {1, 2, … , 𝑛}. Such a vector can be also expressed in a binary form where each 𝑟𝑖 is 

replaced either 1 if 𝑟𝑖 ≠ 0, or 0 otherwise. In binary vector format, 1s represent the presence while 0s 

represent the absence. For example, a rating vector of 𝑖𝑡𝑒𝑚1 = {1, 2, 3, 0, 0, 4, 5, 0, 0, 0, 2, 0} can be 

transformed into a binary vector, 𝑖𝑡𝑒𝑚1 = {1, 1, 1, 0, 0, 1, 1, 0, 0, 0, 1, 0}. These binary vectors are also 

called binary basket data in the data mining literature [25]. 

While calculating the similarities of binary vectors, corresponding absence and presence become crucial. 

Table 2 displays how absence and presence value will be represented for two vectors, say 𝑣1 and 𝑣2. 𝑎 

is |𝑣1 ⋅ 𝑣2|1, which is the number of 1s after the dot product. In other words, 𝑎 represents the number of 

common elements that both 𝑣1 and 𝑣2 have 1, which is the mutual presence. 𝑏 is |𝑣1 ⋅ 𝑣2|1, which is the 

number of elements that is present in 𝑣1 but absent in 𝑣2. 𝑐 is |𝑣1 ⋅ 𝑣2|1, which is the number of elements 

that is absent in 𝑣1 but present in 𝑣2. 𝑏 +  𝑐 can be called the non-mutual presence. 𝑑 is |𝑣1 ⋅ 𝑣2|1 is the 

number of elements that are absent in both 𝑣1 and 𝑣2, which is the mutual absence. Obviously, |𝑣1 ⋅
𝑣1|1 = 𝑎 + 𝑏, |𝑣2 ⋅ 𝑣2|1 = 𝑎 + 𝑐, and 𝑎 +  𝑏 +  𝑐 +  𝑑 is the number of features. In our case with 

item-item similarities, the number of features will be 𝑛, which is the number of users. 

Table 2 Notation for binary vector similarities 

 

Based on the notation in Table 2, many variations of binary vector similarities can be calculated. Table 

3 lists 21 different measures including similarities and distances. The use of 𝑑 is controversial [26], [27] 

while some measures do not include it some others include. Because the number of attributes that are 

absent in both vectors is very dominant, 𝑑 might be omitted. This is true in CF, as well. These similarity 

and distance measures can be broadly categorized into two, ones ignoring 𝑑 and ones considering 𝑑 

 𝒗𝟐 

𝒗𝟏 Presence (1) Absence (0) 

Presence (1) 𝑎 𝑏 

Absence (0) 𝑐 𝑑 

  𝒏 =  𝒂 + 𝒃 + 𝒄 + 𝒅 
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[27], [28]. In addition, binary similarity functions that consider 𝑑 in the calculation can be further 

classified as the ones treating both 𝑎 and 𝑑 equally or unequally [27]. 

Table 3 Binary similarity and distance measures  

Similarity measures that ignore 𝑑 are generally useful for asymmetric binary vectors, where the presence 

is more important than absence, such as market basket data in the data mining literature. There might 

be many items that can go into a market basket; however, any two customers can have a very limited 

number of common items in their baskets. Therefore, calculating a similarity using 𝑑 either in the 

numerator or denominator part of the equation devalues the mutual presence, which is 𝑎. The examples 

of such similarity measures that do not utilize 𝑑 in Table 3 start from Jaccard until Ochiai. Jaccard is 

the ratio of dot products of two vectors in consideration over the union of presences (mutual presence 

plus non-mutual presence). The Jaccard measure does not prioritize mutual presence over non-mutual 

presences. However, Dice and 3w-Jaccard weigh the mutual-presence (𝑎) by two and three, respectively. 

On the contrary, Sokal-Sneath-I imposes a penalty for non-mutual presence by a factor of two. Simpson 

and Braun measures are the ratio of mutual presence to the minimum and maximum non-mutual 

presence, respectively. Johnson, on the other hand, utilizes both. Kulcznyski-I measure is the ratio of 

 Measure Equation Range Ref 

Similarity 

measures 

ignoring 𝑑 

Jaccard 
𝑎

𝑎 + 𝑏 + 𝑐
 [0, 1] [26], [27] 

Dice 
2 × 𝑎

2 × 𝑎 + 𝑏 + 𝑐
 [0, 1] [26], [27] 

3W-Jaccard 
3 × 𝑎

3 × 𝑎 + 𝑏 + 𝑐
 [0, 1] [26], [27] 

Sokal-Sneath-I 
𝑎

𝑎 + 2 × 𝑏 + 2 × 𝑐
 [0, 1] [26], [27] 

Simpson 𝑎

𝑚𝑖𝑛(𝑎 + 𝑏, 𝑎 + 𝑐)
 [0, 1] [26], [27] 

Braun 𝑎

𝑚𝑎𝑥(𝑎 + 𝑏, 𝑎 + 𝑐)
 [0, 1] [26], [27] 

Johnson 𝑎

𝑎 + 𝑏
+

𝑎

𝑎 + 𝑐
 [0, 2] [26], [27] 

Kulczynski-I 𝑎

𝑏 + 𝑐
 [0, ∞) [26], [27] 

Sorgenfrei (𝑎 × 𝑎)

(𝑎 + 𝑏) × (𝑎 + 𝑐)
 [0, 1] [26], [27] 

Ochiai 𝑎

√(𝑎 + 𝑏)(𝑎 + 𝑐)
 [0, 1] [26], [27] 

Similarity 

measures 

considering 𝑑 

Russel-Rao 𝑎

𝑎 + 𝑏 + 𝑐 + 𝑑
 [0, 1] [26], [27] 

Sokal-Michener 𝑎 + 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
 [0, 1] [26], [27] 

Sokal-Sneath-2 2 × (𝑎 + 𝑑)

2 × 𝑎 + 𝑏 + 𝑐 + 2 × 𝑑
 [0, 1] [26], [27] 

Roger-Tanimoto 𝑎 + 𝑑

𝑎 + 2 × (𝑏 + 𝑐) + 𝑑
 [0, 1] [26], [27] 

Gower-Legendre 𝑎 + 𝑑

𝑎 + 0.5 × (𝑏 + 𝑐) + 𝑑
 [0, 1] [26], [27] 

Faith 
𝑎 + 0.5 × 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
 [0, 1] [26], [27] 

Distances 

ignoring 𝑑 

Squared-Euclid √𝑏 + 𝑐
2
 [0, ∞) [26], [27] 

Manhattan 𝑏 + 𝑐 [0, ∞) [26], [27] 

Distances 

considering 𝑑 

Mean- Manhattan 
𝑏 + 𝑐

𝑎 + 𝑏 + 𝑐 + 𝑑
 [0, 1] [26], [27] 

Size-Difference 
(𝑏 + 𝑐)2

(𝑎 + 𝑏 + 𝑐 + 𝑑)2
 [0, 1] [26], [27] 

Shape-Difference 
𝑛 × (𝑏 + 𝑐) − (𝑏 − 𝑐)2

(𝑎 + 𝑏 + 𝑐 + 𝑑)2
 [0, 1] [26], [27] 
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mutual presence over non-mutual presence. In terms of set theory, it is the cardinality of the intersection 

over the sum of the cardinalities of relative differences. However, such a measure as Kulcznyski range 

between 0 and ∞. To avoid it, we use the updated Kulcznyski formula [28]. Sorgenfrei and Ochiai 

measures are similar, where Ochiai is the extension of Cosine similarity when vectors are binary. 

Sorgenfrei, on the other hand, is the square of Ochiai measure. 

Another group of measures utilizes 𝑑 in a very similar nature. Russel-Rao is similar to Jaccard; however, 

it measures mutual presences over all elements. Sokal-Michener does not weigh any of 𝑎, 𝑏, 𝑐, 𝑑 while 

Sokal-Sneath-2, Roger-Tanimoto, Faith, and Gower-Legendre utilize weighting on some of them. 

Distance measures need to be transformed into similarities. Squared-Euclid and Manhattan value can 

range between 0 and ∞; therefore, we converted them to 1/(1 + 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒), where distance is either 

Squared-Euclid or Manhattan score. Likewise, the rest of the distance metrics are converted into (1 −
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) because their range is between 0 and 1.  

4.2 Weighting Similarities in Multi-Criteria Collaborative Filtering by Binary Vector Similarity 

Measures 

As introduced, PCC and ACS are the most prevalent techniques to calculate similarities in item- and 

user-based MCCF. Considering the item-based MCCF for brevity, both methods compute the item-item 

similarities based on users who rate the related items. Assume that we need to calculate item1’s similarity 

to item2 and item3 and the number of common users who rate item1 and item2 is 1 while the number of 

users who both rate item1 and item3 is 100. The similarity score between item1 and item2, which is based 

on a single user, might be greater than the similarity between item1 and item3. Since PCC and ACS do 

not take the number of users who rate both items into account, the similarity scores may become 

controversial. According to Herlocker et al. [8], similarities become more credible if items are co-rated 

by many users. Therefore, similarities can be weighted by the number of users co-rating both items. For 

this purpose, we will utilize binary vector similarities to weigh item-item similarities as given in 

Equation 8, which gives the average aggregation, and Equation 9, which gives the minimum 

aggregation. Here, the item-item similarity for each criterion, 𝑠𝑖𝑚𝑐, is multiplied by the binary similarity 

measure, which is 𝑤𝑒𝑖𝑔ℎ𝑡𝑖𝑛𝑔𝐹𝑎𝑐𝑡𝑜𝑟𝑐, which can be adopted from Table 3. 

𝒔𝒊𝒎𝒂𝒗𝒈
′ (𝒊, 𝒋)  =  

∑ 𝒔𝒊𝒎𝒄(𝒊, 𝒋)  ×  𝒘𝒆𝒊𝒈𝒉𝒕𝒊𝒏𝒈𝑭𝒂𝒄𝒕𝒐𝒓𝒄(𝒊, 𝒋)𝒌
𝒄=𝟎

𝒌 + 𝟏
 (8) 

𝒔𝒊𝒎𝒎𝒊𝒏
′ (𝒊, 𝒋)  =  𝐦𝐢𝐧

𝒄=𝟎,𝟏,…,𝒌
𝒔𝒊𝒎𝒄(𝒊, 𝒋)  ×  𝒘𝒆𝒊𝒈𝒉𝒕𝒊𝒏𝒈𝑭𝒂𝒄𝒕𝒐𝒓𝒄(𝒊, 𝒋) (9) 

We briefly discuss item-based MCCF to weight similarities, the very similar idea can be applied to the 

user-based MCCF. In user-based settings, user-user similarities must be weighted by the binary vector 

similarities that are constructed for the co-rated items between users. Each calculated similarity between 

users for each criterion is multiplied by the corresponding binary vector similarity measure computed 

by the related user vectors. Again, these measures can be adopted from Table 3. 

5. Experimental Evaluation 

5.1 Data set 

The most widely used dataset in MCCF, Yahoo!Movies, is used to test our proposed approaches. The 

dataset includes four sub-criteria and an overall rating for the movie domain. Users are asked to rate 

criteria such as direction, acting, story, and visuals. In addition, the average of four sub-criteria is 

calculated as the overall rating. Due to the extreme sparsity of the dataset, two subsets of Yahoo!Movies 

are created [29]. First, a subset of users and items with at least 10 ratings is created and called YM10. 

Likewise, YM20 dataset is also obtained with a subset of users and items with at least 20 ratings. Table 

4 displays YM10 and YM20 data sets and their corresponding number of users, items and the ratings 

they have. 
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Table 4 Datasets 

 

 

 

Yahoo!Movies includes 13 different ratings, and the rating range is from A+ to F. A+ indicates the 

highest rating, while F shows the lowest rating. Since CF systems usually use 5 star-scale, the ratings in 

Yahoo!Movies are converted into 5 star-scale. (A+, A, A-) is converted to 5, (B+, B, B-) is exchanged 

to 4, others are transformed to 3, 2, and 1 is assigned to the letter F [29]. A small example of the multi-

criteria user-item matrix is given in Figure 1. 

 𝒊𝒕𝒆𝒎𝟏 𝒊𝒕𝒆𝒎𝟐 𝒊𝒕𝒆𝒎𝟑 𝒊𝒕𝒆𝒎𝟒 

𝒖𝒔𝒆𝒓𝟏 - 𝐵+
𝐶+,𝐴+,𝐶+,𝐴 - 𝐵𝐵+,𝐶,𝐵,𝐴 

𝒖𝒔𝒆𝒓𝟐 𝐷𝐶,𝐹,𝐷,𝐷 - - 𝐹𝐹,𝐹,𝐹,𝐷− 

𝒖𝒔𝒆𝒓𝟑 𝐴𝐴+,𝐴,𝐴,𝐴 - 𝐶𝐵,𝐶,𝐶,𝐷 - 

𝒖𝒔𝒆𝒓𝟒 - 𝐴−
𝐴−,𝐵+,𝐴,𝐴− 𝐵𝐶,𝐴,𝐴,𝐶  - 

 

  𝒊𝒕𝒆𝒎𝟏 𝒊𝒕𝒆𝒎𝟐 𝒊𝒕𝒆𝒎𝟑 𝒊𝒕𝒆𝒎𝟒 

𝒖𝒔𝒆𝒓𝟏 - 43,5,3,5 - 44,3,4,5 

𝒖𝒔𝒆𝒓𝟐 23,1,2,2 - - 11,1,1,2 

𝒖𝒔𝒆𝒓𝟑 55,5,5,5 - 34,3,3,2 - 

𝒖𝒔𝒆𝒓𝟒 - 55,5,4,5 43,5,5,3 - 
 

Figure 1 An Example of the multi-criteria user-item matrix 

5.2 Methodology 

Experiments are conducted with YM20 and YM10 data sets. 5-fold cross-validation is utilized where 

each experiment is split into four training and one test set. Each time a prediction is produced for an 

active user (test user in the test set). For an active user, all rated items are listed and one of them is 

removed and the original value is stored for future tests, a prediction is produced for the removed target 

item, 𝑞. After the prediction is calculated, it is compared with the original value to calculate the accuracy 

metric, which is given in 6.3. Then, the removed original value is copied back for the next test. This 

strategy is repeated and known as leave-one-out. The number of neighbors is set to 40 [13], [16]. 

5.3 Evaluation Criteria 

Mean absolute error, MAE, is used as the evaluation criteria. MAE measures the prediction error in 

terms of absolute difference over all queries. Its formulation is given in Equation 10, where 𝑝𝑖 is the 

prediction, 𝑜𝑖  is the original rating, and 𝑅 is the number of predictions. It basically tells how much the 

predictions deviate from the original value.  

𝑴𝑨𝑬 =  
𝟏

𝑹
∑|𝒑𝒊 − 𝒐𝒊|

𝑹

𝒊=𝟏

 (10) 

5.4 Experiments 

5.4.1 Effects of binary vector similarity on item-based MMCF 

In the first experiment, we analyze how different binary similarity measures affect MAE scores when 

item-based MMCF is employed. Recall that PCC and ACS item-item similarities are aggregated with 

average and minimum. Table 5 displays the related results for both YM20 and YM10 data sets. Notice 

that bold table cells show that corresponding binary vector similarity weighting outperforms the original 

MCCF scheme.  

The traditional MCCF method performs around 0.661, 0.681, 0.590, and 0.602 when PCC and ACS are 

aggregated by average and minimum functions, respectively, for YM20 data set. When the binary vector 

similarity measures are introduced in the item-item similarity calculation, most of them outperform the 

traditional MCCF method as seen in Table 5. The most remarkable measures are Sorgenfrei, 

Kulczynski-I, for YM20 data set. Sorgenfrei, Kulczynski-I are always among the top three measures in 

terms of MAE improvement compared to the traditional MCCF. Soregnfrei achieves 8%, 6.7%, 6.3%, 

and 5.8%, and Kulczynski-I achieves 7.5%, 6.5%, 6.6%, and 4.7% improvements for PCC-AVG, PCC-

 YM10 YM20 

# users 1293 202 

# items 1164 247 

# ratings 34846 8157 
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MIN, ACS-AVG, and ACS-MIN, respectively. Sokal-Sneath-I accompanies these two measures in top-

three in terms of MAE improvement when item-item similarities are calculated by PCC-MIN, ACS-

AVG, and ACS-MIN. On the other hand, the worst performing measure is the Shape-Difference which 

always falls behind the traditional MCCF. However, it is prominent in this experiment to note that none 

of the binary vector similarities perform worse than the traditional MCCF except Shape-Difference for 

YM20 data set. Each of them, at least, achieves the same results with the traditional MCCF. Another 

interesting fact about binary similarity measures is that binary similarity measures ignoring 𝑑 always 

perform better than both traditional MCCF and the rest of the binary similarity measures except Russel-

Rao for YM20 data set. 

Table 5 MAE Results When Binary Vector Similarities Are Applied in Item-based MCCF 

Table 5 also displays the results for YM10 data set. The traditional method for MCCF records 0.760, 

0.772, 0.777, and 0.777 for PCC and ACS when aggregated with average and minimum function, 

respectively. In all tests, the top three improvement scores are achieved by measures that ignore 𝑑, 

Sorgenfrei, Kulczynski-I, and Sokal-Sneath-I. Sorgenfrei performs 12.5%, 9.3%, 22.4%, and 20.6% 

improvement for PCC-AVG, PCC-MIN, ACS-AVG, and ACS-MIN, respectively. Moreover, 

Sorgenfrei is always the best-performing measure. Kulczynski-I improves the traditional MCCF by 

11.3%, 8.4%, 22.4%, and 20.2%, while Sokal-Sneath-I achieves an improvement of 11.1%, 8.2%, 

22.3%, and 19.9% for PCC-AVG, PCC-MIN, ACS-AVG, and ACS-MIN, respectively. Beside these 

top three measures, the other binary vector similarity measures except Shape-Difference achieve an 

improvement over traditional MCCF.  

 YM20 YM10 

 
PCC 

AVG 

PCC 

MIN 

ACS 

AVG 

ACS 

MIN 

PCC 

AVG 

PCC 

MIN 

ACS 

AVG 

ACS 

MIN 

MCCF Traditional 0.661 0.681 0.590 0.602 0.760 0.772 0.777 0.777 

Jaccard 0.617 0.652 0.555 0.577 0.677 0.711 0.605 0.623 

Dice 0.622 0.654 0.558 0.579 0.679 0.714 0.609 0.624 

3W-Jaccard 0.627 0.658 0.560 0.581 0.682 0.717 0.610 0.625 

Sokal-Sneath-I 0.615 0.646 0.553 0.576 0.676 0.709 0.604 0.622 

Simpson 0.624 0.660 0.562 0.582 0.692 0.727 0.632 0.639 

Braun 0.623 0.655 0.559 0.580 0.685 0.715 0.613 0.628 

Johnson 0.622 0.657 0.559 0.579 0.684 0.720 0.615 0.627 

Kulczynski-I 0.611 0.637 0.551 0.574 0.674 0.707 0.603 0.620 

Sorgenfrei 0.608 0.635 0.553 0.567 0.665 0.700 0.603 0.617 

Ochiai 0.623 0.657 0.558 0.580 0.681 0.715 0.609 0.622 

Russel-Rao 0.613 0.648 0.560 0.579 0.680 0.714 0.620 0.625 

Sokal-Michener 0.658 0.681 0.584 0.600 0.757 0.769 0.755 0.752 

Sokal-Sneath-2 0.661 0.681 0.586 0.601 0.760 0.770 0.758 0.750 

Roger-Tanimoto 0.656 0.681 0.584 0.598 0.755 0.770 0.754 0.750 

Gower-Legendre 0.661 0.681 0.586 0.601 0.760 0.770 0.758 0.750 

Faith 0.652 0.678 0.581 0.598 0.755 0.768 0.747 0.748 

Squared-Euclid 0.647 0.676 0.579 0.594 0.736 0.756 0.715 0.727 

Manhattan 0.647 0.676 0.579 0.594 0.736 0.756 0.715 0.727 

Mean- Manhattan 0.658 0.681 0.584 0.600 0.757 0.769 0.755 0.752 

Size-Difference 0.662 0.681 0.588 0.602 0.760 0.770 0.759 0.750 

Shape-Difference 0.864 0.942 1.030 1.060 0.888 0.905 1.032 1.065 
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Since Table 5 includes experimental results of 22 different binary similarity measures for four different 

MCCF methods and two different data sets, we also illustrate the best performing binary similarity 

measures in Figure 2 for readers’ convenience. 

  

  

  Figure 2 The best performing binary similarity measures against Traditional MCCF in item-based MCCF 

 

We analyzed how binary similarity measures affect the MAE results when item-based MCCF is utilized. 

The experiment shows that weighting item-item similarities based on their binary vector representations 

can improve prediction accuracy in MCCF. Based on the experimental findings, binary vector 

similarities that ignore 𝑑 are relatively more successful than the measures that consider 𝑑. This 

phenomenon might occur due to the fact that mutual presences (occurrences of 1s) are more important 

than mutual absences (occurrences of 0s) in item-item similarity calculations. Because the data sets in 

CF are usually sparse; therefore, mutual absences do not reveal much. Besides, although dissimilarity 

measures usually contribute to the prediction accuracy in terms of MAE, Shape-Difference always falls 

behind the traditional MCCF. 

5.4.2 Effects of binary vector similarity on user-based MMCF 

This experiment analyzes the effect of binary vector similarities on the user-based MCCF. Unlike the 

previous example, the binary similarity of two user vectors is multiplied by the user-user similarity. 

Table 6 displays the corresponding results. Recall that bold cells are better than the traditional MCCF 

score. 

When user-based MCCF is applied on YM20 data set with binary vector similarity weighting, MAE 

scores are 0.552, 0.592, 0.497, and 0.623, for PCC-AVG, PCC-MIN, ACS-AVG, and ACS-MIN, 

respectively. Binary vector similarities ignoring 𝑑 comparably achieve better results than the traditional 

MCCF. In terms of measures considering 𝑑, they generally fall behind the traditional MCCF with PCC-

AVG and ACS-MIN; on the contrary, they are slightly better when item-item similarity calculation is 

based on PCC-MIN and ACS-AVG. The last group of binary vector similarities utilizes distance 
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functions, they perform similar to the group of measures that considers 𝑑. However, Shape-Difference, 

once more, is dramatically lower than the traditional MCCF.    

When user-based MCCF is applied to YM10 data set which is sparser than YM20, weighting user-based 

similarities by binary vectors similarities, in general, does not introduce an improvement for PCC-AVG, 

PCC-MIN, and ACS-AVG. The only setting that an increase in MAE is obvious occurs when ACS-

MIN is applied to weight user-user similarities. In this setting, the measures that consider 𝑑 and 

dissimilarity functions (except Shape-Difference) record some improvement.  

Table 6 MAE Results When Binary Vector Similarities Are Applied in User-based MCCF 

Unlike the previous experiment where item-based MCCF is tested, the effect of introducing binary 

vector similarity to weight user-user similarities is relatively limited. These two experiments show that 

if the MCCF algorithm utilizes an item-based approach, binary vector similarities, especially the ones 

ignoring 𝑑 can be integrated into the method for improved prediction accuracy. However, one should 

be informed about the fact that weighting might not help improve the prediction accuracy when user-

based MCCF is applied if the data set is sparse like YM10. 

Since Table 6 includes many experimental results and they are very close to each other five binary 

similarity measures are illustrated in Figure 3.  

6. Discussion 

MCCF approaches utilizing neighborhood methods need to calculate either user-user or item-item 

similarities. If the scheme is user-based, then the similarity calculation is performed on the co-rated 

 YM20 YM10 

 
PCC 

AVG 

PCC 

MIN 

ACS 

AVG 

ACS 

MIN 

PCC 

AVG 

PCC 

MIN 

ACS 

AVG 

ACS 

MIN 

MCCF Traditional 0.552 0.592 0.497 0.623 0.584 0.633 0.407 0.513 

Jaccard 0.548 0.585 0.495 0.596 0.606 0.645 0.528 0.538 

Dice 0.548 0.588 0.496 0.602 0.606 0.646 0.526 0.536 

3W-Jaccard 0.548 0.587 0.496 0.602 0.605 0.646 0.524 0.535 

Sokal-Sneath-I 0.548 0.584 0.494 0.597 0.605 0.644 0.528 0.539 

Simpson 0.551 0.586 0.501 0.593 0.609 0.640 0.522 0.532 

Braun 0.549 0.584 0.495 0.605 0.612 0.649 0.532 0.537 

Johnson 0.549 0.591 0.498 0.593 0.599 0.640 0.519 0.529 

Kulczynski-I 0.546 0.579 0.493 0.598 0.605 0.643 0.529 0.538 

Sorgenfrei 0.550 0.581 0.500 0.556 0.615 0.648 0.542 0.557 

Ochiai 0.547 0.587 0.497 0.601 0.603 0.647 0.520 0.535 

Russel-Rao 0.558 0.589 0.500 0.578 0.621 0.649 0.539 0.549 

Sokal-Michener 0.552 0.593 0.495 0.634 0.584 0.636 0.427 0.488 

Sokal-Sneath-2 0.552 0.590 0.496 0.629 0.583 0.634 0.425 0.486 

Roger-Tanimoto 0.554 0.593 0.496 0.635 0.587 0.632 0.426 0.489 

Gower-Legendre 0.552 0.590 0.496 0.629 0.583 0.634 0.425 0.486 

Faith 0.551 0.590 0.493 0.626 0.584 0.634 0.418 0.485 

Squared-Euclid 0.554 0.589 0.496 0.636 0.600 0.635 0.461 0.495 

Manhattan 0.554 0.589 0.496 0.636 0.600 0.635 0.461 0.495 

Mean- Manhattan 0.552 0.593 0.495 0.634 0.584 0.636 0.427 0.488 

Size-Difference 0.551 0.589 0.496 0.629 0.583 0.633 0.431 0.485 

Shape-Difference 0.881 0.694 0.768 0.891 0.969 0.938 0.861 0.917 
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items of associated users. Otherwise, in item-based schemes, co-rating users of associated items are 

utilized in the similarity calculation. Similarities, on the other hand, are calculated based on co-ratings, 

regardless of how many there are. The number of co-ratings, whether a few or many, does not prevent 

the similarity calculation. Similarities calculated with very few co-ratings may be misleading as they 

are not built on an overwhelming mutual presence of ratings. Therefore, the lack of enough co-ratings 

may affect the neighbor selection and prediction performance negatively. Similarity weighting is 

utilized to alleviate such concerns. The general idea is to associate the similarity calculation with mutual 

presences and absences or non-mutual presences and absences of corresponding vectors.  Such relations 

between different user or item vectors can be constructed by leveraging binary vector representations 

and similarities between binary vector representations can be employed as a weighting factor in neighbor 

selection while calculating similarities. 

  

  

  Figure 3 Successful binary similarity measures against Traditional MCCF in user-based MCCF 

 

We, in this study, discuss item- and user-based MCCF schemes and the literature of binary vector 

similarity in detail. Then, we design and conduct extensive experiments to evaluate the effects of 

similarity weighting on the prediction accuracy of both item- and user-based multi-criteria collaborative 

filtering when item-item and user-user correlations are measured by PCC and ACS similarity, which are 

widely in use. The binary vector similarities measures are grouped under similarity- and distance-based 

methods. Those measures are further categorized as the ones considering mutual absences or not. 

Because collaborative filtering data is usually very sparse, the assumption is that mutual presence 

becomes more important than mutual absences. Experimental findings confirm the assumption: 

similarities weighted by binary vector similarity measures that ignore mutual absences achieve 

comparably better results (in terms of mean absolute error) than measures considering mutual absences 

as well as the traditional item-based MCCF where no weighting is applied. Among the binary vector 

similarity measures, Sorgenfrei, Kulczynski-I, and Sokal-Sneath-I are worth mentioning because they 

are generally the top three measures contributing the highest improvement percentages. The highest 
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improvement is achieved by Sorgenfrei and Kulczynski-I weightings by 22.4% for YM10 data set. 

Unlike item-based MCCF, in the user-based setting, the effect of binary vector similarity weighting on 

the prediction performance remains relatively limited.  Therefore, one should consider the fact that 

similarity weighting may not improve the prediction accuracy in MCCF when user-based schemes are 

employed. Beyond the improvements achieved, one should be aware of the fact that employing Shape-

Difference distance metric as a weighting factor never contributes to the prediction accuracy.  

7. Conclusions 

In this study, we perform a detailed analysis of the effects of binary vector similarities on the prediction 

performance of the multi-criteria collaborative filtering. Twenty-one different binary vector similarity 

measures have been discussed and they are used as weighting factor to scale item- and user-based 

correlations. Experimental findings suggest that measures not considering mutual absences contribute 

to the prediction accuracy. As a future work, we plan to scrutinize different aspects of binary multi-

criteria collaborative filtering schemes in which the number of studies is limited. 
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Abstract 

The coronavirus pandemic, which began to affect the whole world in early 2020, has become the most talked about 

agenda item by individuals. Individuals announce their feelings and thoughts through various communication 

channels and receive news from what is happening around them. One of the most important channels of 

communication is Twitter. Individuals express their feelings and thoughts by interacting with the tweets posted. 

This study aims to analyze the emotions of the comments made under the "daily coronavirus table" shared by the 

Republic of Turkey Ministry of Health and to measure their relationship with the daily number of cases and deaths. 

In the study, emotional classification of tweets was implemented using LSTM, GRU and BERT methods from 

deep learning algorithms. The results of all three algorithms were compared with the daily number of cases and 

deaths. 

Keywords: Sentiment Analysis, Twitter, Deep Learnig, NLP, LSTM, BERT, GRU, Covid19 

1. Introduction 

The rapid development of technology and related internet has created changes in people's social life. 

The fact that people want to share their activities, ideas and likes has made social media a popular 

platform and also an essential source of information. Today, while more than 4.5 billion people can surf 

the internet, almost 85% of them (3.8 billion) actively use social media. Twitter is still among the most 

effective social platforms, although its usage has dropped rapidly. As of 2020, the number of Twitter 

users is around 340 million. According to the Digital 2020 Global Outlook Report, Turkey ranks 6th 

globally with 11.8 million active Twitter users and 2nd in Europe [1]. 

With the Covid-19 virus outbreak that emerged in early 2020, people and governments found themselves 

in a crisis for which they were unprepared. With the pandemic, people began to physically stay away 

from social spaces. This situation has caused a change in individuals' behavior and daily habits. 

According to the study conducted by Ipsos [2], it has been revealed that individuals who follow the 

popular phrase 'Stay at Home' rule of the pandemic have acquired habits such as spending time in the 

kitchen, acquiring a habit of doing sports at home, taking advantage of online courses and trainings, and 

conducting video interviews. Later, these activities were shared on social media platforms. Examining 

the comments, sharing and discussions on social media platforms in order to observe the effects of the 

Covid-19 pandemic on the emotional world of people constitute an important resource for text mining. 

In its simplest definition, text mining is a type of data mining that sees what is written as a data source 

and analyzes this data. According to current data, more than 8,000 Tweets are shared on Twitter every 

second [3]. While writing the tweets, the words that were written inaccurately and without obeying the 

spelling rules, not being used in daily life and concepts specific to the social media environment have 

developed a unique language on Twitter. It is difficult to understand and analyze these tweets with 

human perception; Therefore, these data must be filtered, parsed and processed with natural language 

processing methods. There are many studies on the processing of data obtained from Twitter in the data 

mining sector by subjecting it to natural language processing One of them aims to predict pandemics 

with tweets posted between May and December 2009 [4]. Another study analyzed the side effects of 

drugs from tweets posted between the same year and months [5]. With 85% prediction success, social 

media dynamics changed human perception over time [6]. There is a study that analyzes perception over 

millions of tweets that tourists have sent for a touristic destination [7]. In another article, positive / 

negative classification was made with machine learning techniques over the comments shared on the 
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IMDB movie scaling platform [8]. Finally, there is a study on the analysis of emotions and thoughts in 

online environments [9]. 

Text mining and sentiment analysis aims to reveal the opinions, feelings and thoughts hidden in the 

comments and opinions shared by people on social media. Sentiment analysis has recently emerged as 

an active research analyzing people's opinions, feelings, and evaluations [10]. Working areas for 

sentiment analysis are Twitter and other social networks, blogs, forums and comments. Sentiment 

analysis studies conducted so far can be generally examined in two groups as dictionary and statistical 

(machine learning). The dictionary-based approach makes use of pre-prepared dictionaries of emotion 

concepts during classification. In the statistical / machine learning-based approach, machine learning 

algorithms and linguistic features are used during classification [11]. 

The purpose of this study is to automatically determine the emotionally positive / negative / neutral 

status of tweets posted by users on Twitter during the Covid-19 pandemic process. This study will be 

useful and important for decision makers by analyzing the mood of the society in the situation of social 

disasters and pandemics. 

2. Related Work 

Sabuncu and Atmış [12] recorded English tweets about Turkish Airlines with the R programming 

language and classified and interpreted the tweets using emotion analysis algorithm. Ataman and 

Ozguner [13] analyzed the tweets related to the Black Friday week in 2018 and analyzed the emotions 

contained in the tweets using the Python language and the Cognitus API. Kilimci [14] aimed to predict 

the direction of the Bist100 index with financial sentiment analysis. For this purpose, Kilimci has 

developed deep community models. In addition, in the system he developed, he achieved a high 

classification success of around 78% in Turkish and English data sets. In his study, [15] analyzed the 

positive, neutral and negative state of the shares after the social media platform Twitter subjected the 

shares of people to various pre-processes [11], on the other hand, compared the classification success 

using the multi-layer sensor (MLP), Naive Bayes (NB), Support Vector Machines (DVM) and Logistic 

Regression (LR) algorithms on user comments on an online book sales site. Chandra et al. [16] tried to 

find out whether tweets on Twitter are Islamophobic using sentiment analysis. The paper presented the 

CoronaBias dataset focusing on anti-Muslim hate, with more than 410,990 tweets from 244,229 users. 

This data set was used to perform longitudinal analysis. The study measured qualitative changes in the 

context associated with the Muslim community and performed macro and micro subject analysis to find 

common themes. Jianqiang et al. [17] presented a method of word embedding on large tweets based on 

unsupervised learning. The method uses semantic relationships between words in tweets and statistical 

features that occur together. Concerning the sentiment analysis, recently, Müngen et al. conducted a 

study on finding relationships between news and people's emotions in the Covid-19 pandemic [18]. 

Samuel et al. [19], using Tweets and R statistics software specific to coronavirus, determined the public 

sensitivity associated with the pandemic by emotion analysis method. The study achieved a 91% success 

rate for short tweets using the naive bayes-based classification method. In shorter tweets, it was observed 

that the logistic regression-based method remained at a success rate of 74%. On the other hand, it was 

determined that both methods performed relatively poorly in longer tweets. Chen et al. [20] used BERT 

to integrate data from emotion dictionaries. They showed that their approach consistently outperformed 

the state-of-the-art methods across all datasets. Lu et al. [21] first process the data they obtain through 

the BERT model. They then simulated linguistic functions in the sentence by combining Chinese 

grammar rules in the form of constraints with the Bi-gated recurrent neural network (GRU) and 

standardizing the output of adjacent positions. Wang et al. [22] analyzed 999,978 Weibo posts related 

to randomly selected COVID-19 from January 1, 2020 to February 18, 2020 in Sina Weibo, a popular 

Chinese social media. The While the BERT model is used to classify sentiment categories, the TF-IDF 

model is more preferred to summarize the topics of the posts. Li et al. [23] presented a new method 

called GBCN, which uses a gate mechanism with context-sensitive direction placements to enhance and 

control BERT representation for perspective-based sentiment analysis. In the model created, SentiHood 

and SemEval-2014 data sets reached 88.0 and 92.9 F1 test results, respectively. 
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3. Data Description 

3.1. Data Collection 

Within the scope of the study, the emotions of individuals related to the COVID-19 pandemic, which is 

effective all over the world, were tried to be determined. It is planned to receive data from Twitter, a 

social media platform with a high rate of use in the world and in Turkey. However, due to the fact that 

there are a lot of tweets about COVID-19 and it is difficult to determine whether the tweets are related 

to the cases and deaths in Turkey or the world in general, a certain restriction was needed. At the same 

time, the fact that there are certain restrictions in terms of extracting data from Twitter required the 

narrowing of the area where the data will be collected. In this context, the comments made under the 

daily coronavirus tables announced by the Minister of Health of the Republic of Turkey on their official 

Twitter account were analyzed. Tweets about Turkey's daily coranavirus table announced by the 

Minister of Health are quoted, answered and retweeted by twitter users. While Figure 1 shows 

Turkey Daily Coronavirus Table, interaction of tweets explaining the Daily Coronavirus Table are 

given in Figure 2. 

 

Figure 1 Turkey Daily Coronavirus Table  

 

 
Figure 2 Interaction of Tweets Explaining the Daily Coronavirus Table 

 

0

10000

20000

30000

2
7
.0
3
.2
…

2
9
.0
3
.2
…

3
1
.0
3
.2
…

2
.0

4
.2

0
2

0

4
.0

4
.2

0
2

0

6
.0

4
.2

0
2

0

8
.0

4
.2

0
2

0

1
0
.0
4
.2
…

1
2
.0
4
.2
…

1
4
.0
4
.2
…

1
6
.0
4
.2
…

1
8
.0
4
.2
…

2
0
.0
4
.2
…

2
2
.0
4
.2
…

2
4
.0
4
.2
…

2
6
.0
4
.2
…

2
8
.0
4
.2
…

3
0
.0
4
.2
…

Number of Citations Number of Answers

Number of Retweets



Sakarya University Journal of Computer and Information Sciences 

 

Kaya et. al 

305 

A total of 16240 tweets that were commented on the daily tables from March 27, 2020, when the 

coronavirus table was first announced in Turkey to April 30, 2020 using Twitter Premium API, were 

obtained through the Python program. 

3.2. Data Pre-Processing 

 

The data obtained from Twitter were subjected to various pre-processing using the Knime platform. 

Various filters are needed to process the words in the texts. In this context, repetitive expressions that 

are expressed as special characters, numbers and stop words in the texts and do not have any meaning 

on their own were found and filtered and all words were converted to lowercase letters. Then, using the 

Zemberek Library, which was prepared to process Turkish texts, word roots were found and separated 

into their elements. In addition, the usage frequencies of the words grouped in the "Bag of Words 

Creator" stage are calculated. The steps for preprocessing the data are given in Figure 3. 

 

Figure 3 Pre-Processing of Data 

 

The TF-IDF method is an approach that finds the relative frequency of words in a given document with 

the inverse ratio of words on the entire document corpus. The method uses two elements to determine 

the value: the 𝑖 term frequency in the TF - j document and the reverse document frequency of the IDF - 

i term. TF-IDF can be calculated as follows [24]: 

𝑎𝑖𝑗 = 𝑡𝑓𝑖𝑗𝑖𝑑𝑓𝑖 = 𝑡𝑓𝑖𝑗 ∗  𝑙𝑜𝑔2(
𝑁

𝑑𝑓𝑖
)         (1) 

In the formula, 𝑎𝑖𝑗 represents the weight of term 𝑖 in document 𝑗. While 𝑡𝑓𝑖𝑗 shows the frequency of the 

term 𝑖 in document 𝑗, 𝑑𝑓𝑖 gives to the document frequency of the term 𝑖 in the collection. N is the number 

of documents in the collection. 

As seen in Figure 4, using Zemberek-NLP, a natural language processing tool developed for Turkish, 

the word types in the data set were determined and the usage frequencies of the words were calculated. 

Figure 5 denotes word cloud derived from this data. 
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Figure 4 Usage Frequency and Scores of Words 

 

 
 

Figure 5 Word Cloud Derived From Data 

 

 

4. Method and Results 

It is very difficult to analyze texts shared by individuals, especially on social media. Directly processing 

and analyzing text data has become possible with Natural Language Processing (NLP) techniques. 

Computer programs often operate on specialized languages designed to provide efficient and precise 

parsing with simple programs. Languages that are more natural often make vague and more flawed 

definitions. Natural language processing involves applications such as machine translation, which 

involves models reading a sentence in one language and matching an equivalent sentence in another 
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language. Many NLP implementations are based on language models that define probability distribution 

over words, characters or byte sequences in a natural language [25]. 

LSTM is a special type of RNN developed to address the vanishing / exploding problem encountered in 

RNNs (Figure 6). Similar to other RNNs, the output of the model is formed according to the input from 

the current time step and the output from the previous time step, and the current output is sent to the 

next time step. A memory cell (𝑐𝑡) that stores the LSTM units state in random time intervals consists of 

three non-linear gates. These are an input gate (𝑖𝑡), a forget gate (𝑓𝑡), and output gate (𝑜𝑡). The purpose 

of these gates is to regulate the flow of information entering and leaving the memory cell [26]. 

 

 

Figure 6 LSTM Model 

GRU is an LSTM featured model that optimizes the LSTM network structure. When compared to the 

LSTM network structure, it is seen that the GRU network has two gateways, namely the update gate 

and the reset gate. This is because GRU is able to handle the long range long delay series prediction 

problem. While the reset gate determines the degree to which the information of the previous moment 

is ignored, the purpose of the update gate is to find out how close the information of the previous moment 

is to the current moment. A GRU model is shown in Figure 3. GRU has been noted to outperform LSTM 

units in terms of both CPU time convergence and parameter updates and generalization [23]. 

 

 
 

Figure 7 GRU Model. 

There are many NLP techniques that automatically analyze human language and make it possible to 

represent it. The BERT algorithm, which consists of the initials of "Bidirectional Encoder 

Representations from Transformers", uses machine learning and artificial intelligence together.  

The BERT given its architecture in Figure 8 is the most preferred natural language processing technique 

recently.  
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Figure 8 BERT Encoder 

 

In order to analyze the data using the BERT algorithm, Python codes using Anaconda's Jupyter platform 

and open source deep learning libraries such as Keras neural network library and Tensorflow were used. 

Before analyzing the data, training and test data were created for the training of the machine, and this 

training data was tested. The results of the tests are shown in Figure 9.  

 

 
Figure 9. Test Results 

 

Table 1 shows the results of three different architectures according to the performance metrics whose 

equations are given below. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+FP
   (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP+FN
    (2) 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+FP+TN+FN
  (3) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 
Precision∗Recall

Precision+Recall
  (4) 

 

 
Table 1 Performance Values of Three Different Architectures 

 

While creating the model, the embedding layer was added before the GRU layers and word vectors were 

used as input. The resources in the LSTM method were used to train the model and generate the word 

vectors. In this study, sentiment score is the ratio of positive comments to total comments. Since short 

comments are mostly classified as neutral, the number of neutral comments is high. Short reviews are 

labeled neutral, as in the review phase, as they are not evaluated at all or are labeled neutral. Also, in 

LSTM/GRU experiments, the result of the prediction is produced between 0 and 1, thanks to a sigmoid. 

It is understood that the result is positive as these values approach 1, and negative as they approach 0. 

As can be seen in Figures 10 and 11, the rate of negative comments exceeds positive on some days. 

 

The daily average of sentiments in Figure 10 and Figure 11 and the number of daily cases and deaths 

were compared. In comparison, it is observed that the sentiment value increases, that is, more positive 

comments are made on the days when the number of cases decreases. However, when compared with 

the number of deaths, the relationship between the emotional value and the daily number of deaths was 

not determined. This is really an expected result because the death is a later consequence of positive 

cases. 

 

 

 
 

Figure 10 Realtionship Between Daily Sentiment Score and Number of Cases 

 

 

0

1

0

10.000

2
7
.…

2
9
.…

3
1
.…

2
.0
…

4
.0
…

6
.0
…

8
.0
…

1
0
.…

1
2
.…

1
4
.…

1
6
.…

1
8
.…

2
0
.…

2
2
.…

2
4
.…

2
6
.…

2
8
.…

3
0
.…

Realtionship Between Daily Sentiment 
Score and Number of Cases 

Number of Cases Sentiment Score

Performance Metrics GRU LSTM BERT 

Accuracy 0.78 0.77 0.78 

Precision 0.79 0.78 0.77 

Recall 0.93 0.92 0.76 

F1 Score 0.85 0.84 0.77 

AUC 0.88 0.88 0.88 
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Figure 11 Realtionship Between Daily Sentiment Score and Number of Deaths 

 

5. Conclusions 

Individuals who share their feelings and thoughts on social media channels have always been a great 

source of data for researchers observing society and individuals. In this paper, it is aimed to determine 

the feelings of individuals on Twitter about the number of positive cases and deaths related to the 

coronavirus pandemic, which started to affect the whole world at the beginning of 2020. As a dataset, 

only the comments made under the daily coronavirus tables announced by the Ministry of Health of the 

Republic of Turkey on its official Twitter account were used. The expressions in the obtained data set 

were subjected to various text preprocessing techniques and the emotional value of each tweet was 

calculated. Then, it has been tried to determine whether the values calculated using LSTM, GRU and 

BERT algorithms are related to the daily number of cases and deaths. The experimental results showed 

that there is a relationship between the number of positive cases per day and the sentiment score. On the 

other hand, since death is a later result of the positive case, it does not have an instant relationship with 

the sentiment score. 
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Abstract 

Deep learning researchers and practitioners have accumulated a significant amount of experience on training a 

wide variety of architectures on various datasets. However, given a network architecture and a dataset, obtaining 

the best model (i.e. the model giving the smallest test set error) while keeping the training time complexity low is 

still a challenging task. Hyper-parameters of deep neural networks, especially the learning rate and its (decay) 

schedule, highly affect the network’s final performance. The general approach is to search the best learning rate 

and learning rate decay parameters within a cross-validation framework, a process that usually requires a 

significant amount of experimentation with extensive time cost. In classical cross-validation (CV), a random part 

of the dataset is reserved for the evaluation of model performance on unseen data. This technique is usually run 

multiple times to decide learning rate settings with random validation sets. In this paper, we explore batch-level 

cross-validation as an alternative to the classical dataset-level, hence macro, CV. The advantage of batch-level or 

micro CV methods is that the gradient computed during training is re-used to evaluate several different learning 

rates. We propose an algorithm based on micro CV and stochastic gradient descent with momentum, which 

produces a learning rate schedule during training by selecting a learning rate per epoch, automatically. In our 

algorithm, a random half of the current batch (of examples) is used for training and the other half is used for 

validating several different step sizes or learning rates. We conducted comprehensive experiments on three datasets 

(CIFAR10, SVHN and Adience) using three different network architectures (a custom CNN, ResNet and VGG) 

to compare the performances of our micro-CV algorithm and the widely used stochastic gradient descent with 

momentum in an early-stopping macro-CV setup. The results show that, our micro-CV algorithm achieves 

comparable test accuracy to macro-CV with a much lower computational cost. 

Keywords: deep learning, neural networks, learning rate, hyper-parameter search, adaptive learning rate, 

cross-validation 

1. Introduction 

Training deep neural network models is not a trivial task. It is a delicate and complex process which 

aims to efficiently obtain a model that generalizes well to unseen test data. An excessive number of 

hyper-parameters including learning rate, learning rate schedule, mini-batch size, regularization 

parameter, weight decay constant and the network architecture increase the complexity of the training 

process as all of these parameters need to be tuned. The problem is exacerbated for new problem 

domains or new datasets. Guided sequential experiments with a different selection of hyper-parameters 

usually require prior knowledge on neural network’s convergence, loss function topology and dataset to 

achieve a model that has smallest generalization error. After each experiment, the subsequent selection 

of hyper-parameters can be determined based on these factors using prior knowledge. In fact, human 

skill and expertise is a significant factor in the final performance of a deep learning architecture [1]. 

Even carefully designed sequential experiments conducted with knowledge-based assessments come 

with a very high amount of computational cost. Given the surprisingly large carbon-footprint of deep 

learning computations [2], electricity and hardware costs, efforts to shorten the training process become 

crucial. 

Learning rate, i.e. step size, seems to be one of the most important hyper-parameters for deep neural 

networks that highly affects the model performance. Specifically, the learning rate adjusts the magnitude 

of the network’s weight updates for minimizing the loss function. If the learning rate is too high, the 

model struggles to converge to a local minima; while a too small learning rate slows down convergence, 

hence increases the total training time. 

https://orcid.org/0000-0001-6636-813X
https://orcid.org/0000-0002-3760-6722
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Adaptive optimizers (e.g. Rmsprop[3], Adam[4]) have been proposed to address the problem of setting 

optimal learning rates. It is widely reported that “Adam” with its default parameters achieves high 

accuracy for many architectures. However, there is also evidence that “researchers kept evolving new 

architectures on which Adam works” [5]. Recent research ([6, 7]) also points out the convergence 

problem of Adam optimizer. According to these recent findings, hand-tuned stochastic gradient descent 

(SGD) with momentum optimizer can achieve better results than adaptive optimizers. Adaptive 

optimizers’ convergence problem can be solved with additional learning rate tuning. In short, selecting 

learning rate and its schedule is still an unsolved challenge for which an automated procedure would 

have significant impact. Our proposed methods (using micro cross-validation) explore some ideas 

towards automating the search for the optimal learning rate. 

The standard way to find an optimal learning rate and/or decay parameter (more generally, a learning 

rate schedule) is to apply cross-validation (CV) to estimate model performance on unseen data for 

different learning rates and decay values. In classical cross-validation (CV), a random part of the dataset 

is reserved for the evaluation of model to estimate its future performance on unseen data. This process 

is repeated multiple times with random validation sets to determine the best learning rate settings. We 

name this standard CV method as “macro CV” since it is a dataset-level method. As an alternative, we 

propose “micro CV” method which works at the mini-batch level. We argue that “micro CV” may be 

more efficient because once the gradient vector is computed at the batch level, it could be re-used to test 

out several different learning rates. We propose an automated learning rate selection algorithm that aims 

to find optimal learning rate and learning rate schedules during training. In each iteration of our 

algorithm, we sample a mini-batch from the training set just like in all stochastic gradient algorithms. 

Then, we split this batch into two equal-size sets, one of which is used as the training mini-batch and 

the other as the validation mini-batch. We compute the gradient of the loss function with respect to 

network weights using only the “training” mini-batch. Once we have the gradient vector, we apply 

different step-sizes or learning rates along this vector to obtain different future models. Next, we 

evaluate these future models on the “validation” mini-batch, and accumulate the corresponding losses. 

When this process is repeated for the whole training set (i.e. all batches), we identify the step-size which 

has accumulated the least amount of (validation) loss, and set it as the learning rate for the next epoch. 

We implemented this method and a variant of it, where we not only accumulate the validation loss but 

also the training loss, and used them for the image classification task on three different image 

classification datasets (CIFAR10, SVHN, Adience) with three different CNN architectures. Our 

experiments show that, in terms of test set classification accuracy, macro-CV slightly outpeforms micro-

CV, however, in terms of computational cost, micro-CV algorihtm is better by a large margin. Overall, 

our micro-CV algorithm yields promising results. 

This paper has been compiled from the first author’s MSc thesis [8]. The rest of the paper is organized 

as follows. Section 2 discusses the SGD algorithm and provides a comparison with adaptive gradient 

descent algorithms as background. Section 3 describes our proposed micro CV algorithm. In Section 4, 

we describe the experiments we conducted for the purpose of comparing micro-CV and macro-CV 

methods. Finally, Section 5 concludes the paper by providing a brief summary and discussion. 

2. Background and Related Work 

Many methods have been proposed for automated learning rate selection [3, 4, 7, 9, 10, 11, 12, 13, 14, 

15]. The ultimate goal is to obtain the lowest generalization error in a minimum time and memory 

budget. This section covers traditional hyper-parameter tuning approaches, adaptive learning rate 

methods, cyclical learning rate schedules, gradient based learning rate tuning methodologies and mini-

batch validation based methods. 

2.1 Hyper-parameter Tuning and Cross Validation 

Automated hyper-parameter tuning can be considered as the ancestor of automated learning rate tuning. 

The classical way of tuning is to define a set of parameter values and estimate model performance for 

them. This basic method is known as “grid search” and it can be carried out in a sequential or parallel 
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manner, for more than one variable or hyper-parameter. The set of parameter values can be set 

beforehand or sampled randomly as well (i.e., random search [10]). The model performance is evaluated 

on a held-out set known as the “validation set”. Typically, 10 − 30% of the training set is reserved for 

this purpose. To reduce variability of results, the training set can be split into many folds and each fold 

can be used as the validation set while others are used for training. These methods are generally known 

as “cross-validation” methods. In this paper, we further call these methods as “macro cross-validation” 

since the train-validation split is done at the dataset level. As an alternative, this split can be carried out 

at the batch-level as we propose in this paper. 

2.2 Adaptive Learning Rate Methods 

The earliest heuristic to achieve adaptive learning is the idea of using separate learning rates per 

parameter based on the sensitivity of the cost function per parameter. AdaGrad [9], an earlier example 

of adaptive learning rate optimizers, scales learning rate per parameter with the square root of the sum 

of all historical squared values of the gradient. In this approach, parameters with larger partial 

derivatives have decreased learning rates compared to parameters with small partial derivatives. Even 

though this approach helps some models, keeping historical partial derivatives for the whole training 

session may lead to excessive decrease in the effective learning rate for some parameters. Rmsprop [3] 

modifies the AdaGrad algorithm to address its excessive decrease on learning rate by using a moving 

average of gradients to replace the whole-history based average. This introduces a new hyperparameter 

(which is usually not tuned). Adam optimizer [4] combines Rmsprop’s and momentum optimizer’s 

benefits. It computes two historical moving average estimates which keep averages of gradients and 

squared gradients respectively. There is also correction of initial bias of moving average of gradients 

and square of gradients in Adam that is also an addition to Rmsprop algorithm. Although Adam is 

capable to work with different models with default values, some cases still requires tuning the global 

learning rate and other hyper-parameters. 

2.2.1 Revisiting SGD with Momentum 

Even though adaptive methods are quite useful, recent research shows that SGD with momentum can 

obtain better test results over adaptive methods. Wilson et al. [6] conduct a comprehensive study which 

shows that, contrary to common belief, SGD and SGD with Momentum outperform adaptive optimizers 

on unseen dataset in designed tasks for over-parameterized models. Adaptive methods have faster 

progress during the earlier epochs of training while their final performance on test set is not promising. 

They also found out that tuning Adam classifier brings considerable improvement compared to using 

the default settings. Another research inspired by Wilson et al.’s [6] findings suggests a simple idea: 

using Adam on earlier epochs of deep neural network training, then switching to SGD with Momentum 

to address the saturation problem of Adam on later epochs [16]. They showed that using Adam and SGD 

with momentum instead of only using Adam results in better generalization. Several modifications have 

also been proposed for the Adam optimizer. The “YOGI” algorithm [17] proposes an additive adaptive 

rule which controls the increase in learning rate, as opposed to the rapid increase yield by Adam. Zhang 

et al. [7] conduct several experiments that compares hand tuned “SGD with momentum” and adaptive 

optimization methods. They report that models trained with hand-tuned SGD with momentum achieves 

faster convergence than Adam for many models. Indeed, many recent state-of-the-art image 

classification models on popular datasets, such as SVHN, CIFAR10 and ImageNet, use the “SGD with 

momentum” method [18] [19] [20] [21]. 

2.2.2 Cyclical Learning Rates 

Cyclical learning rates (CLR) method [11] addresses the learning rate and learning rate schedule tuning 

problem. The method trains the neural network by cyclically varying learning rates within predefined 

boundaries instead of always decreasing the learning rate. Boundaries of cyclical learning rate can be 

found by linearly increasing the learning rate of the network for a few epochs which is called “LR range 

test”. The optimal learning rate is inside these boundaries. Then, the learning rates where model 
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accuracy starts to increase and decrease are taken as minimum and maximum boundaries of the cycle. 

Learning rate varies between these minimum to maximum and maximum to minimum boundary in a 

defined step size during training. These method also requires the selection of step size, i.e the number 

of iterations to take a half learning rate cycle from minimum to maximum. Cycle topology can be 

triangular or exponential. CLR experiments of different neural network architectures show that CLR 

achieves better accuracy than fixed learning rate methods. In a follow-up research, Smith et al. [12] 

propose super convergence phenomenon that can be achieved by using very large learning rates in the 

cyclical learning rate method. They present that using large learning rates helps to regularize the network 

that result in better model performance. In learning rate range test, increasing learning rate causes an 

increase on training loss while test loss is surprisingly decreased at the same time for Resnet-56 

architecture. However, proposed rapid convergence was only demonstrated in a single task which limits 

the generalizability of this method. 

Another adaptive method similar to cyclical learning rates is “SGD with warm restarts” (SGDR) [13]. 

In this work, the learning rate is initialized to some value that is scheduled to decay with an aggressive 

cosine annealing schedule. Warm restarts refers to restarting only learning rate while other model 

parameters remain the same with the latest step. SGDR improves many state-of-the-art models error 

rates on popular datasets. 

These methods are important since they show that increasing the learning rate from time to time to 

reasonably higher values can be beneficial for final network performance. 

2.2.3 Gradient Based Tuning Methods 

Another adaptive approach is using gradients to find out the optimal learning rate. Schaul et al. [14] 

define a formula to obtain the optimal learning rates for SGD based on the variance of the gradients. 

This method can find either single global learning rate, or learning rates for each parameter or parameter 

group, based on the moving averages of gradients and the diagonal Hessian. This algorithm 

automatically decreases learning rate to zero when loss function is approaching to its optimal value 

without any manual learning rate search. Zhang. et al. [7] conduct experiments to show that carefully 

hand-tuned learning rate can be competitive with adaptive learning rate optimizers. They not only 

analyzed this phenomena but also, came up with an automated learning rate and momentum tuning 

approach called Yellowfin. They consider the learning rate tuning problem together with momentum 

tuning. Similar to Schaul et al.’s work [14], they use noisy quadratic model. In their tuner, hyper-

parameters are tuned in every training step using curvature range and gradient variance estimates. 

Another work proposes hypergradient descent method to tune the learning rate [15]. They define 

hypergradient descent as applying gradient descent to learning rate in each training step. This means 

calculating the partial derivative of the objective function at the previous time step with respect to the 

learning rate. Applying hypergradient descent on SGD, SGD with Nesterov momentum and Adam has 

showed that the need for manual tuning is reduced. 

2.2.4 Mini-batch validation 

We are not the first to explore mini-batch-level validation. Recently, Jenni and Favaro have extended 

the idea of cross-validation to validate a group of mini-batches with another mini-batch during training 

[22]. In their method, called “Deep Bilevel Learning” (DBL), at each iteration, they sample a number 

of training mini-batches and a validation mini-batch. Then, they calculate the gradient of the loss 

function on all of these mini-batches. Next, the inner product between the gradients of a training mini-

batch and the validation mini-batch is computed. Each training gradient is weighted by its corresponding 

inner product value with the validation mini-batch. The final training gradient to be used for this iteration 

is the linear combination of all training mini-batch gradients weighted by their inner products with the 

validation mini-batch. If the gradient of a training mini-batch agrees with the gradient of the validatio 

mini-batch, then their inner product, hence the training gradient’s weight, is a large positive value. They 

show that this procedure results in better generalization. They explain this achievement as the validation 
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of gradients helps to avoid memorization by encouraging model parameter updates that only reduce 

errors on shared sample patterns. Our proposed methods are similar to DBL in the sense that both use 

training and validation mini-batches during training. However, while DBL is based on gradient 

similarity (based on inner product), our methods are based on loss values obtained on training and 

validation mini-batches.  

3. Automated Learning Rate Search Methods using Micro Cross Validation 

In this section, we describe our proposed micro-CV based automated learning rate search algorithm. 

The training scenario we consider is a typical one: we are given a supervised training set

 consisting of n examples, a neural network architecture represented by f(x;θ), where 

f(·) is the overall function computed by the network, θ is the set of learnable weights of the network and 

x is an input to the network, and a loss function ℒ. Our goal is to minimize ℒ on T by adjusting the 

network weights θ: 

θ∗ = 𝑎𝑟𝑔 𝑚𝑖𝑛  
θ

 
1

𝑛
∑ ℒ(𝑓(𝑥𝑖; θ), 𝑦𝑖)(𝑥𝑖,𝑦𝑖)∈𝑇 . (1) 

 

We consider the stochastic gradient descent (SGD) method where a mini-batch B consisting of m 
examples is randomly sampled (m << n), on which the gradient vector is computed: 

𝑔 =  
1

𝑚
∑ ∇θℒ(𝑓(𝑥𝑖; 𝜃), 𝑦𝑖)(𝑥𝑖,𝑦𝑖)∈B . (2) 

 

Then, the learning takes place by updating the network weights θ along the gradient vector g with a 

step-size η, called the learning rate: 

 θ (t+1) = θ(t)− η(t)g(t) , (3) 

where superscript (t) indicates the iteration number. For simplicity, we drop this notation for iteration 

in the following. 

Given the widespread use and its more stable convergence, we consider the “SGD with momentum 

method” [23, 24], which accelerates learning if recent gradient vectors are consistently aligned. It has 

an additional parameter α, called the momentum parameter, to decide how much of past gradients are 

taken into account: 

 ϑ = αϑ − ηg, (4) 

 θ = θ + ϑ.     (5) 

Here the learning rate η is usually a small constant throughout the whole training or a variable which 

changes its value according to some schedule as a function of time (iteration number). Although decay 

schedules, where η monotonically decreases through time are more common; cyclical schedules, where 

η increases and decreases alternatingly [11], are also possible. In classical, macro (i.e. dataset-level) 

cross-validation (CV), these learning rate schedules are determined prior to training, mostly based on 

previous experience. 

In this paper, we are interested in setting the learning rate η automatically using micro (i.e. batch-level) 

crossvalidation (CV). Before we describe how we do this, let us first look at the classical, macro CV. 

In macro CV, the training set T is split into two mutually exclusive, training and validation sets (e.g. 

80% to %20 is common). Together with this, a set of learning rate schedules are determined prior to 

training. Note that a “schedule” deterministically defines the values of η throughout a whole training 

episode. Then, a complete training episode is carried out for each different learning rate schedule. 

During training, “early-stopping” technique is widely used as a stopping criterion. Loss on the validation 

set is monitored and if it does not improve for a certain number of epochs, the training is terminated. At 
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the end of the training, performance is measured on the validation set and recorded. After all the learning 

rate schedules are used this way, the one yielding the highest performance (or the lower loss) on the 

validation set is identified as the “optimal learning rate (schedule)”. Many variations to this basic recipe 

is possible such as using more than one validation set (i.e. k-fold CV). 

In contrast to macro CV, in micro CV, there is no need to split T into two prior to training. Instead, each 

minibatch is split randomly into two at each iteration. On one half-batch, the gradient is computed and 

on the other half-batch, validation losses for different learning rates are measured. These losses are 

accumulated for an entire epoch, at the end of which, the learning rate yielding the smallest validation 

loss is chosen as the learning rate to be used for the next epoch. This way, an “optimal” learning rate is 

identified for each epoch, which effectively produces a dynamic and adaptive learning rate schedule. 

Our micro-CV based automated learning rate search method is given in Algorithm 1, which is also 

illustrated in Figure 1. 

Considering the inputs of the classical macro-CV stochastic gradient training algorithm, our micro-CV 

algorithm has an additional input parameter, λ, which weighs the importance of training and validation 

losses incurred during training. When λ is 1, only the validation loss is taken into account, and in that 

case, there is no need to execute line 14 in Algorithm 1. 

 

 

Figure 1 An overview of our micro-CV algorithm. In each training step, a training mini-batch (Batch1) and 

validation mini-batch (Batch2) are sampled from the training dataset. The gradient of the objective function with 

respect to the model parameters are computed on Batch1. This gradient is used for “validating” different learning 

rates on Batch2. 

4. Experiments 

In this section, we present our experimental results for the micro (i.e. batch-level) cross-validation 

(MCV) methods described in the previous section, and compare them to the performance of our baseline 

method. The baseline we consider is the classical macro-CV using stochastic gradient descent with 

momentum. We test whether our MCV methods that automatically select learning rates improve test set 

accuracy over the baseline. We also compare our method and the baseline in terms of time complexity. 

 

Algorithm 1 Our “micro-CV” based training algorithm. This algorithm trains a given model by using micro 

cross-validation to automate the selection of learning rate schedule. 
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Input: Training set 𝑻, initial network weights 𝜽, momentum parameter 𝜶, initial velocity 𝝑, mini-batch size 

𝒎, training-vs-validation trade-off parameter 𝝀. 

Output: Weights of trained model, 𝜽. 

 1: Initialize learning rate 𝜂 ← 0.00001 

 2: epoch ← 𝟏 

 3: while true do   

 4:     learning_rates ← [5𝜂, 2𝜂,
4

3
𝜂, 𝜂,

3

4
𝜂,

1

2
𝜂,

1

5
𝜂]    // List of learning rates to search for 

 5:     losses ← [0,0,0,0,0,0,0]       // Accumulated loss for each learning rate 

 6:     for i = 1 … |𝑇|/𝑚 do    // Loop over mini-batches 

 7:          Sample 𝐵, a mini-batch of 𝑚 examples from 𝑇 

 8:          Randomly split 𝐵 into two half-batches, 𝐵1 and 𝐵2      // 𝐵1 is for training, 𝐵2 for validation 

 9:          Compute gradient 𝑔 on 𝐵1: 𝑔 ←
1

𝑚
∇𝜃 ∑ ℒ(𝑥𝑖,𝑦𝑖)∈𝐵1

(𝑓(𝑥𝑖; 𝜃), 𝑦𝑖) 

10:         for 𝑗 = 1 … |learning_rates| do 

11:              𝛾 ← learning_rates𝑗    // 𝑗th element in learning_rates 

12:              Create a temporary model using learning rate 𝛾: 𝜃tmp ← 𝜃 + (𝛼𝜗 − 𝛾𝑔) 

13:              Compute the losses on 𝐵1 and 𝐵2 using this temporary model: 

14:              ℓ𝐵1
←

1

𝑚
∑ ℒ(𝑥𝑖,𝑦𝑖)∈𝐵1

(𝑓(𝑥𝑖; 𝜃tmp), 𝑦𝑖)   // training loss 

15:              ℓ𝐵2
←

1

𝑚
∑ ℒ(𝑥𝑖,𝑦𝑖)∈𝐵2

(𝑓(𝑥𝑖; 𝜃tmp), 𝑦𝑖)    // validation loss 

16:              losses𝑗 ← losses𝑗 + (1 − 𝜆)ℓ𝐵1
+ 𝜆ℓ𝐵2

 

17:          end for 

18:          𝜗 = 𝛼𝜗 − 𝜂𝑔 

19:          𝜃 ← 𝜃 + 𝜗 // The actual training update 

20:    end for 

21:    𝑘 ← argmin (losses) 

22:    𝜂 ← learning_rates𝑘  // Pick the best learning rate with minimal accumulated loss  

23:    overall_loss(epoch) ← losses𝑘 

24:    if no improvement in overall_loss then  

25:         stop training 

26:    end if 

27:    epoch ← epoch +1 

28: end while 

 

Using just one dataset and a neural network architecture to explore whether MCV is effective would 

give us a limited picture. In order to increase the generality of our results, in our experiments, we used 

three image classification datasets, two of them being widely used small-scale benchmark datasets 

(CIFAR-10 [25] and SVHN [26]) and one of them being a larger scale dataset for age prediction from 

face images (Adience [27]). On these datasets, we evaluated three different convolutional neural 

network (CNN) architectures: a small, custom CNN, a ResNet [18] and a VGG [28] network. 

Below we first describe the datasets (Section 4.1), the network architectures (Section 4.2) and our 

performance measures (Section 4.3). Then, we present and discuss the results of our experiments. 

4.1 Datasets: CIFAR-10, SVHN, Adience 

The CIFAR-10 [25] dataset contains 60,000 32x32 color images from 10 classes which are airplane, 

automobile, bird, cat, deer, dog, frog, horse, ship and truck. The training set contains 50,000 images and 

the remaining 10,000 images are used as testing images. 

The Street View House Numbers (SVHN) dataset [26] contains colored digits from Google Street View 

images, which are obtained from real world street house numbers. We used the cropped and centered 

version of SVHN that contains 73,257 training and 26,032 testing examples. Each image is 32x32 pixels. 

The Adience [27] dataset includes face images for the tasks of age and gender prediction. The dataset 

consists of 26,580 images from 2,284 subjects which are labeled with 8 age interval classes {(0-2, 4-6, 

8-13,15-20, 25-32,38-43,48-53,60−)}. We use the cropped and aligned images version of the dataset. 
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Provided train, test, validation sets include 11823, 4316 and 1284 images respectively. We performed 

only the age prediction task, skipping gender prediction. 

4.2 Network Architectures 

On CIFAR-10 and SVHN datasets, we used two well-known and widely used architectures: ResNet-18 

[18] and VGG-11 [28], as well as a basic and small CNN, which has only convolutional and fully 

connected layers without any regularization such as batch normalization and dropout. The small CNN 

for CIFAR-10 includes six 3x3 convolutional layers which have 48, 48, 96, 96, 192, 192 output 

channels, respectively. Convolutions are followed by three fully connected layers which have 512, 265, 

10 output channels, respectively. Rectified linear unit (ReLU) [18] is used as nonlinear activation 

function after each convolutional and fully-connected layer. For the SVHN dataset, since digit 

classification is an easier task, our small CNN architecture has four 3x3 convolutional layers which have 

32, 32, 64, 64 output channels, respectively. Convolutions are followed by 2 fully connected layers with 

512 and 10 output channels. The Adience dataset, unlike CIFAR-10 and SVHN, contains high-

resolution images and it is a relatively more challenging dataset. A large capacity neural network can 

be beneficial for this dataset’s age prediction task. For this reason, we choose to use ResNet-50 [18] 

architecture for this dataset. 

4.3 Performance Measures 

We compare the performances of baseline methods and our automated learning rate search methods in 

terms of accuracy and time. To compare accuracy, we simply use the ratio (percent) of correctly 

classified examples in the testing set. To compare time expenditure, we use two different performance 

measures: wall-clock time and theoretical computational complexity. 

The “wall-clock time” is simply the time spent running all the experiments required for training a given 

model on a given dataset from start to end. Here, by training, we mean the whole cross-validation 

process. 

The “theoretical computational complexity” refers to the number of complex operations (with large time 

expenditure), namely, the forward propagation, backward propagation and weight update operations. 

Forward operation refers to calculation of output layer’s values through passing all neurons of DNN 

with input. A single forward is required to calculate the loss incurred by the prediction of network and 

the ground-truth class. Backward operation is performing backpropagation from networks last layer to 

the first layer by applying the chain rule to calculate gradients. After the backward operation, weights 

(i.e. parameters) of network are updated with the update operation. This operation calculates the final 

parameter update inside the optimizer with gradients (e.g. momentum buffer calculation for SGD with 

momentum). In the following, we present an experiment’s theoretical complexity with two numbers: (i) 

number of total forward and backward operations, (ii) number of total update operations. 

We conducted our experiments on computers that have two Xeon Scalable 6148 2.40 GHz CPU 

processor with 16GB RAM and 4x NVIDIA Tesla V100 16GB. The models are implemented in 

PyTorch but we also used Keras with Tensorflow backend in our earlier experiments. 

4.4 CIFAR-10 Experiments 

Macro-CV. To establish the baseline results, we used the classical macro cross-validation with early 

stopping. For each architecture, we performed two sets of experiments which are summarized below. 

1. Use SGD with momentum (abbreviated as “Momentum SGD”) as the optimizer. No learning rate 

decay. Search for the best learning rate (LR) among {0.1,0.01,0.001,0.0001}. 

2. Use “Momentum SGD” as the optimizer. Use the best learning rate from the previous set. Search 

for the best learning rate decay parameter among {10−3,5 × 10−4,10−4}. We follow the standard, 

inverse-time decay rule:   
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LR ×
1

1 + decay × step
 , (6) 

 

where “decay” is the decay parameter and “step” refers to the number of learning updates on the model, 

or, simply the iteration number. 

Both sets of experiments above have a common macro-CV setup. For a given learning rate schedule 

(i.e. learning rate and learning rate decay parameter), we randomly split the training set into %80 for 

training and %20 for validation, with stratified sampling. We monitor the validation loss and use early  

Table 1 CIFAR-10 baseline macro-CV results for three different CNN architectures. Each row identifies a 

different training setup, which consists of a learning rate and a learning rate decay parameter. For each 

training setup, the training set is randomly split into 80%-20% training and validation. Early stopping with a 

patience of 20 epochs is used. Reported epoch numbers are for the epochs that yield smallest validation error. 

Optimizer is Momentum SGD. See Section 4.4 for other details.  

 LR LR Decay Epochs Test Loss Test Acc. 

S
m

al
l 

C
N

N
 

10−1 – 3 1.77 33.50 

10−2 – 6 0.72 76.37 

10−3 – 16.6 0.86 72.23 

10−4 – 80 0.97 67.21 

10−2 10−3 7.4 0.77 74.63 

10−2 5 × 10−4 6.8 0.75 75.46 

10−2 10−4 6.4 0.72 76.60 

R
es

N
et

-1
8

 

10−1 – 6.2 0.63 80.70 

10−2 – 4.4 0.63 79.30 

10−3 – 6.8 0.75 76.12 

10−4 – 13.6 0.92 68.07 

10−1 10−3 5.4 0.58 81.00 

10−1 5 × 10−4 6.4 0.60 81.50 

10−1 10−4 6.0 0.60 81.44 

V
G

G
-1

1
 

10−1 – None None 10.00 

10−2 – 9.8 0.80 75.40 

10−3 – 42.4 0.96 73.26 

10−4 – 80 1.77 31.30 

10−2 10−3 13.2 0.82 73.30 

10−2 5 × 10−4 9.8 0.78 75.72 

10−2 10−4 11 0.85 73.61 

 

 

stopping with a patience of 20 epochs. Since the %80-%20 split introduces randomness on results, we 

repeat the mentioned process for 5 times to obtain average results. These 5 runs provide us with the 

required epoch count and the best learning ratverye schedule. Then, we train the model one last time 

using these settings on the whole original training set (no splits). Finally, performance is reported on the 

testing set. 

The results of these experiments are given in Table 1 for the three architectures mentioned in Section 

4.2, namely, small CNN, ResNet-18 and VGG-11. For all three architectures, Momentum SGD with 

decay yields the best results: 76.60% for small CNN, 81.50% for ResNet-18 and 75.72% for VGG-11. 

Optimal learning rate (LR) and decay parameters are all different for different architectures: LR=10−2, 

decay=10−4 for small CNN; LR=10−1, decay=5 × 10−4 for small ResNet-18; LR=10−2, decay=5 × 10−4 for 

VGG-11. 

Micro CV. We obtained our micro-cross validation results for four different λ values (λ ∈ 

{1,0.9,0.7,0.5}). Due to the randomness introduced by splitting each mini-batch into two (train and 
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validation half-batches), we repeated each experiment 5 times and reported the average epoch count, 

test loss and accuracy, theoretical time cost and wall-clock times. Results are presented in Table 2. 

For all three architectures, macro-CV outperforms our micro-CV algorithm, in terms of test accuracy. 

However, we also observe that micro-CV performs reasonably well in a much shorter time window. For 

the small CNN, it achieves 73.59 test accuracy, which is 96% of macro-CV’s test accuracy (76.60) in 

only 23% of the time spent by macro-CV (8min 37s vs. 36min 46s). The situation is similar for the other 

two architectures: for ResNet-18, 99% of macro-CV’s test accuracy is achieved in 70% of time spent 

by macro-CV; for VGG-11, these numbers are 98% and 15%. 

 

 

Table 2 Comparison of macro-CV and micro-CV results on CIFAR-10. Small CNN, Resnet-18 and 
VGG-11 test accuracy and loss values are reported with theoretical and time costs. 

 Method Epoch Test Loss Test Acc. Theoretic Cost Time Cost 

S
m

al
l 

C
N

N
 Macro-CV baseline 6 0.72 76.60 (656K, 378K) 36min 46s 

Micro-CV (𝜆 = 1) 53.2 0.91 68.48 (285K, 228K) 22min 56s 

Micro-CV (𝜆 = 0.9) 35.6 1.03 73.59 (368K, 173K) 19min 38s 

Micro-CV (𝜆 = 0.7) 5.2 1.68 38.37 (167K, 78K) 8min 54s 

Micro-CV (𝜆 = 0.5) 4.4 1.49 45.68 (162K, 72K) 8min 37s 

R
es

N
et

-1
8

 

Macro-CV baseline 6.2 0.61 81.50 (480K, 240K) 2h 2min 

Micro-CV (𝜆 = 1) 100 0.96 65.30 (390K, 312K) 1h 40min 

Micro-CV (𝜆 = 0.9) 100 0.95 68.71 (664K, 312K) 2h 12min 

Micro-CV (𝜆 = 0.7) 55.9 1.01 75.29 (503K, 237K) 1h 41min 

Micro-CV (𝜆 = 0.5) 44.4 0.76 81.03 (427K, 201K) 1h 25min 

V
G

G
-1

1
 

Macro-CV baseline 9.8 0.80 75.72 ( 416K,208K) 1h 34min 

Micro-CV (𝜆 = 1) 70.9 1.04 63.31 (178K, 142K) 37min 7s 

Micro-CV (𝜆 = 0.9) 100 1.87 68.05 (332K, 156K) 52min 30s 

Micro-CV (𝜆 = 0.7) 26 0.89 73.91 (153K, 72K) 24min 9s 

Micro-CV (𝜆 = 0.5) 14.4 0.92 70.74 (114K, 54K) 18min 4s 
 

Table 3 SVHN baseline (macro-CV) results for three different CNN architectures. Each row identifies a 

different training setup, which consists of a learning rate and learning rate decay parameter. For each training 

setup, the training set is randomly split into 80%-20% training and validation. Early stopping with a patience 

of 20 epochs is used. Reported epoch numbers are for the epochs that yield smallest validation error. 

Optimizer is Momentum SGD. See Section 4.4 for other details.  

 LR LR Decay Epochs Test Loss Test Acc. 

S
m

al
l 

C
N

N
 

10−1 – 5 0.55 84.75 

10−2 – 6 0.36 90.16 

10−3 – 16.8 0.46 87.79 

10−4 – 30 0.97 77.84 

10−2 10−3 5.6 0.39 89.16 

10−2 5 × 10−4 5 0.37 89.56 

10−2 10−4 4.5 0.36 89.66 

R
es

N
et

-1
8

 10−1 – 4.2 0.21 94.17 

10−2 – 3.4 0.22 93.69 

10−3 – 6 0.26 92.50 

10−4 – 23.6 0.30 91.02 

10−1 10−3 3.8 0.20 94.25 
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4.5 SVHN Experiments 

We apply the experimental configuration of CIFAR-10 on the SVHN dataset. The only difference is in 

the architecture of the “small CNN”, which is described in Section 4.2.  

Baseline macro-CV results are presented in Table 3. Micro-CV results are presented in Table 4. The 

summary of results is similar with that of CIFAR-10. In terms of test accuracy, macro-CV outperforms 

micro-CV, however, when time cost and test accuracy are considered together, micro-CV achieves a 

high relative test-accuracy with lower time cost. For the small CNN, micro-CV achieves 89.55% test 

accuracy, which is 99% of macro-CV’s test accuracy (90.16%) in only 21% of the time spent by macro-

CV (87min 47s vs. 36min 30s). Similarly, for ResNet-18, micro-CV achieves 98% relative accuracy 

with 45% relative time cost; for VGG-11, these numbers are 93% and 61%. 

 

Table 4 Comparison of macro-CV and micro-CV results on SVHN. Small CNN, Resnet-18 and VGG-11 test 

accuracy and loss values are reported with theoretical and time costs. 

 Method Epoch Test Loss Test Acc. Theoretic Cost Time Cost 

S
m

al
l 

C
N

N
 Macro-CV baseline 4.8 0.36 90.16 (440K, 220K) 36min 30s 

Micro-CV 𝜆 = 1 27.8 0.37 89.55 (137K, 109K) 14min 25s 

Micro-CV 𝜆 = 0.9 33.4 0.62 89.15 (260K, 122K) 17min 37s 

Micro-CV 𝜆 = 0.7 6 0.55 83.30 (126K, 60K) 8min 35s 

Micro-CV 𝜆 = 0.5 3.6 1.20 58.85 (115K, 54K) 7min 47s 

R
es

N
et

-1
8

 Macro-CV baseline 3.2 0.20 94.30 (388K, 194K) 2h 47 min 

Micro-CV 𝜆 = 1 80.5 0.40 88.53 (286K, 229K) 2h 2 min 

Micro-CV 𝜆 = 0.9 92.6 0.31 91.45 (496K, 229K) 2h 53 min 

Micro-CV 𝜆 = 0.7 66.25 0.38 93.78 (420K, 197K) 2h 29min 

Micro-CV 𝜆 = 0.5 23.4 0.27 92.73 (211K, 99K) 1h 15min 

V
G

G
-1

1
 

Macro-CV baseline 9.8 0.30 92.53 (436K, 218K) 1h 37min 

Micro-CV 𝜆 = 1 100 0.45 86.25 (286K, 229K) 59min 55s 

Micro-CV 𝜆 = 0.9 13.7 1.46 48.70 (163K, 77K) 25min 54s 

Micro-CV 𝜆 = 0.7 3.4 2.05 26.30 (114K, 54K) 17min 59s 

Micro-CV 𝜆 = 0.5 2 2.23 19.60 (107K, 50K) 16min 54s 
 

10−1 5 × 10−4 3.2 0.20 94.30 

10−1 10−4 3.8 0.21 94.01 

V
G

G
-1

1
 

10−1 – None None None 

10−2 – 8 0.27 92.30 

10−3 – 37.8 0.26 90.34 

10−2 10−3 15.8 0.32 91.32 

10−2 5 × 10−4 8.6 0.30 91.94 

10−2 10−4  9.4 0.30 92.53 
 

 

Table 5 Adience average baseline results on ResNet-50. Experiments with average epoch count, test accuracy 

and test loss are reported. They are conducted to obtain learning rate and learning rate decay setting that gives 

best accuracy result. Each setting of learning rate and learning rate decay is repeated 5 times. 

LR LR Decay Epochs Test Loss Test Acc. 

10−1 – 26.6 1.47 50.12 

10−2 – 12.8 1.65 48.64 

10−3 – 16.4 1.68 44.81 

10−4 – 77 1.71 42.61 
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4.6 Adience Experiments 

Compared to CIFAR-10 and SHVN, the Adience dataset contains higher resolution images. Therefore, 

on this dataset, we use a larger network, namely, ResNet-50. 

Train and test experiment configuration is the same as that of CIFAR-10. One difference here is that 

experiments are repeated only 3 times, instead of 5. Another difference is in the selection of the 

validation set for the macro-CV experiments. Since train, test and validation sets are provided in the 

dataset, we used the provided validation set in all experiments instead of random validation set for each 

experiment. Baseline macro-CV results are presented in Table 5. And, the micro-CV results are 

presented in Table 6. 

5. Conclusion 

In this paper, we propose a minibatch-level (i.e. micro) cross-validation algorithm that can dynamically 

and adaptively choose the learning rate at each training epoch. As an alternative to the dataset-level, 

macro approach to cross-validation, in micro-CV, the randomly sampled minibatch is randomly split 

into training and validation halfbatches. The gradient vector computed on the training half-batch is re-

used to evaluate several different learning rates (i.e. step sizes) on the validation half-batch. Using 

stochastic gradient descent with momentum as the optimizer, experiments on three different datasets 

with three different neural network architectures show the potential of our micro-CV training algorithm.  

On CIFAR-10 and SVHN, micro-CV achieves a slightly lower test accuracy and macro-CV, however, 

it spends a much lower computational budget and time. For example, on CIFAR-10 using a ResNet-18 

network, while macro-CV achives 81.50% test accuracy in 2 hours 2 minutes, micro-CV achieves 

81.03% in 1 hour 25 minutes. On SVHN, with the same architecture, macro-CV yields 94.30% accuracy 

in 2 hours 47 minutes, micro-CV yields 92.73% in 1 hour 15 minutes. Finally, on the relatively much 

larger and more realistic Adience dataset, our micro-CV algorithm outperforms macro-CV with a drastic 

reduction in total training time; macro-CV: 51.02% test accuracy in 26 hours 16 minutes, micro-CV : 

52.50% test accuracy in 3 hours 54 minutes. These results show the promising potential of our micro-

CV algorithm. Futher research is required to comprehensively compare micro-CV to adaptive learning 

rate methods such as Adam, AdaGrad and Rmsprob. 
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10−1 10−2 139.5 1.44 48.64 

10−1 10−3 45.6 1.46 49.53 

10−1 5 × 10−4 65.4 1.54 45.86 

10−1 10−4 24.4 1.37 51.02 
 

Table 6 Adience average adaptive learning rate search using MCV results on ResNet-50. Experiments with 

average epoch count, test accuracy and test loss, theoretical and wall clock time cost are reported. 

Method Epoch Test Loss Test Acc. Theoretic Cost Time Cost 

Macro-CV baseline 24.4 1.37 51.02 ( 522K, 261K) 26h 16min 

Micro-CV 𝜆 = 1 75.6 1.80 39.11 ( 176K, 141K) 3h 38min 

Micro-CV 𝜆 = 0.9 96.7 1.63 46.75 (314K, 148K) 4h 13min 

Micro-CV 𝜆 = 0.7 81.6 2.14 48.20 (314K, 148K) 4h 13min 

Micro-CV 𝜆 = 0.5 72.6 2.28 52.50 (291K, 137K) 3h 54min 
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Abstract 

The development and widespread use of computer systems has increased the need for secure storage of data. At 

the same time, the analysis of digital data storage devices is very important for forensic IT professionals who aim 

to access information to clarify the crime. File systems of disk drives use partition structures to securely store data 

and prevent problems such as corruption. In this study, deletion or corruption of partitions on commonly used 

DOS / Master Boot Record (MBR) configured hard disk drives are investigated by using forensic tools. In order 

to analyze hard disk drives, Forensic Tool Kit (FTK), Magnet AXIOM, Encase, Autopsy and The Sleuth Kit 

(TSK), which are widely used as commercial and open source, are analyzed by using a presented scenario. In the 

scenario, the primary partition and the extended partition are created using the DOS / MBR partitioning structure 

on the test disk. Test files are added to the sections and the sections are deleted. The digital forensics tools were 

tested on the presented scenario. According to the obtained results, TSK and Encase are successful tools for DOS 

/ MBR structured HDD analysis. However, FTK, Magnet AXIOM and Autopsy could not achieve information 

detection on DOS/MBR structured disks. These results clearly demonstrated that crime data can be hidden in MBR 

structured HDD. To carve these data, the correct methodology should be selected. 

Keywords: digital forensics, dos/mbr partition, extended partition, lost partition, recovery partition, 

antiforensic 

1. Introduction 

The purpose of forensic analysis is to discover and present digital evidence in computer systems to 

reveal the reality of an event [1, 2].  Digital evidence is intended to be scientifically valid, reliable, and 

verifiable [3]. Knowledge extraction from big data in various formats is very important for digital 

forensics [4]. The digital evidence that is the main source of forensic information is stored on hard disk 

drives in computer systems. Digital forensics analysis is basically concerned with identifying, 

extracting, and analyzing file systems in these data storage systems [1]. With the rapid growth in 

computer systems, the use of large volume storage devices has increased. As a result of this increase in 

volume, the time allocated per case in forensic laboratories increases, and forensic processes are 

prolonged [5]. Digital forensics examiners use commercial or open-source forensics tools to minimize 

these delays and analyze errors in forensic processes. This age is called an information age [6]. 

Electronic evidence is crucial for judicial authorities. Therefore, the reliability of digital evidence is 

based on the correct use and reliability of forensic tools as well as the scientific implementation of the 

process [7]. Nowadays, digital devices for instance laptops, cameras, and mobile phones have evolved 

rapidly. Therefore, there are variable digital evidence in practice. In this rapidly changing dynamic 

environment, it became impossible to find a single forensic tool that could meet all needs [8]. 

The main task of digital forensic tools is to present obtained evidence in a convenient format for forensic 

examiners with superficial knowledge, and these tools have a crucial role in an investigation [9, 10]. 

Suspects may conceal data to prevent forensic analysts from accessing the data or disrupt the data 

https://orcid.org/0000-0002-5257-7560
https://orcid.org/0000-0001-7958-4499
https://orcid.org/0000-0001-9677-5684
https://orcid.org/0000-0002-5126-6445
https://orcid.org/0000-0002-9736-8068
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structure with Anti-Forensic methods. This may cause courts to decide on the basis of false or 

incomplete evidence [11, 12]. 

It has led to an increase in anti-forensic methods to prevent the judicial process and interfere with the 

evidence. The increase in the market share of anti-forensic tools clearly indicates this situation [13]. 

Moreover, users can easily access anti-forensic tools [14]. User-induced problems also cause data loss 

like anti-forensics tools. For example; The forensic tools that are dealing with the "42.zip" compression 

grenades cannot complete the evidence processing process because they cannot open the layered file 

[9]. Similarly, in the forensic analysis of the partition tables of Guid Partition Table disks, removing the 

Disk Protected Area and Device Configuration Overlay areas on the disk will prevent the analysis tools 

from accessing the spare part header and table at the end of the disk as it will change the position of the 

last sector [15]. In addition, disruption of extended partition structures on a disk configured with the 

widely used DOS / MBR partition table will prevent access to evidence and evidence metadata data 

within this corrupt partition. 

A disk configured with the DOS / MBR partition table allows up to four primary partitions to be created 

by nature. In BIOS-based systems, it assigns one of the four standard partitions as extended partitions. 

These extended partitions are special partitions that can be divided into logical partitions [15, 16]. 

 

 

 

 

 
Figure1 Example section layout for bios based systems. 

 

Extended partitions do not receive a partition ID, so logical partitions can be created as much as the 

capacity of the disk allows. Files can be stored on logical partitions and used as operating system 

partitions. 

Knowing the capabilities of the forensic tool is very important for analysis. The copying and analysis 

processes of digital materials are completely dependent on forensic tools. For this reason, the findings 

of the forensic tools in the process of detecting guilt and innocence should be real, reliable, and 

reproducible. Errors occurring at any stage of the analysis can cause the potential data to be destroyed 

[17]. Forensic analysts generally rely on the used forensic tools, but different tools show different 

abilities in recovering and interpreting data on the same evidence. It should be known that all forensic 

tools have disadvantages as well as their advantages and that a single vehicle is not sufficient for all 

purposes [18, 19].  For this reason, if the partitions that are commonly encountered with DOS / MBR 

are corrupted or deleted, a schedule should be planned to detect these partitions. 

1.1. Novelties and contributions  

Novelties and contributions of our work are given below. 

- A roadmap for the detection of lost extended partition structures on disks configured with the 

commonly used DOS / MBR partition table is proposed. 

- The performances of popular forensic tools in comparison to the complexity of the extended 

section structures are compared. 

- Data hiding and destruction methods on various disk areas are defined by using partition 

structures. 

- The method for determining the location of the missing partitions on the disk by calculating all 

the parts on the disk is proposed. 

- A comparison table regarding the detection of the deleted and destroyed Primary and Logical 

sections and the capabilities of the forensic tools in accessing the data within these sections were 

shown. 

- Different forensics tools were examined. 

Partition Partition 

 

Partition 

 
Extended Partition 

 

Extended Partition 
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1.2. Our scenario 

In this scenario, a five volume HDD is presented. Three of them primary and two of them secondary. 

Then, we stored documents these volumes. Then, a primary and a secondary volume were deleted. To 

recover the deleted document, analyses have been performed by using six tools and a manual analysis. 

By using this scenario, a comprehensive benchmark is obtained and an optimum algorithm has been 

obtained for the MBR partitioned problem. 

1.3. Organization 

The rest of the article is organized as follows. The literature on anti-forensic methods has been 

examined. With the detection of deleted or destroyed partition structures on disks configured with DOS 

/ MBR partition table, the methods of accessing the data in it are presented, and the competencies of 

commonly used forensic tools in this regard are compared according to the results of the sample scenario 

application and presented in the Methodology section. The results and the findings obtained in the 

discussion section are shown. The limits of our work are presented in the limitation section. Conclusion 

and future studies are presented in the last section. 

2. Related Work 

Digital forensics processes are directly proportional to the understanding of anti-digital forensics 

applications. For this reason, the results caused by the techniques that prevent digital forensics processes 

should be examined further [20]. Tools designed for anti-digital forensics purposes are typically divided 

into two categories. The first category is special anti-digital forensics tools. These tools can operate in 

the form of data hiding, data removal, data processing/editing/masking, Data confusion, and physical 

destruction. The second category is disruptive technologies. Disruptive technologies have a primary 

legitimate function and goals. Thus, any investigation may also have a detrimental effect on the relevant 

digital data in a device [21]. Anti-digital forensics tools and methods, which try to endanger the 

existence or reliability of the evidence throughout the judicial processes, are becoming more common 

and used every day [22].  

There are different studies on anti-forensic information methods that address current problems and point 

out future methods. For example, one study interfered with six different anti-forensics tools. At the end 

of each intervention, the forensic copy of the disk was examined with the FTK forensics tool. In the 

study where the performance of these anti-forensics tools was observed; It has been observed that each 

anti-digital forensics tool performs incomplete deletion on unallocated areas. In this case, it was pointed 

out that it could allow the recovery of data from unallocated areas [13].  

In another study, the possibility of using timestamps of the ext4 file system, which is an effective tool 

for data hiding in environments such as Linux operating systems and android devices, was analyzed. In 

this study, an ext4 digital forensics technique has been designed that shows that the nanosecond part of 

Ext4 timestamps can be used to create a system with steganographic power [23]. Apart from these, it 

has been shown that important signatures can be easily changed in order not to be detected by the 

malware by a one-byte cancellation factor attack method [24]. In addition, it has been revealed that with 

semantic value manipulation attack, data values with significant semantic meanings have been changed 

[25]. Moreover, studies have been carried out on anti-digital forensics methods such as attention deficit 

technique, which creates false objects and increases the analysis time in order to put researchers into 

wrong solution processes [26]. In another study where anti-digital forensics methods were examined in 

two different categories as provable and unproven, inconsistencies were examined by comparing the 

evidence that was attacked with reliable evidence for the detection of counterfeit information in the log 

and warning information examined as evidence [27]. Apart from these studies, in the literature, hard 

disk and file cleaning [28], changing file signature information [29], forgery of file timestamps, use of 

a restricted folder or file names, circular referencing and the use of ASCII character text, attacks, 

forensic information evasion techniques used to present the findings and digital forensics techniques 

applied to eliminate traces in Windows operating systems [30-32].  
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Different studies have been carried out on obtaining data from harddisks. [33] presented a methodology 

for obtaining OS-independent data from storage devices using UEFI firmware. [15] developed a tool for 

forensic examination of disks using the guid partition table. [34] measured the performance of hard disk 

drives debug interfaces and service access methods. As a result, they have shown that data can be 

obtained from SATA disks. [35] demonstrated the impact of file systems, memory management, and 

disk partitioning structures on evidence acquisition. They found that by applying different scenarios, it 

would be difficult to collect evidence. [36]proposed a validation method for scenario-based file scraping 

from discs. 

3. Preliminaries  

The main purpose of our study is to explain how to access the data on the disk in case the partition 

structures are deleted or corrupted on a disk with MBR structured partition structures. In addition, by 

suggesting a calculation method to determine whether there is a lost partition in the disk partitions, the 

effects on the MBR methodology and data hiding were examined. 

3.1. MBR Methodology 

MBR is a disk partitioning system that was originally designed and started to be used in IBM systems. 

The first sector of MBR hard drives is 512 bytes in size, and bytes are stored as Litte Endian [37]. It 

consists of 3 parts, and these parts are Master Boot Code, Master Partition Table, and MBR Signature 

[38]. 

 
Figure 2 MBR disk location and basic structure. 

 

The Master Boot Code in the MBR structure shown in Figure 2 contains the codes that the BIOS will 

read and run when the computer is first turned on. Master Partition Table is the part where primary 

partition information is kept. It can hold information with a range of to one from four sections. MBR 

signature defines MBR signature bytes. Partition Table size is kept in an area of 64 Bytes, and 16 Bytes 

are reserved for each section information on the MBR. This allows a maximum of 4 primary partitions 

to be created on a disk configured with MBR. The extended partition structure is used as a solution to 

this limitation. 

 

 
Figure 3 Schematical demonstration of the MBR of Partition Table. 

 

The placement of the partition structures on the disk is shown in Figure 3. Three entries in the MBR 

define the primary partitions, and one extended partition is defined for the remaining disk space. Primary 

partition records and primary extended partition records are not kept on the MBR. Primary extended 

partitions are divided into Logical Partitions in themselves, and the addresses of these separated Logical 

partitions are kept in the MBR partition table in the first sector of the primary extended partition. 

Although this is a solution to the limitation of creating a limited number of sections in practice, the 

willful or unintentional destruction of the logical sections will cause losses related to the data on these 

sections [39]. 
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In digital forensics analysis, as well as accessing the data, the location information of the data on the 

disk is also important in the evaluation phase. For example, while an inappropriate content that is 

inadvertently downloaded is in a location in the WebBrowserName \ ...... \ ...... within the user directory, 

the voluntary downloaded content is usually located in the directories the user uses for storage. n order 

to reveal this difference, the correct location of the data in the examination process guides the forensic 

expert. For this reason, accessing the source information of the evidence recovered from deleted and 

destroyed departments is of great importance in terms of Forensic IT analysis [10]. 

3.2.  Partitions can be hidden data 

Digital forensic analysis uses data acquisition methods in different layers such as volume, file, and 

application layers. However, it is an accepted general approach to perform analysis operations on the 

entire copy of the hard disk. Regarding a forensic copy taken from the volume layer, for example, it will 

not be possible to access the sectors in the partition table that have been destroyed and the parts that 

have been deleted during the analysis, since the forensic tool will only copy the sectors in the addressed 

areas when making copies [40]. On the other hand, there is a reserved area between sectors 1-62 in disks 

using DOS partitioning structure, and evidence that can be hidden in these areas will not be available 

[39]. 

3.3. File system corruptions 

Many data can be obtained on the partitions. However, basically the data is stored in file systems [41]. 

In file system analysis, it is possible to reach the location (path), content, and meta data information 

where the available data are stored. In case the partition structures are corrupted or deleted, the file 

system structure will also be corrupted as the file systems reside on the partition structures. In this case, 

although data recovery tools access data within the sectors, they will not be able to access the location 

(path), content, and meta data information of the data. Therefore, it is important to know the details of 

disk partitioning structures as well as knowing how a forensic tool works [15]. 

4. Scenario Analysis 

A scenario has been created in the laboratory environment for forensic analysis on the disk partitions. 

On the created scenario, a review was performed with six forensic analysis tools. Many file systems 

have emerged in accordance with the needs arising with technological developments. The developed 

file systems bring many innovations with it. File systems generally show similarities to each other [42]. 
However, it differs according to the structure, storage method, and intended use. These differences also 

affect the analysis and data recovery methods in file systems in terms of Digital Forensics. One of the 

widely used file systems, New Technology File System (NTFS), was designed by Microsoft and used 

as the default file system for Microsoft Windows NT, Windows 2000, Windows XP, Windows 7,8,10 

and Windows Server [43, 44]. The NTFS file system has been developed to replace the previously 

widely used File Allocation Table (FAT) file system. When the FAT file system was widely used, the 

NTFS file system was preferred only on the server-side. It is now widely used in personal computers. 
NTFS is a much more complex file system than FAT because it is capable and scalable. NTFS is 

designed for reliability and large storage devices, and thanks to its scalable structure, it allows changes 

to be made over time in line with new demands. Each byte of data in an NTFS file system is divided 

into one file [45]. The first entry in the NTFS file system is the "Boot Metadata" file that starts from 

Sector 0 and can take up to 16 Sectors in length. This file holds the base unit and location of $MFT. 
One sector on each allocated NTFS volume belongs to a file. The MFT startup is in Volume Boot Record 

(VBR). VBR is in a $Boot record in the MFT [45, 46]. 

Other legacy and widely used file system FAT is by far the simplest of the file systems supported by 

Windows NT. It is the map of the disk that indicates the areas in which the information of the files in a 

disk is recorded. In the FAT file system, the partition is divided into clusters, each containing a certain 

amount of sectors. Where and how files are written on these clusters is defined on the FAT system. 
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When the operating system wants to access any file, it takes advantage of this information overwritten 

by FAT [47]. 

Recovering data by using MFT / FAT records is a method frequently used by digital forensics experts. 
Most of the digital forensics tools use MFT records to successfully and rapidly perform data recovery. 
This situation allowed for the rapid progress of judicial processes [48]. Although manual data recovery 

methods can be applied using the hex editor, this can cause serious time and labor loss. Manual recovery 

methods should also be applied when necessary [49]. 

Digital forensics tools are achieved in data recovery methods with MFT / FAT records. However, in the 

analysis, there are cases where the location and meta-data information of the recovered data on lost and 

deleted partition structures on disk areas configured with MBR are missing. In some cases, it is not 

sufficient for digital forensics tools to search only on file system defined sections. Because in this case, 

it will not be possible to access the data in the deleted partition that cannot be determined to have a valid 

file system. The analysis process of disks configured with MBR and not using extended partition 

structure is easy, but extended partition complicates the analysis process [50].  

There has been a significant increase in the size of storage media over the years. However, the size of 

the logical block format known as the sector, which forms an important part of hard drives, remained 

constant. In the 2010s, hard drive companies started moving from the old sector size of 512 bytes to a 

larger, more efficient sector size of 4096 bytes, often referred to as 4K sectors and now referred to as 

the Advanced Format by IDEMA (International Disk Equipment and Materials Association). However, 

long-term advantages and potential dangers have emerged during the transition from 512 bytes to 4K 

sectors. A 512-byte sector can usually correct defects up to 50 bytes in length. Hard drives today are 

pushing the limits of error correction. Consequently, it has become a basic need to improve the transition 

to larger sectors, error correction and format efficiencies in the hard drive industry.  

It is not possible for the entire hard disk industry to move to the new 4K standard and to change all of 

these old assumptions suddenly. The methods and calculations to be applied in the study were carried 

out using traditional 512-byte sectors and disks addressed. It is not available for disk structures with a 

sector size of 4096 bytes or less 2048 byte, referred to as Advanced Format. For these reasons, in the 

scenario created for forensic analysis on disk partitions in the laboratory environment, the Test Disk was 

structured with MBR and created with 3 main partitions and 2 extended partitions. The partition 

structures created are formatted with NTFS and FAT file system. By labeling the section structures, 

documents with the same label as the section were copied into these sections, and the created test disk 

was analyzed with 6 forensic tools and the results were evaluated. The main purpose of the study is to 

determine the behavior of digital forensics tools related to the complete and lossless recovery of data 

within the partition structures structured with MBR and to propose a roadmap that will help identify lost 

partition structures. 

4.1. Analysis method 

The existing partition tables should be examined on a deleted disk with suspect partitions, and the 

consistency of the total size of the disk with the total size of the current partitions should be confirmed. 

Also, after the control of the end and start sectors of the sections, if there are lost partitions, these sections 

should be tried to be saved. To determine this process, performing the calculation suggested in Figure 4 

on the disk will ensure the accuracy of the analysis process.  
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Figure 4 Flow chart of the proposed lost partition detection. 

 

The steps of this process are given below. 

Step 1: The Total size of the disk to be analyzed is compared with the total size of the available 

partitions. 

Step 1.1. If the size is equal, after the confirmation of the operation with the controls in Step 2, the 

analysis process is started. 

Step 1.2. If the size is not equal, it should be considered that a lost partition state occurred. 

Step 2: The sum of the starting sector of the first partition on the disk and the total number of sectors 

is expected to give the starting sector of the next partition. If the result obtained does not match the 

results in the section table, it indicates that there may be a lost partition structure. The result obtained 

in this case gives the physical address of the first sector of the lost partition on the disk. The above 

procedure is performed on all partitions, respectively, to confirm whether the partition's start and end 

sectors are the same as in the partition table. 

Step 3: File system tags (NTFS, FAT etc.) and signature value of 55AA are searched in the first 

sector of the lost part detected. With this label and signature value confirmed, lost partition recovery 

is performed. 

Step 4: After the lost partition is recovered, the calculations in Step 1 are repeated and any lost 

partitions are detected. Operations continue until 1.1 step confirmation is achieved and then disk 

analysis is started. 

4.2. Experimental setup 

For this study, a Work Station Computer with HP Z840 intel ® Xeon® CPU E5-2680 @ 2.40 GHz (2 

Processors), 128 GB RAM and Samsung brand 160 GB hard disk (Test Disk) is used, and this disk is 

configured with MBR. 

Since a maximum of 4 primary partitions can be created on the partitions configured with MBR, the 

test disk is divided into five sections in total, three primaries, and two extended logical partitions in 

order to use the extended partition structures. Test.docx, Test.xlsx, and Test.zip documents were 

created in these five sections. These files will be used in the analysis phase to evaluate the success of 

forensic tools. After deleting one primary partition and one extended partition from the partitions 

created in the second part of the study, the test disk will be analyzed using licensed and open-source 

forensic tools, and the results will be evaluated. The steps of this process are given below. 
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Step 1: The hard disk with 160 GB capacity of Samsung brand is configured with MBR and it is 

divided into five sections as three primary partitions and two extended partitions. 

Step 2: Sections are named as VOLUME_A, VOLUME_B, VOLUME_C, VOLUME_D, and 

VOLUME_E. 

Step 3: Zip, excel, and word documents are created in the sections and are named to be related to the 

section letters. 

Step 4: Test documents were added to the Primary Section named VOLUME_B and to the Extended 

Section named VOLUME_E. 

Step 5: VOLUME B and VOLUME_E sections were deleted. 

 

The accuracy of the findings to be obtained in case of analyzing the mentioned processes after this 

scenario was determined. 

Disk size and available partitions can be easily calculated with different software as well as using 

existing analysis software. The values obtained for the initial disk are shown in Table 1.  

 
Table 1 Initial size and sector information of the test disk 

Device Name Disk Image 

File Path O:\SAMSUNG_160_GB_HDD_TEST_IMAGE_V\image.001 

Total Size 160.041.888.256 Bytes (149.1 GB) 

Total Sectors 312.581.813 

Disk Signature  9201C3C1 

Partitions Valid 

4.3. The used digital forensics tools for analysis of the defined scenario 

After preparing the scenario environment, licensed AccessData Forensic Toolkit, Magnet Axiom, 

Encase open-source licensed Autopsy, and TSK tools were used in forensic investigations. Whether or 

not test data can be obtained from the scenario created with the analyzes made and accessibility to details 

such as location and date were investigated. The software and version information used are given in 

Table 2.  
Table 2 The used digital forensics tools. 

Software Tool Version License 

Access Data Forensic Tool Kit 7.0.0.163 Licensed 

Encase 8.7.00.93 Licensed 

Magnet Axiom 3.0.0.13673 Licensed 

Autopsy 4.11.0 Open Source 

The Sleuth Kit  4.7.0 Open Source 

4.3.1. Analysis of the scenario using AccessData Forensic Toolkit  

After reading the size and sector information of the test disk, when the partitions determined by the 

software are checked, a total of 4 partition information was found. It was understood that one of these 

sections was labeled as a recovered section. 

 

 
Figure 5 Section information detected by FTK software 
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While the total disk size is supposed to be 149.1 GB, which is the initial calculated value, the total size 

of the partitions detected by the software; It appears to be 29.30 GB + 22.09 GB + 24.41 GB + 19.53 

GB = 95.33 GB. 

Consequently, since Physical Disk Size ≠ Partitions Size, the existence of the lost partition structure 

should be considered. Figure 5 shows that the size of the recovered partition is 29.30 GB. When the files 

in the partition structure are given the same letter label as the partition label, when the documents in the 

recovered partition are checked; It is understood that there are documents named test_file_B.docx, 

test_file_B.rar and test_file_B.xlsx in VOLUME_B. (See Figure 6) 

 

 
Figure 6 Documents labeled with the section name in the Recovered Section. 

 

When analyzing the Extended Partition on the disk, it is seen that the deleted extended partition cannot 

be recovered. Since the forensic tools also perform sector-based data recovery operations, the data in 

these areas should be analyzed since the Unpartitioned Space may have recovered existing files on the 

area. 

 

 
Figure 7 Source information of recovered documents on Unpartitioned Space. 

 

It can be seen in Fig. 8 that the names of the documents are Carved, and the extensions do not match 

their categories when the data on Unpartitioned Space is examined. If we need detailed information on 

the data obtained as carved, metadata records should be checked.  

 

 
Figure 8 Metadata information of recovered documents on Unpartitioned Space. 
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In search of date information of the documents, it is shown in Figure 8 that these data cannot be 

recovered. When the processes in the scenario were examined, it was understood that the FTK forensic 

tool detected MBR partitioned primary partition (Volume_B) but did not show the partition information 

about the extended Partition, Volume_E. Also, information such as file type, name, and time information 

of the documents in Volume_E obtained by data scraping could not be reached.  

4.3.2. Analysis using Encase software 

Sections of the test disk obtained using Encase software are shown in Figure 9. 

 

 

 
Figure 9 Section structures obtained with Encase 

 

It is understood from Table 3 that there are three partition structures belonging to the test disk, and the 

total size of the partitions is 22.1 GB + 24.4 GB + 19.5 GB = 66 GB.  

 
Table 3 Partition information obtained using Encase of the test disk 

ID Type Start Sector Total Sectors Size 

07 NTFS 2.048 46.336.000 22.1 GB 

0c FAT32X 107.778.048 51.200.000 24.4 GB 

0c FAT32X 158.980.033 40.960.000 19.5 GB 

 

When the partition information of the test disk obtained with Encase is examined in Table 3; The total 

size of the three partitions detected was calculated as 66 GB. It is understood from Table 1 that the total 

disk size is 149.1 GB. When the total size of the available partitions and the total size of the test disk 

are compared, it is seen that Physical Disk Size is ≠ Partitions Size. In this case, it is understood that the 

sections should be examined manually using the start and end sectors. 

MBR records are kept in sector 0 in the partitions configured with MBR, and "sectors between 0-2047" 

are reserved as MBR area. For this reason, the 1st partition starts in the 2048 th sector, and the 

department signature information is at the end of this sector. The sum of the first partition start sector 

and the total number of sectors will give us the start part of the two partitions. As a result of the 

calculation, it is seen that it is 2048 + 46.336.000 = 46.338.048, and it should be partition starting from 

46.338.048 sector. However, when the partition table was examined, it was understood that there was 

no such partition. This situation shows us that there is a lost partition. 

The Disk View feature of the encase forensic tool was used to see the 46338048 startup sector of the 

lost partition. It should be confirmed that the sector specified as a result of the addition is correct. 55AA 

signature value of the NTFS file system was seen in the last bytes of the sector in Figure 10. 
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Figure 10 Signature of 55AA at the end of 46338048 sector and NTFS file system tag. 

 

In the initial sector of 46338048 lost partitions, adding partition was performed. Thus, the contents of 

the lost partitions that were not visible at the beginning but as a result of calculations can be accessed. 

 

.  
Figure 11 46338048 section information within the sector. 

 

Manual addition is determined according to the starting sector determined in Figure 11. It is possible to 

access lost partition information after entering file type and start sectors. 

 

 
Figure 12 File structure of the disk partitions after adding the recovered primary partition of the test disk and the 

labeled documents in the partition 

 

After performing the specified operations, the partition table view changed as in Table 4. However, the 

total number of sectors still does not match the number of sectors of the disk. Therefore, calculations 

are required. 

 
Table 4 Partition table view after adding the recovered partition of the test disk 

ID Type Start Sector Total Sectors Size 

07 NTFS 2.048 46.336.000 22.1 GB 
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00 Recovered 46.337.985 61.440.062 29.3 GB 

0c FAT32X 107.778.048 51.200.000 24.4 GB 

0c FAT32X 158.980.033 40.960.000 19.5 GB 

 

The partition table obtained after adding the lost partition is shown in Table 4. When the total size of 

the sections determined in this section table is calculated, 22.1 GB + 29.3 GB + 24.4 GB + 19.5 GB = 

95.3 is obtained. When the total size of the available partitions and the total size of the test disk are 

compared, it is seen that Physical Disk Size is ≠ Partitions Size. As a result of this calculation, it is 

concluded that there are other lost parts. According to the calculation, a new lost partition asset has 

emerged. This situation shows the existence of at least 5 sections. In this case, it is concluded that there 

is an extended partition on the test disk. 

In the future operations, the lost part should be made considering that it is an extended part. After the 

existence of the lost partition was understood, the determination process of the starting sector of the lost 

partition was started.  According to the section table in Table 4, it is expected that the 4th partition will 

give the 5th partition total of the start sector and the total sector. When the calculation related to the 4th 

partition is realized, it is understood that 158.980.033 + 40.960.000 = 199.940.033. However, since the 

4th and the lost partition are extended sections, the 63 sectors reserved for Volume Boot Record should 

be added to this total after 2048 sectors are added to this sector. As a result, the starting sector of the 

lost partition was calculated as 2048 + 63 + 199.940.033 = 199.942.144. 

 

 
Figure 13 Section signature of 55AA at the end of 199942144 sector 

 

Figure 13 shows the 55AA signature value of the NTFS file system in the last bytes of the sector. Thus, 

it is understood that there is one more section content. In the next stage, manual section addition was 

performed. The process for the addition is shown in Figure 14. 
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Figure 14 199942144 section information held within the sector. 

 

After entering the file type and initial sectors, it is possible to access the lost partition information and 

its contents. 

 

 
Figure 15 File structure of the disk partitions after the recovered extended partition of the test disk is added and 

the labeled documents in the partition. 

 

After all manual additions were performed, all of the sections that were not visible at the beginning but 

deleted were accessed, and the lost partition information was reached. Table 5 shows the latest partition 

information. 

Table 5. Partition table view after recovered partitions 
ID Type Start Sector Total Sectors Size 

07 NTFS 2.048 46.336.000 22.1 GB 

00 Recovered 46.337.985 61.440.062 29.3 GB 

0c FAT32X 107.778.048 51.200.000 24.4 GB 

0c FAT32X 158.980.033 40.960.000 19.5 GB 

00 Recovered 199.942.081 112.635.966 53.7 GB 

 

As a result of the examination carried out with the Encase forensics tool, all the section structures were 

not shown directly to the user. However, encase allows the specialist to add a manual partition structure. 
Therefore, as a result of the size mismatch, the investigator should search the section signature 
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information. Then, it is necessary to add a manual section by looking at the section start sector and total 

size information. In this case, all section structures, location information, and metadata data could be 

accessed. 

4.3.3. Analysis using Magnet AXIOM Examine software 

Magnet AXIOM program is one of the programs widely used in forensics science. Figure 16 was 

obtained when the image file obtained from the test disk was opened with the magnet program. 

 

 
Figure 16 Section information detected by Magnet Axiom software 

 

While the total disk size of the test disk should be 149.1 GB, the total size of the partitions detected by 

Magnet appears to be 22.09 GB + 24.41 GB + 19.53 GB = 66.03 GB.  

As a result, since Physical Disk Size ≠ Partitions Size, the existence of the lost partition structure is 

considered. Figure 13 shows that primary and secondary Partition structures are not recovered by the 

software. Since the forensics tools perform the sector-based rescue, document files belonging to the 

deleted sections are searched on the unpartitioned areas. As a result of the search, Word documents that 

were previously labeled with the VOLUME tag, whose name and path information could not be found, 

were identified and shown in Figure 17. The findings show that the data cannot be found in the correct 

location and content. For this reason, it is not possible to obtain content that may be evidence. This 

situation may affect the forensics process negatively. 

 

 
Figure 17 Metadata information of recovered documents on Unpartitioned Space. 

 

Considering the findings obtained with Magnet Axiom, it was seen that no content related to primary 

and extended section information was available. The software does not offer the ability to add an 
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external partition. As a result of data carving, initial test data could be accessed with different names, 

but location information could not be accessed. 

4.3.4. Analysis using Autopsy 4.11.0 software 

Autopsy program is an open-source licensed and widely used forensics tool that can perform many 

operations manually. The partition structures of the test disk were obtained with Autopsy as shown in 

Figure 18. In the figure, Vol3 corresponds to the Volume_A that we initially configured, and Vol9 

corresponds to the Volume_E partitions. According to the section descriptions, the field type is marked 

as Unallocated. Although Volume_B and Volume_E were initially deleted, only the primary partition 

has been recovered, but the data in the secondary extended partition have not been accessed. 

 
Figure 18 Partition information detected by the Autopsy 4.11.0 software of the test disc 

 

It is shown in Figure 19 that there is one recovered partition among the sectors Vol3 (Unallocated: 

46338048-107778047), existing metadata information of the documents is recovered, but location 

information cannot be recovered. 

 

  
Figure 19 Tagged documents in Vol 3 Unallocated section 

 

It can be seen in Figure 19 that only primary partition structures are recovered by the software, but 

secondary partition structures are not recovered. Forensic tools perform the sector-based rescue. When 

searching the document files of the deleted sections on the non-partitioned areas, documents whose 

name and path information are not known and which were previously tagged by us with the VOLUME 

label were identified. However, it was not possible to reach the information in which position the 

documents are or by whom. 

4.3.5. Analysis using The Sleuth Kit (TSK) tools 

TSK is open-source software that offers many libraries and command lines to the user to analyze disk 

images. TSK provides an analysis of the partition and file system data independent of the partition 

structure. When the test disk image was opened with the TSK tool mmls, the areas shown in Figure 20 

were obtained. 
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Figure 20 Partition information obtained using TSK tools 

 

It should be considered that there is a lost partition in the unallocated area between sectors 46338048-

107778047 shown in Figure 20. In addition, it is seen that there is an extended partition area among 

sectors 158978048-312578047 (Win95 Extended). However, it is understood that the extended partition 

identified is between the sectors 158980096-199940095. Thus, it is observed that there is one lost 

partition between sectors 199940096- 312581807. The information obtained with the fsstat command is 

given in Figure 21.  

 

 
Figure 21 2. partition partition information deleted by using test disk with TSK tools 

 

When fls command is used to detect the files in the section, three documents are accessed, which are 

labeled with the section tag shown in Figure 22. 

 

 
Figure 22 File information in deleted partition 2 obtained using the test disk with TSK tools 

Since the extended partition table is in sector 0158978048, the content of the Extended partition table is 

shown in Figure 23 using the mmls command. Here, it is clearly seen that 2048 sectors are reserved 

areas. 

 
Figure 23 Extended Partition table information obtained by using Testdisk with TSK tools 
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It is understood that deleted extended partition started in 0199940096 sectors. Thus, 2048 + 199940096 

= 199942144 will give the sector where the sector information is availableThe fsstat command was used 

to get detailed information about the deleted extended partition and the information seen in Figure 24 

was obtained. It has been accessed that the file format of the Partition is NTFS, and the partition name 

is VOLUME_E. 

 

 

Figure 24 Partition information of deleted extended partition obtained by using the test disk with TSK tools 

The fls command was used to detect the files in the section, and three documents that we labeled with 

the section tag in Figure 25 were accessed. 

 

Figure 25 File information in deleted extended partition obtained using TSK tools. 

The tools in the TSK allow many operations related to a disk image to be performed manually. 

Therefore, the process using this tool can also be evaluated as a manual analysis. As a result of the 

analysis, it has been seen that by performing the calculations correctly, all the partitions and files on the 

disk can be accessed together with the location information. However, it is important to know the disk 

structure and partitioning structures in order to ensure the full and correct use of the TSK. 

4.3.6. Analysis using X-Ways Forensics tools 

X-Ways Forensic analysis software is one of the most widely used forensics tools by digital forensics 

analysts. When the partition structures are checked by opening the image file obtained from the Test 

Disk with X-Ways Forensic Analysis software; There are five partition structures identified in Figure 

26. 

 

Figure 26 Section information detected by X-Ways software 

It has been determined that partition 2 and partition 5 on the test disk image are primary and extended 

partition structures created and deleted in the scenario part. When the detected deleted partition 
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structures are checked, it is shown that the data in the partition structures are completely recovered and 

presented in Figure 27. 

 

 Figure 27 Data in deleted partitions. 

When the test disk image was analyzed with X-Ways software, it was determined that deleted primary 

and extended partition structures were automatically detected and added by the software. In addition, it 

has been understood that the data in it was recovered without the need for any manual intervention. 

4.3.7. Discussion 

[15] demonstrated methods of obtaining data from disks partitioned with GPT. Similarly, [33] there are 

studies on obtaining data from UEFI disks. However, there are no studies showing the methods of 

obtaining data from MBR disks. However, it is still possible to encounter MBR disks. 

In this work, a MBR disk analysis methodology has been presented by using a scenario and the widely 

used forensics tools. According to the obtained findings, these points are highlighted. 

Benefits; 

- A new scenario is presented to analysis MBR partitioned disks.  

- Six analyses methods have been presented and results of them have been given. 

- A comprehensive benchmark for MBR forensics analysis have been presented.  

Limitation; 

- The results are depended on the presented scenario. More scenarios can be analyzed for 

obtaining comprehensively results. 

5. Conclusions 

A sample scenario was prepared in the study. A hard disk image that is configured with MBR created 

in this scenario and deleted partition structures are used. Thus, the performance of 5 different forensics 

tools was tested on this disk image with this study. With this study, it was observed that some forensics 

tools could not recover the partition structures, while others could not recover the extended partition 

structures by recovering the primary partition structures. Some forensic tools were evaluated to allow 

manual examination of the section structures. 
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In this work, there is a primary deleted partition labeled VOLUME_B and deleted Extended partition 

labeled VOLUME_E. These sections only allow manual evaluation of TSK and Encase forensics tool 

section structures. Thus, the structure of the section and the documents in it have been recovered without 

any problems (Metadata, Location, etc.). 

Magnet Axiom failed during partition recovery and was able to recover only document and metadata. 

The FTK can only recover deleted primary partitions. It was also able to recover documents without 

metadata data. In the analysis with Autopsy, similar results were obtained with the FTK forensics tool. 

X-Ways has the ability to automatically recover primary and extended partition structures. The findings 

obtained are given in Table 6. 

Table 6. Comparison table of the findings obtained 
 FTK Encase Magnet Axiom Autopsy TSK Tool X-Ways  

Partition 1 recovery  X X - X X X 

Partition 2 recovery - X - - X X 

Extended partition recovery - X - - X X 

Document recovery X X X X X X 

Metadata information 

detection 

X X X X X X 

Location information 

detection 

- X - - X X 

 

The basic principles of digital forensic tools are the same. However, the analyst should not be content 

with the results obtained by the forensic tools and should manually intervene when necessary. For this 

reason, possible situations that may be caused by the complex structure of extended partitions were 

taken into account in the analysis of disks configured with MBR. In such a case, sample analysis was 

carried out by proposing an evaluation, and the results obtained from this analysis are presented in a 

comparison table. It should be confirmed that especially the initial size of the disk and the sum of sectors 

obtained from forensics software are the same. Otherwise, in the forensics investigation, the lost 

partitions will not be examined, and many contents that may be of evidence will not be available. 

Our future directions are given as follows. This paper show advantages and disadvantages of the widely 

used digital forensics analyses tools. We are planning to propose a new successful MBR analyses tool 

for overcoming the disadvantages of the exist analyses analysis models.  
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Abstract 

Internet of Things is an ecosystem of devices that are capable of detecting, processing and communicating with 

the Internet. Recently, the Internet of Things applications that make our business and social life easier are spreading 

rapidly. In this study, a software controlled smart socket equipped with the Internet of Things technologies for 

energy management of electrical appliances and its development processes is presented. The implemented system 

consists of two main parts, hardware and software. In the hardware part, Wemos D1 with ESP8266 Wi-Fi module 

as a microcontroller for calculation and communication processes, an ACS712 current sensor to measure current 

consumption and a relay for on-off control is used. Schematic drawings of the hardware design are given to guide 

IoT-based application developers. The software part consists of Firebase cloud platform for data storage and a 

mobile application developed for smart socket control. The developed smart socket offers users many features 

such as on-off control over the internet, real-time and past monitoring of energy consumption, awareness of 

planned electrical outages, and overcurrent protection defitinition as software etc. 

Keywords:  Internet of Things (IoT), Smart socket, Remote monitoring and control, Power consumption. 

1. Introduction

The communication of things over the Internet makes our lives easier and makes our business more 

efficient. For this reason, the Internet of Things has a wide range of applications from building control 

to health. The Internet of Things is a global network of devices capable of detecting, processing and 

communicating [1].  

Smart sockets can be used to remotely control electrical devices. Control of smart sockets over the 

internet allows users to access their devices at any time from anywhere. 

There are many studies on device control over the internet in the literature. A smart switch control 

system was developed that provides internet connection through the ESP8266 Wi-Fi module. The 

system developed has an on-off function only through a mobile application [2]. A smart socket was 

developed where electrical devices can be observed in on-off function and energy consumption over the 

Internet [3]. Another study also developed a simple algorithm application that shows the decrease in 

electricity consumption during peak hours using smart meter functions [4]. Real-time voltage, current 

and power consumption can be calculated, and a work was developed as a power meter to calculate 

electricity costs [5]. A new smart socket design was introduced to manage and reduce the demand for 

homes. With the smart socket tool offered, a study was developed that reduced the highest demand of 

the house by approximately 18% with voltage control for passive loads [6]. IoT technologies based 

smart energy consumption monitoring and energy management system of a house is presented. 

NodeMCU with ESP8266 Wi-Fi module, current sensor and blynk platform were used in the study. 

Energy consumption is given as quantity and cost [7]. A smart socket named IntelliPlugs having both 

WiFi and GSM communication unit has been developed. The IntelliPlugs can monitor in real-time and 

control selected electric devices [8]. The smart socket based on the cloud platform of the IoT is 

presented. With the cloud platform can remotely control and monitor the working status of smart socket 

[9]. To monitor and control energy consumption in a home IoT-enabled smart plug socket is proposed. 
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The proposed smart plug includes ESP32 Wi-Fi module. Energy consumption status can be shows and 

analyzes over internet [10]. 

This study presents design and implementation of the smart socket equipped with IoT technologies for 

energy management of electrical appliances. 

The overall working architecture of the system performed is presented in Figure 1. As seen Figure 1, 

the system consists of smart socket, mobile application and Firebase cloud platform.  The smart socket 

includes Wemos D1 microcontroller equipped with ESP8266 Wi-Fi module, ACS712 current sensor 

and role. 

Figure 1 General System Architecture 

Considering the short literature summary given above, the differences between this study and the studies 

that are mentioned in the literature are: 

• Like studies in the literature, it allows monitoring of on-off and energy consumption through

mobile application. In addition, the user can report historical energy consumption (weekly,

monthly, etc…). With this feature, the user's future energy consumption profile can also be

removed.

• The software of socket is designed to protect the device that is plugged in it (TV, refrigerator

etc.) from overcurrent withdrawal.

• Smart socket tracks planned power outages on related websites and informs users via mobile

application.

• The smart socket can automatically connect to the Wi-Fi network that the user chooses by

scanning the Wi-Fi networks nearby without havıng any need to write any code. This feature

revealed a product that the end user can use directly as plug&play.

The work of the developed system is summarized in the flow chart given in Figure 2. The implemented 

smart socket first scans for any available Wi-Fi networks nearby and connects to any saved Wi-Fi 

network. Then checks to see whether the socket is open or not. As long as the socket is working, it reads 

the withdrawn current value and checks the limit that is defined over the mobile app. The smart socket 

on / off control can be done with mobile application. Also, mobile app shows real-time and past energy 

consumption of the smart socket.  

2. Design and Implementation of The Proposed System

2.1 Hardware 

2.1.1 Circuit Setup 

In this study, Wemos D1 Mini based on the Low Energy Energy ESP-12E Wi-Fi module is used. The 

embedded software is developed in the Arduino IDE environment. The developed smart socket circuit  
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Figure 2 Embedded System Operating Principle 

is installed directly in the existing socket box, the adaptor is proving suppliment at range of 5v to the 

used components. The ACS712 current sensor is used to measure the AC current, calculates one amper 

for each 185mV. After the raw value is taken from the sensor, the RMS formula is applied to obtain the 

AC current value. The ACS712 current sensor, which is produced by Allegro firm, produces an analog 

signal that is measured by the external ADC module (ADS1115). The ADS1115 module is 16-bit (1-bit 

sign bit) and its input voltage range is 2.0-5.5V. Switching circuit is applied using relay, transistor and 

resistance components to switch high-voltage AC. The circuit of the smart socket equipped with IoT 

technologies is presented in Figure 3 and the electrical circuit diagram is represented in Figure 4. 

2.1.2 Details of The Used Modules 

• Microprocessor (Wemos D1 Mini):

The Wemos D1 Mini is an open source IoT platform based on the esp8266-12F module. At very 

affordable prices, it is like "Small Arduino with Wi-Fi". It runs with range 3.3-5 volts. It has 16 general-

purpose pines and its internal ADC works with 10-bit sensitivity. 

• Current Sensor (ACS712):

ACS712-05B is a linear current sensor attached to magnetic effect field. This version allows two-way 

current input up to ±5 amps. And gives 5V analog voltage (185 mV/A) as an output. 

• Switching Circuit:

It is the circuit we have installed using electronic components as (relay, resistance and transistor) to 

control the high voltage AC current. 

• External ADC (ADS1115):

The external ADC iss used because the output of the ACS712 current sensor we used to measure AC 

current is 5V and the internal ADC in the ESP8266-12F based Wemos D1 Mini microprocessor only 

accepts up to 3.2V. This ADC works in accordance with the AC712 current sensor, which we use 

because it is 16-bit (1-bit mark bit) and input voltage range ±0.3V. 

2.1.3 Circuit Usage and Working Scenario 

The normal AC 220 volts are reduced to 5 volts via the adapter, thus feeding the microprocessor. The 

same current passes through the ACS712 sensor and reaches to the connected device. The sensor 

measures the current and generates an analog signal and sends it to the external ADC (ADS1115). The 

ADC reads that signal and send the output to the microprocessor. The microprocessor takes that data 
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and sends it to the cloud or turns the switching circuit on and off according to the data it receives. When 

the socket is started, the "WifiManager" software library is used for automatic network detection. 

Figure 3 Smart Socket 

Figure 4 Schematic Drawing 
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2.2 Software 

2.2.1 Software Design 

The software includes embedded software for the Wemos D1 Mini development card and the android 

mobile app. Embedded software consists of 2 basic parts: the AC signal processing and the cloud 

functions. The RMS formula is used to process the AC signal wave. Firebase, a Cloud-based platform 

developed by Google, is used for cloud operations. Firebase provides data storage in real time. 

2.2.2 Cloud Operations 

In this study, Firebase, a cloud-based platform developed by Google is used. Firebase provides data 

storage in real time. Using a NoSQL type database, it stores and syncs data between users and devices 

in real time. Updated data is synchronized between connected devices in milliseconds, and if our app is 

offline, the data is stored and synchronized when there is a network connection. 

2.2.3 Signal Processing 

The "RMS" value is the square root of the average value of the squares of snapshots. Also, it can be 

defined as "AC power quantity that produces the same heating effect as an equivalent DC power". 

Isum  =√𝐼1
2 +  𝐼2

2 +  𝐼3
2 + ⋯ +  𝐼𝑛−1

2 +  𝐼𝑛
2 (1) 

For the calculation of the RMS current value, by using the scale, the sensitivity and the reference voltage 

value of the external ADC (ADS1115) the IRMS value is obtained as a result after processing the collected 

raw value. 

IRMS = Isum  / ADC scale * reference voltage / current sensor sensitivity (2) 

The block code for the current measurement is shown below. 

Code 1 Block code fort he current measurement 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

float getCurrentAC() { 

   float vRef = (ads.readADC_SingleEnded(0) * 0.1875) / 1000;

   Serial. print(String("V = ") +vRef + " Vs,") 

   uint32_t period = 1000000 / frequency; 

 uint32_t t_start =  micros(); 

   uint32_t Isum = 0, measurements_count = 0; 

   int32_t Inow; 

   while (micros() - t_start < period) { 

Inow = zeroRef - ads.readADC_SingleEnded(1); 

Isum += Inow * Inow; 

measurements_count++; 

   } 

   float Irms =  sqrt(Isum / measurements_count) / adcScale 

* vRef/ sensitivity;

  return Irms; 

} 

2.2.4 Wi-Fi Connection 

In the first step, it searches for a known saved network, connects to it again if it is found. If it is not 

found, the microprocessor works as an access point that is easily configured by a name and maybe a 

password. When any device is connected to the access point, it is lead to a web server to search for the 

new network. When the object is defined, the constructor function in the library written in C ++ is called 
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and tries to search and connect to the networks it knows, if it does not find it, it moves to the next line 

and calls the function “autoConnect ()” that opens the accesspoint, and the name between the 

parentheses is used as the parameter. Wi-Fi connection processes are presented in Figure 5. 

2.2.5 Tracking of Planned Electrical Power Outages 

Pre-learning power outages allows us to prevent malfunctions that may occur in devices. Planned power 

outages in our country are announced on official and unofficial websites. With the 

“https://guncelkesintiler.com/” web site, electricity outage information in many cities can be accessed. 

In this study, electricity outage information is checked at certain intervals by using task timer in mobile 

app. 

Figure 5 - Wi-Fi Connection Process 

2.2.6 Mobile App 

Android is a giant operating system developed by Google and used by millions of people. The mobile 

app was developed in the Android Studio IDE environment. The IDE allows us to test the application 

developed using an emulator. The application consists of two parts: design, and background running 

codes. For the design XML language, and for the background codes we used Java programming 

language. The design is used to place blocks on the interface. The background Java codes contain the 

code portion that specifies the operations of the blocks we design. Thanks to the mobile app, the socket 

is monitored live. The Android operating system version we use in the project is Nougat, which is 

version 7. The software development version is API Level 29. The interfaces of the application is 

presented in Figure 6. Figure 6-a shows main screen of mobile application.  Choose location for planned 

electrical outages and definition overcurrent limit screen is given in Figure 6-b. Figure 6-c shows real-

time and past monitoring of energy consumption of smart socket. 

3. Conclusions

In order to control and monitor electrical appliances, designed and implemented a smart socket based 

on IoT technologies is presented in this study. The smart socket has simple design and low cost. The 

system consists of smart socket, mobile application and Firebase IoT cloud platform. The smart socket 

offers many features. The user can easily open or close the socket through the mobile application. The 

current limit determined by the user, automatically causes the socket to turn itself off when it is 

exceeded. Thus, the socket offers extreme current protection. The user can monitor energy consumption 

through the graphics in the mobile app. Also, users can learn about planned power outages using the 

mobile app and they can protect their electric devices against possible malfunctions. 
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     a)                                                          b)                                                     c) 

Figure 6 - Mobile App Interfaces (a-main screen, b-choose location for planned electrical outages and definition 

overcurrent limit screen, c-real-time and past monitoring of energy consumption) 

Future works will be continued on this study. The use of artificial intelligence technologies in smart 

home and city applications is becoming widespread. We plan to add new features to smart plug presented 

in the study and integrate it with AI technologies. As a future study, the analysis of the energy 

consumption data obtained using smart socket can be performed by machine learning algorithms. Thus, 

the user’s profile can be obtained and the best electric tariff can be offered to the user. In addition, users 

can contribute to savings.  
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Abstract 

The most effective technique used to measure rain attenuation is experimentally monitoring the received 

signal strength of satellite beacon. A satellite beacon is a signal which does not modulated and sends to 

the ground in constant frequency with a specifically designed power. Beacon signals are used by ground 

station antenna users to track the satellite easily. The satellite operators generally choose beacon signal 

at the Ku Band frequency band since this band is more resistant to rain attenuation. Ku band satellite 

system performance describe by the contribute of rainfall rate and rain attenuation. This paper includes 

the comparison of rain attenuation in Ku band beacon and takes as a reference ITU – 838 model caused 

by rain fall rate in TURKSAT premises. It is compared by calculating that how signals affected from 

rain between 2012 and 2019 observations for a TURKSAT satellite and in this measurement, both 

theoretical formula and data are used. 

Keywords: TURKSAT, rain attenuation, ku band beacon signal, ITU-838 

1. Introduction 

The most dominant sources of attenuation in satellite communication systems come from atmospheric 

losses. These losses arise from rain, snow and dense clouds individually or as a combined effect. Rain 

attenuation becomes more dominant loss for carrier frequencies above 10 GHz. Precipitation rates 

(determining the amount of rain) and cumulative precipitations show differences from region to region 

on earth. Calculating and predicting path losses are therefore not accurate without comprehensive 

meteorological information obtained locally. In ITU-R proposal [1], earth is divided into regions 

according to precipitation rates. However, precipitation rates vary because of geographical locations of 

countries and climate conditions [2]. There might be some discrepancies on precipitations between ITU-

R proposals and real case, considering that the ITU-R should have been used more conservative 

approach. That’s why, the operators are motivated to revisit the rain attenuation models on their region. 

Rain precipitation model of ITU-R designated Turkey region ‘K’. The main motivation for this work is 

to analyze whether there is differences between region K values versus long term rain statics maintained 

under all local weather conditions. The data used in this study belongs to the Golbasi /Ankara /Turkey 

for the dates starting from June 2012 up to September 2019 at yearly basis. Ku band beacon signals 

coming from an operational TURKSAT GEO satellite are used. They are examined according to weather 

conditions, space propagation (or path) losses, cable losses and atmospheric losses. This paper is 

organized as follows. In section 2, link budget of path losses of the TURKSAT Ku band beacon signal 

is provided. Section 3 presents rain losses comparing ITU-R-838 and TURKSAT data. In section 4, 

results are summarized, and a solution method is proposed to compensate for the differential errors that 

might endanger the reliability and even the continuity of communication.   
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2. Link Budget of TURKSAT Satellite Ku Band Beacon 

Satellite operators broadcast at high frequencies such as C, Ku or Ka band. Ku band used most 

commonly to minimize such attenuations. Frequency of the C-band is small compared to the Ku and Ka 

bands, and the antenna diameter is quite large compared to the other frequencies used. In C-band, more 

power is required to transmit the signal to the satellite. This is not a preferred frequency. As the 

frequency increases, the antenna diameters will decrease proportionally.  For satellite operations, larger 

antennas with tracking capabilities are used in Ku and Ka band and this kind of antennas cost more 

comparing the others [3], [4], [5], [6]. One of the biggest motivation for calculating satellite losses due 

rain as accurate as possible is financial gain especially on the uplink side. For this study, two different 

antennas were selected and their parameters are given in Table 1. 

Table 1 Türksat Satellite Beacon link budget information for Two Antennas [6] 

Parameter Symbol Antenna-A Antenna-B 

Frequency: f 11.120 GHz 11.120 GHz 

Diameter: d 7.2 m 13.2 m 

Efficiency η 0.6 0.6 

Satellite EIRP EIRP 15 dBW 15 dBW 

Free Space Loss Downlink LS 204.88 dB 204.88 dB 

Receiver Gain Gr 56.26 dBW 61.53 dBW 

Receiver System Temp Ts 127K 125.8 K 

Receiver G/T G/T 35.26 (dB/K) 40.30 (dB/K) 

Received power Pr -103.62 dBm -98.152 dBm 

Received Power LNA Pr (LNA) -43.62 dBm -68.152 dBm 

Gain of LNA GLNA 60 dBm 30 dBm 

Bandwidth BW 2 kHz 2 kHz 

Gas Absorption Losses Lg 1 dB 1 dB 

Pol. and Misalign losses Lp 1 dB 1 dB 

Rain Rate R0.01 16.35 mm/h 15.36 mm/h 

Carrier to Noise Ratio C/N0 70.28 (dB/Hz) 75.70 (dB/Hz) 

3. Rain Fade Calculations 

3.1. Based on ITU-R 

Rain fade which is the main source of error in path loss calculations, changes with frequency, location, 

polarization and rainfall rate. The amount of loss due to rain can be calculated using  

LRAIN = γR DS                                                                                                                                                         (1) 

Where   LRAIN is the rain loss (or attenuation) in dB, γR is the specific attenuation in dB/km, and DS is 

the path length through the troposphere in km which is measured from the freezing point (zero-degree 

isotherm, the level at which it is assumed that all rain originates) in the atmosphere to the receiving 

antenna. To calculated the rain loss, latitude () and longitude of the earth station should be known. 

Inaddition the antenna altitude of the station; hs km, the frequency of operation, and the polarization of 

the signal should also be known. Schematic presentation of an Earth-space path is shown in Fig.1 

                            



Sakarya University Journal of Computer and Information Sciences 

 

Kaya et al. 

356 

 

Figure 1. Schematic representation of an Earth-space path [7], [8], [9], [10] 

𝑫𝑺 =
(𝐡𝐫 − 𝐡𝐬)

𝒔𝒊𝒏Ө
 (2) 

Where hr is the rain height from the sea level, hS is the distance of the satellite receiving antenna to the 

sea level, and Ө is the elevation angle. ITU-R Recommendation P.839 relates rain height to location 

which is reproduced in Table 2. 

Table 2 Rain height, hr for different regions of the Earth [11] 

 

 

 

 

 

 

 

The elevation angle Ө and the rain path DS can be calculated as 43.145° and 3.8976 km respectively. 

Besides, Antenna-A was used between 2012-2015 whose hS is 1086 meters, Antenna-B was used 

between 2016-2019 whose   hS is 1095 meters from the sea level. The elevation angle Ө and the rain 

path DS can be calculated as of 43.145° and 3.885 km respectively. Using equation the specific 

attenuation, γR can be found from for each year [6].  

γR = kRα                                                                            (3) 

where k  (either kH or kV), and  (either H or V) are frequency-dependent parameters given in ITU-R 

Recommendation P-838 [8] as shown in the first three rows of Table 3. If the beacon signal is 

horizontally polarized then kH, and H are used in equation (3). 

Table 3 Frequency-dependent coefficients for estimating specific rain attenuation [7] 

Frequency 

(GHz) 
kH H kV V 

11.000 0.01772 1.2140 0.01731 1.1617 

11.120 0.01840 1.2097 0.01790 1.1563 

 

Latitude  𝐡𝐫 (km) Region 

> 23 North 5 - 0.075 (-23) 
Northern hemisphere  

(except North America & 

Europe) 0 <  <23 

North 
5 

Northern hemisphere 

(except North America & 

Europe)   
3.2-0.075 (-35) 

Northern hemisphere North 

America & Europe west of 

60 E Longitude 0≥≥21 South 5 Southern hemisphere 

21S ≥≥71 

South 

5 + 0.1( +21) Southern hemisphere 

71 South  >   Southern hemisphere 



Sakarya University Journal of Computer and Information Sciences 

 

Kaya et al. 

357 

TURKSAT carrier frequency is 11.120 GHz [6] and corresponding; k and  factors that are calculated 

using the ITU recommendation P 838 [7]. The rainfall rate R is another parameter necessary to calculate 

the attenuation coefficient, γR Table 4 links the rainfall rates to the percentage of the time it is exceeded 

in any year by rainfall regions of the world [5] as per ITU recommendation. It indicated before [5], 

Turkey falls in region K. For γR calculations, it is assumed that the rainfall rate that will only be 

exceeded 0.01% of the time for a satellite terminal in Turkey, Golbası (i.e. the rainfall rate that will give 

99.99% availability). From that, the rain rate to be used as per ITU recommendation becomes 42 mm/h. 

TURKSAT is located in the central Anatolian region of Turkey, in the Gölbaşı of Ankara. It has 39°46 

'N and 32°49' E values as coordinates. Since the meteorology station in the center of Gölbaşı is 20 km 

between TURKSAT premises, measurements is taken with the meteorology equipment (Davis Vantage 

Pro2) in the center of the ground station. Since meteorology equipment and antennas are in the same 

place, it enabled us to get more accurate results. Annual rain rate and rain attenuation are calculated 

according to the data obtained from the measuring device located at the ground station [6].   

Table 4 Rainfall rate R to the percentage of the time it is exceeded in any year by region [11] 

%R 

time 

exceeded 
A B C D E F G H J K L M N P Q 

1.0 <0.1 0.5 0.7 2.1 0.6 1.7 3 2 8 1.5 2 4 5 12 24 

0.3 0.8 2 2.8 4.5 2.4 4.5 7 4 13 4.2 7 11 15 34 49 

0.1 2 3 5 8 6 8 12 10 20 12 15 22 35 65 72 

0.03 5 6 9 13 12 15 20 18 28 23 33 40 65 105 96 

0.01 8 12 15 19 22 28 30 32 35 42 60 63 95 145 115 

0.003 14 21 26 29 41 54 45 55 45 70 105 95 140 200 142 

0.001 22 32 42 42 70 78 65 83 55 100 150 120 180 250 170 

3.2 Rain Fade Based on Long Term Meteorological Data at Golbası/Ankara 

ITU-R P.618-12 recommends to use 42 mm/h rain rate for rainfall attenuation for region ‘K’. 

Whereas, as can be seen from Table 5 and Table 6, smaller the rain rates are calculated by ITU-R-

838 Model by using the measured values. The related tables show also the calculated values and 

actual values derived from antenna system. There are minor differences between the calculated and 

measured LRAIN due to the differences in antenna system (i.e, diameter, rain sensor and rain blower). 

 
Table 5 Rain rates for years Turksat Golbasi region [6], [12], [13] 

 

 

 

 

 

Table 6 Rain rates for years Turksat Golbasi region [6], [12], [13] 

 

 

 

 

 

 

 

Year 

Rain Rate at 

0.01% (mm/hr) 

E°  

Antenna-A 
Ds  (km) 

Calculated 

LRAIN (dB) 

Measured 

LRAIN (dB) 

Difference 

(dB) 

2012 9.54 mm/h 43.146 3.897 1.099 0.529 0.570 

2013 10.21 mm/h 43.146 3.897 1.193 0.533 0.660 

2014 16.35 mm/h 43.146 3.897 2.110 0.912 1.198 

2015 14.78 mm/h 43.146 3.897 1.867 0.757 1.110 

Year 

Rain Rate at 

0.01% 

(mm/hr) 

E° Antenna-

B 
Ds  (km) 

Calculated 

LRAIN (dB) 

Measured 

LRAIN (dB) 

Difference 

(dB) 

2016 13.54 

mm/h 

43.145 3.885 1.674 0.630 1.374 

2017 12.06 

mm/h 

43.145 3.885 1.455 0.589 0.866 

2018 15.36 

mm/h 

43.145 3.885 1.950 0.715 1.235 

2019 14.23 

mm/h 

43.145 3.885 1.778 0.678 1.100 
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4. Conclusion 

While examining the losses in satellite communication link budgets, calculation of margins become very 

significant. Climatic conditions and rain precipitation value of Golbasi region are different from the 

region ‘K’, determined by ITU-R. Considering this region, same climatic area as South Asia and North 

Iraq does not always give a correct result [5]. Rain precipitation rate in tropical areas is different from 

continental climate. It has precipitation rate between 10-25 mm/h in accordance with data taken from 

meteorology and it is rarely above 25 mm/h. When precipitation rate gets higher, loss rate also gets 

higher according to ITU-R 838 model. According to this study, the value of 42 mm/h seem to be very 

conservative value comparing the long term meteorological rain data for Turkey [13], [14], [15]. 

Considering the region 'K' rain rate is 42 mm/h, this corresponds to about 6.6 dB rain attenuation for 

TURKSAT location. On the other hand, for Antenna-A case, the maximum observed value at 2014 was 

16.35 mm/h which corresponds to 2.11 dB rain attenuation. In this case, the diameter of Antenna-A can 

be reduced from 7.2 meters to 4.5 meters as per calculations result. For Antenna-B, the maximum 

observed rain rate was 15.36 mm/h at 2018 which corresponds to 1.95 dB of rain loss. In that case, the 

diameter of Antenna-B can be reduced from 13.2 meters to 7.7 meters as per calculations. It is shown 

with this research that ITU-R-612 has conservative values comparing the actual results. The major gain 

from the study is to have opportunity of reduction of antenna diameter as well as minor profits due to 

the other units of the antenna systems (i.e HPA, LNA). 
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