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Abstract 

In this paper, the dataset of real incidents that occurred in Turkey between 2013 and 2017 and are regarded as acts 

of terrorism without any doubt, according to Global Terrorism Database (GTD) is used to predict the group names 

responsible for unknown attacks.  Principal Component Analysis (PCA) technique was used for feature selection. 

A novel voting method between five classification algorithms such as Random Forests, Logistic Regression, 

AdaBoost, Neural Network, and Support Vector Machine was used to predict the names. The results clearly 

demonstrate that the classification accuracy of all classifiers studied in this paper improved when PCA was used 

to select features as compared to selecting features without using PCA. The prediction of terrorist group names 

with PCA based feature reduction and the original features is carried out and the results are compared. 

Keywords: prediction, classification, GTD dataset, PCA 

1. Introduction 

Since the September 11 terror attack, terrorism has become a global phenomenon and terrorist attacks 

are leading issues today and have become a focal point of concentration for different communities in 

the world. The term ‘terrorism’ is defined by the Central Intelligence Agency, U.S. state department and 

Department of defense as “premeditated, politically motivated violence perpetrated against 

noncombatant targets by subnational groups or clandestine agents, usually intended to influence an 

audience”[1]. 

This phenomenon is attracting the attention of various researches belonging to different organizations 

such as the National Union for the Study of Terrorism and Terrorism Responses (START).  START is 

a division of the Center for Homeland Security of Excellence at the University of Maryland [2],[3] 

which monitors terrorist operations in the world and puts them in an open source database called Global 

Terrorism Database (GTD). 

GTD is the most comprehensive base of operational information on terrorism in the world. The base 

contains information on terrorist events around the world from the year 1970 with annual updates. Based 

on this database, the Institute for Economics and Peace (IEP) publishes its annual Global Terrorism 

Index (GTI) on terrorism that assigns ranks to nations in the world according to the impact of terrorism. 

According to the 2018 global terrorism index, The Middle East, to which Turkey belongs is reported to 

be the most affected region by terrorism. Turkey is ranked the 12th most affected country by terrorism 

in the world [4]. 

GTD dataset is used as source of the entire information related with the terrorist attacks examined in 

this work. From this dataset, terrorist attacks which occurred in Turkiye between 2013 and 2017 are 

referenced. The most active terrorist groups that are identified based on the dataset are Kurdistan 

Workers' Party (Partiya Karkerên Kurdistanê PKK), Islamic State of Iraq and the Levant (ISIL), 

Kurdistan Freedom Hawks (Teyrêbazên Azadiya Kurdistan TAK), Revolutionary People's Liberation 

Party/Front (Devrimci Halk Kurtuluş Partisi-Cephesi DHKP/C), Peace at Home Council (PHC), etc. 

However, there are a significant number of attacks which are not claimed by any of these known terrorist 

groups.  

https://orcid.org/0000-0003-4726-7805
https://orcid.org/0000-0001-9742-6021
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The rest of the paper is outlined as follows. Section 2 presents related works that have been done in the 

area. Our proposed methodology is presented in Section 3, Section 4 presents experiments, and the 

results obtained. Section 5 presents the results and discussion. The conclusion and future works are 

presented in Section 6. 

2. Related Work 

Prediction of terrorist groups after an attack is one of the most important steps for counter terrorism. As 

soon as we are able to find the involved group name, we will be able to make strategies to catch the 

culprits. 

There is no international consensus on what counts as terrorism and what is not. However, Global 

Terrorism Index (GTI) defines terrorism as “the threatened or actual use of illegal force and violence by 

a non-state actor to attain a political, economic, religious, or social goal through fear, coercion, or 

intimidation.”  Terrorism can be claimed by known terrorist groups, affiliated groups or individual 

terrorists. Terrorist attacks can have an enormous impact on wide sections of society [5]. 

The risks posed by a particular terror incident signify the magnitude of the act. In addition to major risks 

to people such as death, injuries and abduction, terrorism has a great effect on the economy too.  

Considering these and other minor disorders introduced due to the act of terrorists, responsible bodies 

such as law-enforcement agencies, police department and homeland security in general have to act 

accordingly. These acts which are generally known as counter terrorism may include community-based 

prevention and military operations. Counterterrorism requires understanding of the dynamic nature of 

terrorism, identification of patterns and determination of the magnitude of an attack, and consequently 

prioritizing the resources. However, the availability of large volumes of data related to terror makes 

manual analysis unimaginable.  Traditional terrorist group name prediction techniques include email 

tracking, telephone signal information, and social network analytics [6]. These methods rely on manual 

analysis and are not efficient any more mainly because of the dynamic nature of terrorist groups and 

their actions. As important as it is, prediction requires more intelligent techniques which are reliable and 

can cope with the complexities associated with each terrorist acts. As is being effective in other 

prediction tasks, pattern recognition and machine learning techniques can be considered as a potential 

solution for terrorist group name prediction too. More importantly, prediction requires more intelligent 

techniques which are reliable and can cope with the complexities associated with each terrorist act. 

Communities from various fields have participated in one or more ways to provide tools that facilitate 

counter terrorism. Among these tools are crime category prediction [7], perpetrator prediction [6], [8], 

[9], [10] , geographical and socioeconomic features [11],[12], future trend prediction and risk magnitude 

determination [11] tools.  Machine learning techniques such as classification and clustering are the core 

for solutions provided by computer scientists and statisticians purposely for pattern discovery and 

therefore determine how far threatening a given terrorist group is.  

There are a limited number of prior works relying on machine learning. However, these works report 

low accuracy and efficiency which can be attributed to feature redundancy and non-descriptiveness of 

datasets. Talreja et.al [6] proposed Factor Analysis of Mixed Data on the dataset to reduce the dimension 

of attributes and include only the twelve most prominent features to predict the perpetrators. Tolan and 

Soliman [9]studied five classification algorithms for terrorism prediction in Egypt. Their paper proposed 

mode-imputation and Litwise deletion approach to handle missing data and only six features were used 

based on manual, feature selection. Gohar et al [10] proposed a classification based approach for terrorist 

group prediction.  In their work, it is stated that only seven attributes are selected for the classification 

task. However, there is no clear information on how these features are determined to be the most 

descriptive.  Sachan  and Roy [14] proposed a clustering based terrorist group prediction model which 

takes six attributes of an incident into account. Redundant features are removed and missing values are 

either deleted or edited based on other information sources. In their paper, there is no particular feature 

selection method, rather weight is assigned to each attribute representing its importance. The most 



Sakarya University Journal of Computer and Information Sciences 

Fadel and Oz 

259 

 

 

important features and their weights are determined through trial and error.Fatih et.al [15] proposed a 

crime prediction model that identifies and clusters incidents based on the similarity of attacks and 

attributes. Selection of the most important features involves the intervention of a domain expert. Python 

et al. [11] developed a model to predict terrorist attacks by training various machine learning models 

using data from GTD terrorist attacks committed between 2002 and 2016. They focused on geographic 

and socio-economic features to predict attacks on separate spatial time periods. Their results were 

impressive but inaccurate due to the wide geographical division because each region may contain 

different terrorist groups with different goals. In the study by Buffa et al. [12], the study target area was 

divided into hexagonal-grid cells of 25 square kilometers. They used five machine learning models and 

four spatial statistics to assess the validity of the results and improve inferences for the spatial processes 

between terrorist attacks. This analysis resulted in a Random Forest model that achieves an accuracy of 

0.99 in predicting the presence or absence of terrorism, with a spatial accuracy of about 5 km. The results 

were validated by strong F1 and mean accuracy scores of 0.96 and 0.97, respectively. Inspired by the 

effectiveness of feature selection and dimension reduction, in this work, the redundant and non-

descriptive features are identified and removed from the original dataset before training a given 

supervised learning algorithm. We proposed the application of PCA for feature selection and dimension 

reduction. The classification accuracies obtained from the resulting feature sets are better than state- of 

the- art methodologies which rely on manual feature selection.    

In GTD dataset, there are 1281 total incidents that occurred in Turkey between 2013 and 2017.  In some 

cases, there is still an ambiguity to describe such incidents as terrorist attacks. In this work, we consider 

incidents where there is essentially no doubt as to whether they are acts of terrorism. Such incidents 

total to 890. From this total, 718 of them are identified by the entity that implemented them, which from 

now onwards are referred to as Known attacks. For example, an assailant opened fire on civilians 

celebrating the 2017 New Year outside Reina restaurant in Istanbul, At least 39 were killed and 69 

injured including foreign tourists [16]. The assailant was arrested later and ISIL claimed responsibility 

of the attack. 

Despite the terrorist groups' claim of their terrorist operations and their actions, there are still many 

terrorist attacks whose perpetrators have remained unknown. The remaining 172 instances (20%) of the 

890 terrorist attacks in Turkey between 2013 and 2017 are not claimed by any group name, and as a 

result are called Unknown attacks. For example, the assailants opened fire on Ufuk Cafe in Istanbul in 

02/01/2016, two people lost their lives and five others sustained injuries from the attack. No group 

claimed responsibility for the incident [17]. 

In this paper, we use classification algorithms to predict the names of the groups that might be 

responsible for such attacks. In order to predict the names of unknown attacks, we use the existing 

description of the known attacks. The GTD dataset describes each attack with 132 features, including 

the date and location of the incident, the weapons used, the nature of the target, and the number of 

casualties, etc. Some of the features in the dataset are redundant, consequently, they have no role in 

improving the prediction accuracy. At the same time, there are features which are completely irrelevant 

for the classification to be done. Such features need to be identified and removed before proceeding to 

the next stage. The process of determining and removing redundant, irrelevant features is termed as 

feature dimension reduction. 

There are two principal algorithms for dimensionality reduction: Principal Component Analysis (PCA) 

and Linear Discriminant Analysis (LDA). The basic difference between these two is that LDA uses 

information of classes to find new features in order to maximize its separability while PCA uses the 

variance of each feature to do the same [18]. The idea behind PCA is simply to find a low-dimension 

set of axes that summarize data. [19] found that PCA can improve the predictive performance of machine 

learning algorithms in the classification of high dimensional data. In this paper, we use PCA to reduce 

the dimension of these features. We also evaluated the prediction accuracy to assess how representative 

the remaining features are. 
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The main contributions of this research are as follows: 

1. Presents a tool that can assist law enforcement personnel to take advantage of the historical 

information of terrorist operations to identify potential terrorist organizations that may be the 

perpetrators of new attacks through the characteristics of their previous attacks. This will help 

the authorities to gain time in order to take the necessary measures to arrest the perpetrators 

quickly. 

2. Predict the names of the terrorist groups that carried out a number of terrorist attacks in Turkey, 

which were classified as unknown.  

3. Demonstrates the application of PCA to reduce data, limit dimensions and the utility of 

improving the performance of a variety of automated learning methods. In previous works, a 

certain number of attributes are selected and a focus is placed on the one-way learning method. 

4. Describes a method of rating the classification of materials based on the difference between the 

total probability of the class assigned in all the algorithms compared to the total probability of 

other items, which means selection based on the collection of several different algorithms. 

3. Proposed Technique 

The proposed framework consists of several phases. These phases (shown in Figure 1) include: 

preprocessing to clean the dataset, splitting the dataset in two (known dataset:  containing attacks with 

known responsible group name and the unknown dataset: containing attacks with unknown responsible 

group name).  PCA is applied on a known dataset to select the most important features describing a 

given class. These features are used later by classification algorithms to build the prediction model.  The 

resulting features from PCA from the known dataset is used for unknown dataset too. Then the predictor 

model was employed to predict the names. 

 

Figure 1 Proposed technique framework 

3.1 Dataset Pre-processing 

Pre-processing is an essential step performed on the data set to make data more suitable for mining. In 

the examined dataset in this work, each terrorist incident was described by 134 attributes. Dataset 

preprocessing was carried out manually. Some attributes have been removed and some attribute values 

are grouped based on some specified conditions. The result of this procedure is a dataset without any 

missing values. 
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The criteria employed to remove the attributes is given as follows.  

• The dataset contains a lot of missing values, so the attributes whose fields contain more than 

50% missing values are deleted. 69 attributes were deleted accordingly. 

• The attributes that contain additional relevant details about the attack such as: summary (a brief 

narrative summary of the incident), addnotes (more information that was not contained in any 

of the dataset fields), location (information specifying the location where the incident took 

place), latitude, longitude, ... etc. 

• The attributes representing data collection methods about an attack such as the Dbsource 

attribute (identify the original data collection effort), scite1, scite2, and scite3 (cites the various 

sources from which the incident information was compiled). 

• Attributes which we found that the data fields are fixed for all fields. Because the dataset we 

selected includes only events that occurred in Turkey and were classified as terrorist acts. These 

attributes include: country (Country name), region (the regions which the country is located in) 

crit1, crit2, crit3 (variables that show that the inclusion criteria are met), and individual 

(indicates person(s) who carried out the attack but do not belong to a known terrorist group or 

organization). 

• Attributes containing subcategories of major classifications like weapsubtype1_txt which shows 

the type of weapon used to carry out the attack. 

• The features containing the number of casualties such as: nkill (number of killed), nkillus (The 

number of U.S. citizens killed), nkillter (number of perpetrators killed), nwound (number of 

wounded), nwoundus (The number of U.S. citizens wounded), and nwoundte (number of 

perpetrators wounded). These attributes were excluded, which is a result of the terrorist 

operation and has no direct impact on the name of the entity that carried out the operation. 

The values of some attributes (types of instances) have been grouped as follows:  

• Day and month attributes were integrated into one attribute called season  and the values were 

distributed according to the four seasons. By closely analyzing the dataset, we note that the 

intensity of terrorist operations increases in the summer and the beginning of the fall (in the 

months of July, August and September) and decrease in winter and early spring (December until 

March). 

• The attribute provstate, describe name of a place. The value of this field contains 43 city names 

and these cities are merged according to the region to which they belong. Turkey's provinces 

are distributed into 7 major regions. 

• Attributes targtype1_txt (captures the general type of target), attacktype1_txt (captures the 

general method of attack type), and gname (name of the group that carried out the attack) were 

partially merged. Table 1 describes the merged values of each attribute.   

• Attribute natlty1_txt which includes nationality of the target that was attacked, it merged to 3 

categories: Turkey, Foreign, and international. 

3.2 Principal Component Analysis (PCA)  

PCA is a technique used for data compression and feature extraction. Its main purpose is to analyze data 

to identify and find patterns in order to reduce the dimensions of the dataset into fewer dimensions which 

act as summaries of features with minimal loss of information [20]. 

Assume that X = x1, x2, … , xn is a dataset consisting of n dimensional data vectors, our goal is to scale 

down this n-dimensional dataset to a k-dimensional subspace (where k < n). 
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Table 1 Merged attribute values 

Attribute Category # New Category 

targtype1_txt 

Government (General) 59 
Government 

Government (Diplomatic) 4 

Military 59 Military and 

Police Police 275 

Private Citizens & Property 203 
Private Property 

Business 70 

Educational Institution 46 

Institutions 

 

Journalists & Media 17 

NGO 2 

Tourists 2 

Religious Figures / 

Institutions 

9 

Utilities 18 

Transportation 18 
Transport 

Airports & Aircraft 2 

Unknown 66 
Other 

Other 4 

attacktype1_txt 

Hostage Taking 

(Kidnapping) 
60 

Hostage Hostage Taking (Barricade 

Incident) 
2 

Hijacking 2 

Unarmed Assault 2 
Other 

Unknown 29 

gname 

Turkish Communist 

Party/Marxist (TKP-ML) 
2 

Other 

Fetullah Terrorist 

Organization 
1 

Peoples' United 

Revolutionary Movement 

(HBDH) 

1 

The Independent Military 

Wing of the Syrian 

Revolution Abroad 

1 

Maoist Communist Party 

(MKP) 
1 

Free Syrian Army 1 

People's Defense Unit 

(Turkey) 
1 

The n-dimensional mean vector  μ is 

𝝁 =
𝟏

𝒏
∑ 𝒙𝒊

𝒏

𝒊=𝟏

 (1) 

The covariance matrix (𝐶𝑜𝑣) of the dataset is: 

𝑪𝒐𝒗 =
𝟏

𝒏
∑(𝒙𝒊 − 𝝁)(𝒙𝒊 − 𝝁)𝑻

𝒏

𝒊=𝟏

 (2) 

The eigenvalues and eigenvectors of the covariance matrix are calculated using 

𝑪𝒐𝒗𝒗𝒊 =  𝝀𝒊𝝂𝒊 (3) 

Where 𝜆 = Eigenvalue, 𝜈 =Eigenvector. 
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Let 𝛬 = 𝑑𝑖𝑎𝑔[𝜆1, 𝜆2, … , 𝜆𝑘].  𝛬 is a diagonal matrix of eigenvalues. The matrix 𝑉 contains the 

eigenvectors 𝑉 = [𝜈1, 𝜈2, … 𝜈𝑘] and the is orthonormal 𝑉𝑇𝑉 = 𝐼𝑘.  Where, 𝐼𝑛 is the 𝑘 ×  𝑘 identity matrix. 

Sort the eigenvectors by decreasing eigenvalues (𝜆i ≥  𝜆i+1)  

Let the matrix W = [𝜈1, 𝜈2, … 𝜈𝑘] , contain the first 𝑘 eigenvectors  

The low dimensional feature vector of a new input data is determined by 

𝒚 = 𝐖𝑻. 𝒙 (4) 

When we applied the above equations to our dataset, from 51 principal components (PC), we found 31 

components that are most contributing principal components. This contributes 95.9% of eigenvalues 

(Figure 2).  

 

Figure 2 Principal components variance 

Principle components also make distinction between classes much clearer. (Figure 3) shows the plot of 

the data points using only PC1 and PC7 principal components. It might be proper to use class tags to 

visualize the dataset as well. Looking at the graph, we can see that only two feature variables can be 

used to visualize the whole dataset properly as compared to having thirteen feature variables. Although 

the classes are not well differentiated but it helps to reduce the feature set without the loss of much 

information. 

4. Classification Algorithms 

Classification and prediction are the prominent approaches for data mining in various fields. They are 

predictive models that predict the future trends based on some training datasets. 

In the classification phase, a method of voting between 5 different machine learning algorithms was 

used. These algorithms are Random Forests, Logistic Regression, Adaptive Boosting (AdaBoost), 

Neural Network, and Support Vector Machine (SVM). 

• SVM  is a widely used machine learning algorithm. It can also be employed for both 

classification and regression purposes. The main idea of SVM is to construct maximum-margin 

hyperplane between any class data point within the training set, this can give a greater chance 

of new data being classified correctly [21]. 
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Figure 3 Clustering based on PC1-PC7 

  

• Random Forests is an algorithm that is used for both classification and regression tasks by 

creating a forest and making it random. The created “forest”, is an ensemble of Decision Trees. 

The forest is trained using “bagging” method in most cases. Bagging is a combination of 

learning models to improve the overall result. Bagging can also be used for both classification 

and regression problems [22].  

• Logistic regression is a probabilistic, statistical method for classifying data into discrete 

outcomes. It is named as ‘Logistic Regression’ because its underlying technique is quite the 

same as Linear Regression. But the biggest difference lies in what they are used for. Linear 

regression algorithms are used to predict/forecast values, but logistic regression is used for 

classification tasks [23]. 

• AdaBoost is an ensemble classifier that attempts to create a strong classifier from a number of 

weak classifiers. When used in conjunction with various types of learning algorithms, 

performance is improved. A weighted sum of the outputs of the 'weak learners' is used to 

represent the final output of the boosted classifier [24].  

• Neural Network is a combination of units called neurons that are arranged in layers. These 

neurons convert an input vector into some output. Each neuron takes an input, applies some 

function (often nonlinear) on it and then passes its output to the next layer. In more general 

terms, neural networks are applied in a feed-forward fashion, i.e. Each layer forwards all its 

output to the next layer without feedback to the previous layer(s). A weighting mechanism is 

applied to the signals passing from one neuron to another. During the training phase, the weights 

are tuned so that the neural network adapts to a particular problem at hand [21]. 
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All these algorithms were assembled in a voting algorithm to select the appropriate class. The voting is 

carried out according to the following formula 

Assume we have 𝑘 number of classes represented by C,  

𝒄𝒋 ∈ 𝑪, 𝒋 = {𝟏, … , 𝒌} (5) 

and 𝑛 classification algorithms represented by 𝐴 

𝒂𝒊 ∈ 𝑨, 𝒊 = {𝟏, … , 𝒏} (6) 

the probability 𝑝 of the class 𝑐𝑗 in the Voting algorithm 𝑉 is the average of the probabilities of these 

classes in the classification algorithms 

𝒑(𝑽, 𝒄𝒋) =  
𝟏

𝒏
∑ 𝒑(𝒂𝒊, 𝒄𝒋)

𝒏

𝒊=𝟏
 (7) 

The predicted class “𝑃𝑟𝑒𝑑𝑐” or the voted class “𝑉𝑐” in the voting algorithm is the class with the max 

probability. 

𝑽𝒄 = 𝒎𝒂𝒙 {𝒑(𝑽, 𝒄𝟏), 𝒑(𝑽, 𝒄𝟐), … , 𝒑(𝑽, 𝒄𝒌)} (8) 

Let us consider 2 algorithms (𝑎1 and 𝑎2) and 3 classes (𝑐1,𝑐2, and 𝑐3) as given in the Table 2. 

Table 2 Voting algorithms 

Classification Algorithm 1 Classification Algorithm 2 Voting Algorithm 

𝑝(𝑎1, 𝑐1) 𝑝(𝑎1, 𝑐2) 𝑝(𝑎1, 𝑐3) 𝑃𝑟𝑒𝑑𝑐  𝑝(𝑎2, 𝑐1) 𝑝(𝑎2, 𝑐2) 𝑝(𝑎2, 𝑐3) 𝑃𝑟𝑒𝑑𝑐  𝑝(𝑉, 𝑐1) 𝑝(𝑉, 𝑐2) 𝑝(𝑉, 𝑐3) 𝑉𝑐 

0.53 0.07 0.4 𝑐1 0.45 0.03 0.62 𝑐3 0.44 0.05 0.51 𝑐3 

0.05 0.15 0.8 𝑐3 0.01 0.10 0.89 𝑐3 0.03 0.125 0.845 𝑐3 

0.58 0.32 0.1 𝑐1 0.18 0.77 0.05 𝑐2 0.38 0.545 0.075 𝑐2 

4.1 Performance measurement 

Accuracy, Precision, Recall and F1-score metrics generally are used to evaluate the performance of 

different classification algorithms [25].  

Since the dataset is multiple class, averaging the evaluation measures can give a view of the general 

results. There are two names to refer to averaged results: micro-averaged and macro-averaged results.  

• In the Micro-average method, a sum of the individual true positives, false positives, and false 

negatives of the system for different sets is obtained to get the statistics about them. 

• In Macro-average, the average of the precision and recall of the system on different sets is taken. 

Since there is no balance between the number samples for each class in the dataset, (PKK represents 

82.3% of the class while ISIL = 9.9, DHKP/C = 2.8, PHC=2.7 TAK = 1.5% and Other = 1.1), Micro-

average is preferable if there is a class imbalance problem [26]. 

5. Results and Discussion 

Each classifier was employed on known datasets both before and after feature dimension through PCA. 

The accuracy was estimated with 10-fold cross validation. The performance comparison of the 

classification learners on the two datasets is shown in Table 3.  The results clearly show that PCA based 

feature dimension reduction led to an improved accuracy in all algorithms. 

The comparative analysis based on results obtained using the proposed approach to that of other 

literature using GTD dataset is shown in Table 4. 
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Table 3 Accuracy results of selecting featurs usnig PCA (⊕) and without using PCA (⊖) 

Algorithm 
Accuracy F1 Micro-average 

⊕ ⊖ ⊕ ⊖ 

AdaBoost 92.5% 90.8% 96.1% 95.2% 

Logistic regression 90.7% 88.2% 95.1% 93.7% 

Neural Network 91.9% 90.4% 95.8% 95.0% 

Random Forests 92.2% 90.5% 95.9% 95.0% 

SVM 88.3% 86.9% 93.8% 93.0% 

Voting 92.9% 91.2% 96.3% 95.4% 

 

Table 4 Comparative results 

  Current Talreja 

et al. 

Mohammed 

and Karabatak 

Tolan and 

Soliman 

Goha

r et 

al 

Dataset Country Turkey India Turkey Egypt world 

Period 
2013-

2017 
1970-

2015 

2016 1970-2013 1970-

2012 

Features 17 12 6 6 7 

Classification  

algorithm 

AdaBoost 92.5     

Bayes Net   61.41   

C4.5/J48  60 64.13 56.56  

decision stump 

(DS) 

    84.97 

ID3    26.01 91.30 

KNN   51.1 73.03 83.43 

Logistic 

regression 

90.7     

NB   58.15 69.03 92.75 

Neural network 91.9     

Random forest 92.2 58.5    

SVM 88.3 73.2 59.78 75.42  

Voting 92.9    93.40 

In terms of predictions of names of terrorist groups in the unknown dataset. Table 5 shows the number 

of predicted names for each terrorist group using the algorithms in both cases. Note the difference in the 

number of operations per group depending on the algorithm and the case.  However, all the algorithms 

and cases agreed to predict 0 times to the terrorist group PHC. This is logical because all their operations 

occurred between 15/July/2016 and 16/July/2016  when it announced its name and made a coup attempt 

to overthrow the government in Turkey. 

Table 5 Predicted terrorist organizations’ names and number of attacks using PCA (⊕) and without (⊖) 

Algorithm 
PKK ISIL DHKP/C TAK PHC Other 

⊕ ⊖ ⊕ ⊖ ⊕ ⊖ ⊕ ⊖ ⊕ ⊖ ⊕ ⊖ 

AdaBoost 144 132 22 25 3 6 2 5 0 0 1 4 

Logistic Regression 122 139 24 19 16 10 7 3 0 0 3 1 

Neural Network 127 123 25 29 11 10 6 7 0 0 3 3 

Random Forest 146 144 20 21 1 3 2 4 0 0 3 0 

SVM 110 103 34 33 13 18 8 9 0 0 7 9 

Voting 147 142 18 20 3 3 3 5 0 0 1 2 
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6. Conclusion 

This paper proposes a novel method for predicting responsible terrorist groups for unknown classified 

incidents. The proposed method consists of PCA technique for selecting features and a voting method 

between 5 best classification algorithms. The experiments are conducted using the GTD data set for the 

last 5 years terrorist incidents that occurred in Turkey. The proposed method using PCA obtained high 

results based on performance accuracy as compared to a method without using PCA.  Our accuracy 

results show a significant improvement when compared to the results obtained by (Mohammed and 

Karabatak 2018) which do not exceed 64.13%.  Moreover, an impressive result was obtained from the 

voting algorithm which is dependent on the sum of the probabilities resulting from all algorithms. 

We suggest that future work can focus on the folowing: 

- Improving the quality of terrorism-related data, by integrating GTD data with data from local 

authorities and the media. 

- Linking the geographical factor of the terrorist operation with the areas of activity of the terrorist 

organization. 

- Deeper studies of the relationship between the increase in terrorist operations at certain times 

and its relationship to political issues in the country, or to regional or international issues. 
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Abstract 

The aim of this study was to use Hierarchical Loglinear Model (HLLM) in the analysis of multiway frequency 

tables and to interpret the main and interaction effects of this model on suicide cases. 

The data set used in this study was taken from the Turkish Republic State Statistical Institute (TUIK). A total of 

6479 cases in 2016 and 2018 years were used in this analysis and the analyzes were made by considering gender, 

year and age variables. 

As a result of HLLM analysis, Year, Gender and Age, which are the main effects in suicide cases, and the 

interactions of Year × Gender and Gender × Age were found significantly (P<0.05). There was a significant 

decrease in the suicide cases in 2018 compared to 2016 (P<0.001). In the sum of the years 2016 and 2018, among 

the age groups; 2: Suicide cases were observed in the 29-49 age group with a higher rate of 41.45%, while in the 

1: 0-19 age group there were fewer suicide cases observed to 11.99%.  When factor Gender is Male, factor Year 

changed from 50.61% to 49.39% at 2016 and 2018, respectively.  However, when factor Gender is Female, factor 

Year changed from 55.71% to 44.29%. This differences in the amount of these changes caused significantly to the 

interaction of the Gender×Year.  

The results has showed that, the main and interaction effects of multiway frequency tables can be interpreted by 

using HLLM analysis without another statistical method. Hence, it is thought that researchers may prefer HLLM 

models for the multiway frequency tables. 

Keywords: contingency table, frequency table, loglinear model, suicide 

1. Introduction 

Categorical variables are widely used in the field of health.  These variables are frequently analyzed for 

statistics with tests such as Pearson Chi-square, Likelihood Ratio or Fisher Exact test [1]. The use of 

Loglinear Model (LLM) method is very limited in the field of health. The main reason for this is that 

the method is not well known, its theoretical structure and the difficulty of interpreting the results. 

LLM is a method that has been used to determine the relationships among variables of multiway 

frequency table obtained by cross-classifying sets of nominal, ordinal or discrete interval level variables. 

In this method, the variables can also be called as factor or categorigal variable. It allows to be evaluated 

as a contingency table of categorical factor [2]. The above mentioned tests are used for independence 

test in the statistical controls of contingency tables. However, when there are more than two categorical 

variables and interaction between categories out of the main effects, the above mentioned statistical 

methods are inadeuqate [3]. Interaction is the different effect of any level of a categorical variable or 

factor on various levels of other variable [4]. When investigating the presence of interaction in the 

contingency tables, the above-mentioned statistical methods are not used to explain this relationship [5]. 

Therefore, LLM, Configural Frequency Analysis (CFA) or Decision Tree (DT) methods are used for 

large data sets [6-9]. LLM is divided into three separate classes as general, logit and hierarchical. 

Hierarchical Loglinear Model (HLLM) is a method that checks whether the interaction effects are 

significant starting from the main effects in the analysis of data sets in multiway frequency table form 

of two or more dicrete variables [5]. Therefore, it differs from the general and logit methods [10, 11]. 

https://orcid.org/0000-0003-0677-7606
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Although Öğüş and Yazıcı [1], Şıklar et al. [3] and Yılmaz and Kesin [9] used LLM analysis in their 

studies, they interpreted through the Multidimensional scaling or Correspondence analysis (CA) 

methods because of the difficulties in interpreting the interaction effects.   

Suicide is an important public health problem [12]. In a previous study, Topaloglu and Atay [13] 

reported that, according to a report published by the World Health Organization, the suicide cases are 

among the top ten causes of death in the world, and a person commits suicide every 40 seconds [14]. 

The total number of suicides in Turkey in 2016 and 2018 was 6479, with an average of 8.8 people 

committing suicide every day. 

The aim of this study was to create a resource for researchers on the interpretation of interaction effects 

with HLLM analysis, by taking into account the number of suicides in Turkey in 2016 and 2018. 

2. Materials and Methods 

The suicide data used in this study were obtained from the open access database of the Turkish Republic 

State Statistical Institute (TUIK) [15]. Data of totally 6479 people in 2016 and 2018 were used. Three 

variables were considered within the scope of suicide data. Respectively, by Year (1: 2016 - 2: 2018), 

Gender (1: Male, 2: Female), Age (1: 0-19, 2:20-39, 3: 40-59 and 4: 60 and above) it is recorded. 

Considering three categorical variables in this present study, saturated HLLM, which includes all main 

and interaction effects, is written as follows [6]: 

 𝐥 𝐧(𝒎𝒊𝒋𝒌) =  𝜽 + 𝝀 𝒊
𝑨 +  𝝀 𝒋

𝑩 +  𝝀 𝒊𝒋
𝑨𝑩 + 𝝀 𝒌

𝑪 + 𝝀 𝒊𝒌
𝑨𝑪 + 𝝀 𝒋𝒌

𝑩𝑪 + 𝝀 𝒊𝒋𝒌
𝑨𝑩𝑪   (1) 

Here, the λ’s are called effects. The predicted cell count mijk based on the current hierarchical model. 

The prediction equation is the superscripts represent the variables and the subscripts represent the 

category numbers or levels of the variables. However, for the three categorical variables, in the saturated 

Loglinear model including all the main effects and interaction effects, the main effects of the A, B and 

C variables, respectively; AB, AC, BC and ABC terms show interaction effects [16]. 

2.1.Testing the fit of the model and choosing the model 

Likelihood – Ratio (G2) and Pearson (χ2) Chi-square statistics are used, respectively, to test the 

suitability of a saturated model considered in Equation (1) to the data. 

𝝌𝟐 = 𝟐 ∑
(𝒇𝒊𝒋𝒌 − �̂�𝒊𝒋𝒌)𝟐

�̂�𝒊𝒋𝒌
𝒊,𝒋,𝒌

 (2) 

and Likelihood – Ratio,  

𝑮𝟐 = 𝟐 ∑ 𝒇𝒊𝒋𝒌 𝒍𝒏 (
𝒇𝒊𝒋𝒌

�̂�𝒊𝒋𝒌
)

𝒊,𝒋,𝒌

 
(3) 

Here f ijk is the observed number for a three-way table. These statistics are; It is used to test whether the 

agreement between the observed and expected frequencies calculated according to the model is 

significant [17]. 

NCSS package program version 7.0 was used for HLLM calculations [18]. In calculation; Delta value 

as module: 0.2, Model definition: Full model, and hierarchical model, Maximum number of repetitions: 

25, maximum difference: 0.25, Alpha value: 0.05 was accepted as goodness of fit. 

2.1.2. Parameter Estimation Section 

The program uses the Maximum likelihood model parameter estimation algorithm suggested by 

Haberman [19] to determine the best saturated model. The Step Down method is used to determine the 

best saturated model, and the G2 test is used as the fit statistic of the model. In the step down method; 
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The algorithm starts the operation from the most complex model. It performs the process of finding the 

most suitable model by removing the terms from the model. The aim here is to determine the best model 

with the fewest parameters [20]. As a result, the NCSS Program proposes the best goodness of fit model 

among many prediction models.   

The fact that the P-value of both G2 and χ2 values is nonsignificant in the fit of the final model indicates 

a goodness fit of the saturated model. For this reason, it is expected that the best saturated model will 

come out with P-value nonsignificant.  

3. Result 

In Table 1, the significance of the terms that should be included in the HLLM model is analyzed. It is 

seen that the model with three or higher is significant. In the lower section, the significance results of 

whether single effects are significant or not are given. Since all three factors are significant, they will 

be included in the hierarchical model. Then, in the model selection section, the results of the best 

saturated model are given in Table 2.  

Table 1 Multiple-Term Test Section 

Multiple-Term Test Section    

K-Terms DF Like. Ratio 

Chi-Square 

Prob 

Level 

Pearson 

Chi-Square 

Prob 

Level 

1WAY & Higher 15 3078.48 <0.0001 3428.43 <0.0001 

2WAY & Higher 10 162.19 <0.0001 173.55 <0.0001 

3WAY & Higher 3 7.27 0.0637 7.25 0.0644 

K-Terms DF Like. Ratio Prob   

1WAY Only 5 2916.28 <0.0001   

2WAY Only 7 154.92 <0.0001   

3WAY Only 3 7.27 0.0637   

Note: Simultaneous test that all interactions of order k are zero. These Chi-Squares are differences in the 

above table. P≤0.20: Significance reference value: 0.20.  
Table 2 Statistical results for determination of the best saturated model 

Step-Down Model-Search Section 

Step 

No 

Best 

No 

 

DF 

Chi- 

Square 

Prob 

Level 

Deleted 

Term 

 

DF 

Chi- 

Square 

Prob 

Level 

Hierarchical 

Model 

1 1 0 0.0 1.0000 None 0 0.0 <0.0001 ABC 

2 1 3 7.3 0.0637 ABC 3 7.3 0.0637 BC,AC,AB 

3 2 6 147.6 <0.0001 BC 3 140.3 0.0000 AC,AB 

4 2 6 8.4 0.2135 AC 3 1.1 0.7825 BC,AB 

5 2 4 19.7 0.0006 AB 1 12.5 0.0004 BC,AC 

6 4 9 149.2 <0.0001 BC 3 140.8 <0.0001 AB,C 

7 4 7 21.4 0.0033 AB 1 13.0 0.0003 BC,A 

Best model found: BC, AB       

4 4 6 8.4 0.2135 AC 3 1.1 0.7825 BC, AB 

Model Section : Hierarchical Model: BC, AB  
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The main purpose of Table 2 was to exhibit the best model with the fewest terms. The NCSS Program 

defined the model in Step 4 as the best saturated model. The results of the goodness of fit of this saturated 

model are as follows.  

The parameter estimation results of the saturated model were given in Table 3. As can be seen Table 3, 

the main effects and the interaction effects of the model were found to be significant (P<0.05).  

Table 3 Statistical results of the main effects and the interaction effects of the saturated model 

Chi-Square Tests Section            

DF 

Like. 

Ratio 
Prob Pearson Prob 

Model     

 

Chi-

Square 
Level 

Chi-

Square 
Level 

 

6 8.35 0.2135 8.33 0.215 BC,AB      

Parameter Estimation Section            

Model 
Number 

Count     
Percent Average Effect Effect Effect  

Cells Count Log(Count) (Lambda) Std. Error Z-Value P value 

Mean 16 6479 100 5.7632 5.7632 0.0155 371.78  <0.001 

A: Year                

1 8 3366 51.94 5.8267 0.0635 0.0155 4.10  <0.001 

2 8 3114 48.06 5.6997 -0.0635 0.0155 -4.10  <0.001 

B: Gender                

1 8 4789 73.91 6.2395 0.4763 0.0155 30.73  <0.001 

2 8 1691 26.09 5.2869 -0.4763 0.0155 -30.73  <0.001 

C: Age                

1 4 777 11.99 5.2575 -0.5057 0.03 -16.86  <0.001 

2 4 2686 41.45 6.3652 0.602 0.0221 27.21  <0.001 

3 4 1912 29.51 5.962 0.1988 0.0253 7.87  <0.001 

4 4 1105 17.05 5.4681 -0.2951 0.0293 -10.08  <0.001 

B: Gender                

1 8 4789 73.91 6.2395 0.4763 0.0155 30.73  <0.001 

2 8 1691 26.09 5.2869 -0.4763 0.0155 -30.73  <0.001 

C: Year                

1 4 777 11.99 5.2575 -0.5057 0.03 -16.86  <0.001 

2 4 2686 41.45 6.3652 0.602 0.0221 27.21  <0.001 

3 4 1912 29.51 5.962 0.1988 0.0253 7.87  <0.001 

4 4 1105 17.05 5.4681 -0.2951 0.0293 -10.08  <0.001 

AB: Year, Gender            

1,1 4 2424 37.41 6.2518 -0.0512 0.0155 -3.30  <0.001 

1,2 4 942 14.54 5.4016 0.0512 0.0155 3.30  <0.001 

2,1 4 2365 36.5 6.2272 0.0512 0.0155 3.30  <0.001 

2,2 4 749 11.56 5.1723 -0.0512 0.0155 -3.30  <0.001 
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BC: Gender, Age            

1,1 2 437 6.75 5.3876 -0.3462 0.03 -11.55  <0.001 

1,2 2 2008 31 6.9119 0.0704 0.0221 3.18  <0.001 

1,3 2 1509 23.3 6.6262 0.188 0.0253 7.44  <0.001 

1,4 2 833 12.86 6.0323 0.0879 0.0293 3.00 0.0014 

2,1 2 339 5.24 5.1275 0.3462 0.03 11.55  <0.001 

2,2 2 677 10.45 5.8186 -0.0704 0.0221 -3.18  <0.001 

2,3 2 402 6.21 5.2977 -0.188 0.0253 -7.44  <0.001 

2,4 2 271 4.19 4.9039 -0.0879 0.0293 -3.00 0.0014 

1,2 2 942 14.54 5.4016 0.0512 0.0155 3.30  <0.001 

2,1 2 2365 36.5 6.2272 0.0512 0.0155 3.30  <0.001 

2,2 2 677 10.45 5.8186 -0.0704 0.0221 -3.18  <0.001 

2,3 2 402 6.21 5.2977 -0.188 0.0253 -7.44 <0.001 

2,4 2 271 4.19 4.9039 -0.0879 0.0293 -3.00 0.0014 

 

According to Table 3, Year, Gender and Age main effects and Year × Gender and Gender × Age 

interaction effects were found significantly (P<0.001). There was a significant decrease in the cases of 

suicides in 2018 when compared to 2016 (P<0.001). Males (73.91%) attempted suicide at a higher rate 

than females (26.09%) in the total cases of suicides in 2016 and 2018 (P<0.001). Similarly, While the 

highest suicide rate was in the 29-49 age group (41.45%), the lowest was in the 0-19 age group (11.99%).  

3.1. Interpretation of Interactions 

The interactions of Year × Gender and Gender × Age were found to be significant in Table 3. We can 

construct the following two-way table of percentages from the Count column of Table 3.    

Table 4 The table of Year × Gender interaction percentages 

Gender 
Year 

Total 
1:2016 2:2018 

1:Male 
50.61% 

(2424/(2424+2365))*100 

49.39% 

(2365/(2424+2365))*100 

 

% 100 

2: Female 
55.71% 

(942/(942+749))*100 

44.29% 

(749/(942+749))*100 

 

% 100 

 

As can be seen in Table 4, it was shown that when factor Gender is Male, factor Year changed from 

50.61% to 49.39% at 2016 and 2018, respectively. However, when factor Gender is Female, factor Year 

changed from 55.71% to 44.29%. This difference in the amount of change is what causes Gender×Year 

to be significant (Figure 1). This type of table should be created for every significant term. 

The suicide rate was found to be higher in men over the age of 20, whereas, the suicide rate in women 

was higher under the age of 20 (Table 5). This difference in the amount of change is what causes Gender 

× Age to be significant (Figure 2). 
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Figure 1 Percentage of Years × Gender interaction 

 

Table 5 The table of Gender × Age interaction percentages 

Age 
Gender 

Total 
                 1: Male 2: Female 

1:0-19 
56.32% 

(437/(437+339))*100 

43.68% 

(339/(437+339))*100 
100% 

2:20-39 
74.79% 

(2008/(2008+677))*100 

25.21% 

(677/(2008+677))*100 
100% 

3:40-59 
78.97% 

(1509/(1509+402))*100 

21.03% 

(402/(1509+402))*100 
100% 

4:60-> 
75.45% 

(833/(833+271))*100 

24.5% 

(271/(833+271))*100 
100% 

 

 

Figure 2 Percentation of Gender × Age interaction 
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4. Discussion 

It was determined that there was a significant decrease in the total number of cases from 2016 to 2018 

in the number of suicides. The main reason for this may have be the Istanbul Declaration for Women, 

which came into force in 2017, and the women who are victims of domestic violence and violence 

against women, which came into force in 2017. One-click Women's Support Service (KADES) system 

may have reduced these deaths [21,22]. Similarly, the fact that women aged of 0-19 have fewer suicide 

cases than men is consistent with both World Health Organization (WHO) and TUIK 2012 data [13]. 

However, it is highly probable that women in this age group have higher rates of suicide when compared 

to women in the older age group. This protection system developed by the state to protect women against 

domestic violence may be effective. It is thought that studies on this system may have reduced suicide 

rates, especially in women.  

When suicide cases were evaluated in terms of gender, the suicide rates of men were found to be higher 

than women in all ages and years. Kaplan and Sadock [23] reported that men tend to commit suicide 

more than women. This result is consistent with this study. 

Oğuzlar [5] tried to interpret the interactions, according to the estimation value as a result of the LLM 

analysis, and commented only as an increase or decrease. It is very difficult to make a biological 

interpretation of the estimation values of the LLM analysis. For this reason, many researchers have 

preferred the fit analysis.  

Öncel and Erdugan [6] analyzed the main effects in the LLM analysis using the Chi-square 

independence test in a study on smoking addiction. Erdem [11] reported that if the number of categories 

or factors in the contingency table is more than two, the use of Chi-square independence tests becomes 

difficult and analysis may be impossible and so it has been argued that the LLM method should be used 

in such cases. 

Many studies such as Yılmaz and Kesin [9], Yılmaz and Aktaş [24], Adıgüzel [25] and Kaşkır [26] also 

used the LLM method. Since they could not interpret the interaction effects, they tried to interpret these 

interactions with Multidimensional scaling or Correspondence analysis (CA) methods. Although 

Yılmaz and Kesin [9] described the variation of the dimensions in the graphical interpretation of the CA 

analysis, they did not mention the interactions between the variables. In another studies, it has been 

compared the CA method with the LLM method and has been argued that these two methods are 

complementary to each other [27,28]. However, the CA method is a dimension reduction method for 

categorical variables, and allows variables to visually present the relationship between subcategories in 

a two or three dimensional space [9]. This method uses various distance or proximity measurements and 

normalization methods. According to these methods are obtained different graphical results, therefore, 

it should be kept in mind that performing CA analysis on variables whose interaction is significant as a 

result of LLM analysis may lead to different results [11]. 

Although three factors were considered in this study, tables using HLLM analysis may contain more 

factors. However, the number of factors being four or more may complicate the interpretation of the 

interaction. In such cases, matrix interaction graphs or alternatively decision tree methods can be used 

to interpret triple or higher order interactions [8].   

Brzezinska [2] and Erdugan and Türkan [29] researchers suggested Akaike criteria (AIC), Bayes criteria 

(BIC) and Coefficient of Determination (R2) to determine the best model in LLM analysis. However, 

NCSS programme directly recommends the best model. Therefore, these criteria were not included in 

this study. 

The menu of LLM is available in NCSS, SPSS and many other package programs. NCSS program 

proposals the best saturated LM model as a standard result compared to widely used SPSS package 

program. 

Öncel and Erdugan [6] were solved manually the detailed analyzes of the contingency tables, the 

estimation of the model parameters and the statistical results of the parameter estimation section by the 

LLM. They emphasized these analyzes as a shortcoming of the SPSS package program. Öncel and 

Erdugan [6] reported that, as a result of the SPSS analysis, it was not clear that a meaningful result 
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would be obtained for which parameter and which level. Similarly, Şıklar et al. [3] firstly applied LLM 

analysis to the obtained data and it has been explained that it is necessary to use CA for the interpretation 

of interactions that are found to be significant. 

In the NCSS program, the statistical results of the parameter estimation part of the best saturated HLLM  

are given in detail. There is no need to calculate manually or use any other method for these statistics. 

In this study, in addition to these statistics, a sample graphical interpretation has also been added to 

better understand the interpretation of interactions. 

As a result, it has been shown that multiway frequency table using HLLM analysis can be analyzed 

without the need for any other statistical method and how interaction effects can be interpreted together 

with main effects. It is thought that researchers may prefer HLLM models for multiway frequency tables. 
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Abstract 

The Internet of Things (IoT) concept is widely used today. As IoT becomes more widely adopted, the number of 

devices communicating wirelessly (using various communication standards) grows. Due to resource constraints, 

customized security measures are not possible on IoT devices. As a result, security is becoming increasingly 

important in IoT. It is proposed in this study to use the physical layer features (PLF) of wireless signals as an 

effective method of increasing IoT security. According to the literature, radio frequency fingerprinting (RFF) 

techniques are used as an additional layer of security for wireless devices. To prevent spoofing or spoofing attacks, 

unique fingerprints appear to be used to identify wireless devices for security purposes (due to manufacturing 

defects in the devices' analog components). To overcome the difficulties in RFF, different parts of the transmitted 

signals (transient/preamble/steady-state) are used. This review provides an overview of the most recent RFF 

technique developments. It discusses various solution methods as well as the challenges that researchers face when 

developing effective RFFs. It takes a step towards the discovery of the wireless world in this context by drawing 

attention to the existence of software-defined radios (SDR) for signal capture. It also demonstrates how and what 

features can be extracted from captured RF signals from various wireless communication devices. All of these 

approaches' methodologies, classification algorithms, and feature classification are explained. In addition, this 

study discusses how deep learning, neural networks, and machine learning algorithms, in addition to traditional 

classifiers, can be used. Furthermore, the review gives researchers easy access to sample datasets in this field. 

Keywords: IoT, security, deep learning, RFF, SDR 
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CFO: carrier frequency offset PCA: principal component analysis 

CNN: convolutional neural network PD: phase detector 

CSIR: channel state information at the receiver PLF: physical layer features 

DCTF: differential constellation trace figure PLS: partial least squares 

DSP: digital signal processing PSD: power spectral density 

DWT: discrete wavelet transform RF: radio frequency 

ELM: extreme learning machine RFF: radio frequency fingerprinting 

EMD: empirical mode decomposition RFID: radio frequency identification 

FE: feature extraction RSS: radio received signal strength 

FFT: fast fourier transform  SDR: software defined radio 

GSM: global system for mobile SFO: sampling frequency offset 

GLRTD: generalized likelihood ratio test detector SNR: signal-to-noise ratio 

HF: high frequency SPoTS: starting point of transient signal 

HHT: Hilbert-Huang transform STSP: short training sequence preamble  

IoT: internet of things SVM: support vector machine 

LTSP: long training sequence preamble TS: transient signals 

MCPD: mean change point detector URH: universal radio hacker 

MDA: multiple discrimination analysis VFDTD: variance fractal dimension threshold detector  
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1. Introduction  

Kevin Ashton coined the term IoT in a presentation (where the benefits of RFID technology to the 

company and its use were suggested) prepared for the Procter & Gamble Company in 1999. In general 

terms, it is possible to define the IoT as a system of devices that communicate with each other and form 

an intelligent network by connecting and sharing information, thanks to various communication 

protocols. Digital Agenda, published by the European Union, is an emerging technology and market 

that enables objects and applications to communicate between themselves, produce data and share this 

data. This structure is defined as “an ecosystem of smart applications and services that make people's 

lives easier and raise their living standards”. The European Technology Platform, on the other hand, 

defined it as “a common network established between things/objects that can be physical and virtual, 

also have pre-defined functions and work in smart environments, and this network exchanges 

information with other networks and users”. Today, one of the areas where technological developments 

are applied the fastest is objects. Both the vital convenience and benefits brought by technological 

innovations, and the rapid increase in the use of people by adapting to technology very quickly, 

communication with objects is the most current issue. With spread of smart devices, social structures 

have changed, and the phenomenon of "Information Society" has been fully formed. In the past, the 

information was based only on the information that people gave voluntarily, and the accuracy of the 

data received was often discussed. However, at this point, data is now collected with smart devices 

independently of the declaration of individuals, and the accuracy level increases. In this way, reliable 

knowledge will also increase with smart objects. Development of IoT concept and technology; changes 

the social structure by facilitating life, raising living standards, increasing productivity and contributing 

to economies. Like all good things, when it is not taken care of, its bad points are serious. The key point 

is information security. Information security problems related to smart objects, why the issue of security 

is really important and the precautions that can be taken are emphasized. In 2013, Russia's state channel 

Rossiya 24 claimed that the hacker irons produced in China and imported to the country contained a 

special wireless internet control chip, thus spying on the personal computers of the users by organizing 

a cyber-attack. Although this news may seem like exaggerated news or fake news at first, its accuracy 

has been determined in the examinations [1, 2].  

It will be seen in real life from science fiction movies that the car we use is the target of attackers and 

causes accidents, smart alarm and lock systems are broken and cyber thefts occur, infiltrating wearable 

objects, detecting discomfort from body activities and the emergence of cyber murders. If we give an 

example from our house in a narrower area; if all objects in a house are managed from a single center; 

it is possible to seize that system with a cyber-attack, to start a fire by playing with the oven settings, to 

steal by turning off alarm system and opening the door, to copy all personal data on the computer or to 

violate the privacy of private life by watching the house from camera system. Information security 

violations that may occur in smart devices have a chance to be prevented by certain controls to be made 

by both the manufacturer and the user. Considering the most common security vulnerabilities in smart 

devices, it can be determined that "Web Interface Configuration, Authentication/Authorization, Network 

Services, Encrypted Transport, Privacy, Mobile Applications, Cloud, Security Configurations, Software 

and Physical Security" checkpoints should be made [2]. The security policy defines all the rules, 

regulations and procedures that must be followed to ensure system security and can be applied to many 

different areas. Some policies to prevent risks can be categorized as follows: 

Remote Access Policy: It is the standardization of who can connect to the system, when and how, and 

what kind of devices can be connected to this system remotely.  

Information Privacy Policy: It is the definition of which methods will be used to protect information 

depending on the level of sensitivity. Generally, more sensitive information has a higher level of 

security.  

Computer Security Policy: Defines which computers users will use. This policy defines who will use 

certain computers and which programs will be used to protect a computer or whether a particular storage 

device will be used.  

Physical Security Policy: Defines how physical assets are secured.  
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Password Policy: Determines how long a password should be changed, what type of passwords to use, 

and the criteria for defining password security levels. 

The review's chronology continues as follows. First and foremost, what is an RF fingerprint, where it is 

used, the importance of using modern software defined radios instead of the antenna and oscilloscope 

used in the literature to capture the RF signal, which parts of the signal are used in determining the 

feature, effective algorithms in FE, what features are used in this area, and what classification algorithm 

is used and provides a general idea of how successful its methods have been. Furthermore, the extensive 

literature review and sample data sets are expected to shed light on the scientists who will work in this 

field. 

2. Radio Frequency Fingerprinting and Data Acquisition 

RFF is a technique that's used to identify the radio signals emitted by various devices. In monitoring 

radars, RFF is widely used in the military field.  It's also used to authenticate wireless connections. 

The process of extracting the radio signal's unique features involves firstly identifying the source code. 

The code then passes these features to a classifier. The data acquisition subsystem of a wireless device 

is used to acquire and digitize a radio signal. It is typically built into a device to minimize signal 

degradation due to noise [3].  

In SDR, the software acts as the front end while the hardware provides the signal processing engine. 

The software that will allow this interaction is called GNU Radio. It is possible to create a "flow graph" 

which is a collection of interconnected signal processing blocks, by appropriately combining the blocks 

(to which algorithms and functions can be implemented) in GNU Radio. URH was created with 

theoretically oriented researchers in mind who want to focus on protocol logic rather than diving deep 

into HF and DSP. URH can perform spectrum analysis, signal recording, and protocol sniffing [4]. 

SigDigger, like GNU Radio and URH, is another software that can be used in the field of signal capture. 

SigDigger (digital signal analyzer written in Qt5 by BatchDrake for Unix systems) collaborates with 

three projects: Sigutils (DSP library that distributes the load using multi-core CPUs), Suscan (real-time 

signal analysis library), and SuWidgets. 

Signal acquisition can be done either actively or passively. In the active mode, a radio signal is captured  

from a wireless device to be used for identification, and signal collection is used for sampling [5]. In 

passive mode, while the device communicate with other devices, radio signal get caught from it. As an 

example, mobile phones in GSM communication with passive reception base stations can be defined 

[6].  

2.1 Software Defined Radios 

SDRs is used in the literature for radio communication. Unlike hardware-based solutions, SDR is a 

software-defined radio technology based on radio and wireless communication protocols. Figure 1 

provides a general perspective of the wireless world with SDR. Thanks to its reprogrammable feature, 

it meets the needs without the need for extra equipment. In this way, it strengthens the possibility of 

working on multi-functional and multi-band radio and wireless devices [7]. SDR is a major innovation 

development that develops a reconfigurable wireless communication system that replaces the traditional 

hardware communication devices implementation [8] SDR, it would be difficult and extra costly to 

install hardware from scratch or add new hardware to the existing system for minor design changes [9]. 

SDR allows the same hardware platform to be reused for many communications equipment with 

different protocols, reducing time to service and development cost to the end user [10]. The report in 

[7], it was expected SDR market is being worth more than $29 billion for the year 2021. Global Industry 

Analysts, Inc. reports the following SDR market tendencies: (i) growing military interest in developing 

countries in communication/information and large-scale distribution systems; (ii) rising requisition for 

public safety and disaster preparedness applications; and (iii) the need for developing of virtual base 

stations. It is evaluated that SDRs with their physically small size and low power consumption are 

convenient to design and implement of systems of the future [11-13], vehicle-to-vehicle communication 
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systems [11], Global Navigation Satellite System sensors [12] and IoT applications [13], [14]. HackRF 

One is a low cost SDR. It is critical to know which frequency band range the communicating devices 

operate in when using the HackRF One (low cost) device for signal capture. The HackRF package 

includes the ANT500 (telescopic antenna). The frequency band range of many communication protocols 

can be used with HackRF, which operates in the 1MHz-6GHz range. GNU Radio can be used to create 

a programming interface [15]. 

 
Figure 1 Exploring the Wireless World with SDR. 

2.2 RF Fingerprints and Datasets 

The RF spectrum given in Figure 2, which is part of the natural electromagnetic radiation spectrum, is 

between 3 kHz and 300 GHz frequency values. The spectrum used by wireless systems such as cell 

phones, radio and television broadcasts is in the critical frequency range. This spectrum covers 

frequencies in the [225 MHz to 3.7 GHz] range. 

 
Figure 2 Dedicated Spectrum Uses and Federal Spectrum Uses with a Significant Value [16]. 
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Sound perceivers identify the speaker by using unique variations and some aspects of the sound. RFF 

can mimic human speech in this regard. RFF uses the signal's time/frequency domain properties to 

automatically identify various radio and wireless devices. Almost all current and upcoming wireless 

communication standards employ OFDM [17]. 

What features of the signal are commonly extracted and what conclusions are drawn described below. 

In RF fingerprint capture, [18] uses SDR platform. Scrambling seed (from Descrambler), SFO (from 

Channel Estimator), CFO, and frame transient are the main features extracted (from OFDM 

Synchronizer). According to the article's conclusion, the results show that it is possible to identify Wi-

Fi devices. And [19] conducted RFF on ZigBee devices using the SDR platform. In that study, DCTF, 

CFO, modulation shift, and I-Q shift properties were obtained. PSD coefficients are used in [20]. 

Because of the high performance of high-end receivers, it is emphasized when defining the RFF that 

identification accuracy is strictly related to the receiver. The identification accuracy of PSD coefficients 

and SNR is examined [21]. [22] used PSD as RFF for device identification. The identification 

performance degrades as the distance increases due to the multipath channel effect. The LTSP is 

subtracted from the time-domain signal received. The PSD is computed after the FFT. CFOs can also 

be calculated using a combination of different inputs. 

In the literature, a number of learning datasets (protocol classifiers) for wireless communication have 

been published. Due to the acceleration in education, healthcare, e-commerce, computer vision and NLP 

in AI/ML and the lack of a common standard for organizing datasets, they are not yet integrated with a 

standard framework. Practitioners may be unable to access datasets because they are unaware of their 

existence [39]. Table 1 presents a summary excerpt from each explicitly available RF fingerprint 

datasets to educate those in this field. 

Table 1 Summary Table of RFF Datasets 

Made-up/ 

real-life 

Freq. 

(GHz) 

Waveform Emmitter Emmitter 

Count 

Receiver Dataset Ref. Dataset 

Format 

real-life 2.4 bluetooth smartphones 86 TDS7404 

Tektronix  

[23] .txt 

real-life 2.4 out of 

standard 

drone far 

controller 

17 

 

MSOS604A 

Keysight  

[24] .mat 

real-life 1.09 ADS-B aircraft 100 BladeRF [25] .mat 

real-life 1.09 ADS-B aircraft >140 B210 

(USRP) 

[26] .mat 

made-up 2.45 Wi-Fi 2 X310 16 B210 

(USRP)  

[27] SigMF 

made-up 2.4065 out of 

standard 

M100 Dji 7 X310 

(USRP)  

[27] SigMF 

made-up 2.685 Wi-Fi 2, 

LTE, 5G 

X310 4 B210 [27] SigMF 

made-up 2.432 Wi-Fi 2/3 X310, N210 20  N210 

(USRP) 

[28] SigMF 

2.3 Classification of Features  

The PLF are obtained by using the waveforms of the captured RF signals. It is categorized as position-

dependent features and radio metrics that is position-independent features.  

Position-independent Features: Due to defects in its analog components and manufacturing process, 

each transmitter has a separate RFF [29]. Device flaws are used to detect fingerprints used to identify 

devices. Some of these flaws include channel width, oxide thickness, and channel doping [30].  The 

primary goal of FE is to obtain an RFF profile that can be used to distinguish one transmitter from 

another. Previously, researchers [31] constructed an RFF using PSD and normalized PSD coefficients. 

Hall et al. [32] employs distinctive properties such as phase, amplitude, phase angle, and frequency. 

They use the DWT to extract these properties. The power amplifiers are the final component of the 

transmitter board. It is not easy for attackers to directly damage amplifiers with software. Power 

amplifier defects are also used in PL identification. Non-linear properties of power amplifiers can be 
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modeled using the Volterra series [33]. Passive Radiometric Device Identification System (PARADIS) 

was proposed by [34]. It makes use of frame size and phase errors, as well as I/Q origin offset and sync 

correlation. [35] uses transmitter phase shift and carrier frequency differences as fingerprints. It 

identifies devices with a second-order cyclic feature (SOCF). FE in radiometric techniques can be 

divided into transient and steady-state properties [34]. Transient-based methods [36] are adaptable but 

difficult to implement. It is based on time and frequency. I/Q instances are used as features in steady-

state methods. Modulation-based methods have a better structure, but first the modulation scheme must 

be understood. 

Position-dependent Features: The primary goals of RFF techniques (RFFTs) are to locate the device 

emitting the signal and the device from which signal originates [37]. RSS is an essential feature used in 

position-based RFFTs  [38]. RSS is directly affected by the transmit power and channel attenuation of 

the transmitter. CSIR is another feature in classification and is extremely sensitive to motion. 

Furthermore, because location-related features are extremely sensitive to environmental changes, they 

cannot be used as individual fingerprints [30]. 

3. Feature Extracting 

Transient features extracted from on/off transients or transmitted RF signal variations (envelope and 

phase shift of the transient signal) are used in device identification. The received signal is processed to 

extract stable features (such as SFO, CFO, and modulation features) [39]. A summary of studies with 

RFF in the literature is given in Table 2. 

Table 2 An Overview of RFF Research Published in the Literature. 

Based on Year

/ 

Ref. 

Parameter/ 

Method 

Devices Classification Performance 

modulation 2008 

[34] 

 

IQ offset, frequency error, 

phase and magnitude 

error, sync correlation. 

802.11 NICs SVM & k-NN 99.9% / SVM, 

97% / k-NN  

modulation 2009 

[40] 

 

spectral PCA features, 

modulation shape. 

JCOP NXP 4.1 

cards & e-

passports 

Mahalanobis 

distance 

classification acc. 

100%, 

identification acc. 

97.5% 

modulation 2017 

[41] 

 

IQ imbalance. Matlab 

simulation 

SVM >=90% 

(SNR>=15dB) 

modulation 2019 

[42] 

IQ imbalance & DC 

offset 

Phones, laptops 

& drones  

CNN 98.6% 

(dataset:[27]) 

modulation 2020 

[43] 

time-domain RF signal NI N210 & NI 

X310 

CNN Training and 

testing >= 

87.41% 

transient 2012 

[44] 

variance-based threshold. Bluetooth 

transceivers 

k-NN 

(obtaining energy 

envelope with 

STFT) 

99.9% 

transient 2009 

[45] 

variance-based threshold. IEEE 802.15.4 Mahalanobis 

distance 

>=99.5% 

transient 2014 

[46] 

phase based. GSM phones SVM 100% 

wavelet 2009 

[47] 

Dual-tree complex 

wavelet transform 

Wi-Fi 2 cards Fisher-based 

MDA 

>=98% 

(SNR>=25dB) 

wavelet 2019 

[48] 

Three-stage wavelet 

decomposition. 

micro-UAV 

controllers 

k-NN, SVM, DA, 

neural networks 

k-NN 96.3%, 

SVM 96.84% 

wavelet 2011 

[49] 

Wavelet packet 

decomposition, dynamic 

wavelet fingerprint. 

Avery-Dennison 

AD 612 & 

Runway Gen 2 

k-NN, SVM, 

LDC and QDC 

%99 
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machine 

learning 

2020 

[50] 

Time-domain RF signal Four BS in the 

POWDER 

platform 

CNN 

(augmented with 

triplet loss) 

99.98% for 10 

slices majority 

voting 

machine 

learning 

2020 

[51] 

RF signal spectrum 

(STFT method: RF signal 

to spectrum  ) 

5 transmitters 

simulation 

CNN 99.7% 

deep-

learning 

2018 

[52] 

Bispectrum 

(Specific emitter 

identification (SEI)) 

E310, B210 & 

N210 

CNN 

 

>87% 

deep-

learning 

2019 

[53] 

DCTF CC2530 ZigBee 

modules 

CNN 99.1% 

(SNR=30dB)  

deep-

learning 

2020 

[54] 

Time-domain RF signal Wi-Fi & ADS-B 

devices 

CNN Task 4F, 92.5% 

(per-transmission 

ADS-B accuracy) 

deep 

neural 

networks 

2020 

[55] 

Multiple data bursts Dji M100 UAVs CNN >99% 

transient & 

steady  

2017 

[56] 

Empirical Mode 

Decomposition in SEI 

Mobile phones & 

WLAN cards 

SVM transient 

>%93 (correct 

identification 

rate) SNR>0dB 

3.1 Based on Modulation 

The received frequency domain signal is used to FE. CNN (CFO) occurs when the carrier frequency is 

out of synchronization (when the signal down-conversion at the receiver (Rx) and the signal up-

conversion at the transmitter (Tx) are inconsistent). The inter-carrier interference effect is caused by the 

CFO. OFDM performance is influenced by inter-carrier interference. SFO occurs when the sampling 

rate between the receiver and transmitter front ends is not synchronized. If the system is out of sync, the 

signal thus received may not be demodulated afterwards. The CFO is effective in synchronizing the 

system, it is calculated with the symbols LTSP and STSP. In the CFO's calculation, the literature uses 

the Moose algorithm [57] The CFO's ϵ is represented by: 

 
𝐲[𝐧 + 𝑵𝒕] = 𝐲[𝐧]𝒆

𝒋𝟐𝝅𝑵𝒕𝝐
𝑵𝒕 →

𝑭⋅𝑻
𝒀[𝒏 + 𝑵𝒕] = 𝒀[𝒏]𝒆𝟐𝝅𝝐 

 

(1) 

That is, the estimated CFO in the frequency domain: 

 
𝝐 =

𝟏

𝟐𝝅
∠(

∑  
𝑵𝒕−𝟏
𝒏=𝟎 𝑰𝒎{𝒚𝟏

∗ [𝒏]𝒚𝟐[𝒏 + 𝑵𝒕]}

∑  
𝑵𝒕−𝟏
𝒏=𝟎 𝑹𝒆{𝒚𝟏

∗ [𝒏]𝒚𝟐[𝒏 + 𝑵𝒕]}
) 

 

(2) 

Even though the CFO is calculated and compensated at the receiver, it is calculated with LSTP for 

greater accuracy. The two are combined to calculate the OFDM system's CFO. It should be noted that 

the CFO is subject to change and thus requires constant supervision. When calculating SFO, the sliding 

window method is used to find the start of the data symbol [58]: 

 𝜹 = 𝐚𝐫𝐠𝒎𝒊𝒏∑  
𝑵𝒕−𝟏+𝜹
𝒊=𝜹 𝑱𝑺𝑭𝑶  (3) 

The cost function of estimated SFO: 

 
𝑱𝑺𝑭𝑶 = |𝒚[𝒏 + 𝒊] − 𝒚[𝒏 + 𝑵 + 𝒊]|  

 

 (4) 

A is the amplitude, φ is the phase imbalance. 𝑦𝐼(𝑡) In-phase (I), 𝑦𝑄(𝑡) quadrature (Q) paths outputs. If 

�̂�(𝑡) is the ideal receive signal, the I-Q imbalance will have an effect on it: 

 �̂�(𝒕) = 𝒚𝑰(𝒕) + 𝒚𝑸(𝒕)

= 𝑹𝒆{𝒚(𝒕)} + 𝒋𝑰𝒎{𝑨𝒆𝒊𝝋𝒚(𝒕)}
 

(5) 
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I and Q are 𝑦𝐼(𝑡) = cos(𝜔0𝑡) and 𝑦�̂�(𝑡) = sin(𝜔0𝑡). 𝜔0 is the baseband signal. After RF signal is 

down-converted to baseband, the baseband signal that affects the I-Q imbalance [59] is: 

 𝒚�̂�(𝒕) = 𝜶𝐜𝐨𝐬(𝝎𝟎𝒕) + 𝜷�̂�

𝒚�̂�(𝒕) = 𝐬𝐢𝐧(𝝎𝟎𝒕 + 𝝋) + 𝜷�̂�

 (6) 

Where 𝛼 = 1/𝐴 and 𝜑 are amplitude and phase errors caused by the I-Q imbalance defined above. 

𝛽�̂�and 𝛽�̂� are the DC biases of  I and  Q paths after down-converting. Removing these biases and  

substituting by sin(𝜔0𝑡 + 𝜑)=sin(𝜔0𝑡) + cos ( 𝜑) + cos(𝜔0𝑡)sin(𝜑), the baseband signal has the 

following matrix form: 

 
[
𝒚�̂�(𝒕)

𝒚�̂�(𝒕)
] = [

𝜶 𝟎
𝐬𝐢𝐧(𝝋) 𝐜𝐨𝐬(𝝋)

] [
𝒚𝑰(𝒕)

𝒚𝑸(𝒕)
]   (7) 

𝛼 and  𝜑 can be calculated as: 

 < 𝒚𝑰(𝒕) ⋅ 𝒚𝑰(𝒕) >= 𝜶𝟐 < 𝐜𝐨𝐬𝟐(𝝎𝟎𝒕) >=
𝜶𝟐

𝟐

→ 𝜶 = √𝟐⟨𝒚𝑰(𝒕) ⋅ 𝒚𝑸(𝒕)⟩

< 𝒚𝑰(𝒕) ⋅ 𝒚𝑸(𝒕) >=
𝜶𝟐

𝟐
𝐬𝐢𝐧(𝝋)

   (8) 

 → 𝝋 = 𝐬𝐢𝐧−𝟏 ((𝜶𝟐/𝟐)⟨𝒚𝑰(𝒕) ⋅ 𝒚𝑸(𝒕)⟩) (9) 

In the literature, CFO, SFO, amplitude shift and phase shift properties are commonly extracted from 

modulation-based signals. It makes use of the IQ components (in-phase and quadratic signal data) of 

signals collected at large scales from two different wireless standards (COTS: commercial ready and 

ADS-B: used for aircraft status updates). Modulations contain information providing unique signature 

about I-Q imbalance, phase noise, and carrier frequency shift while an information signal is being 

transmited to an other device [54]. 

3.2 Based on transient 

With non-stationary characteristics, it is not easy to separate TS and channel noise from each others. In 

this section, Bayesian Step Change Detector, Bayesian Ramp Change Detector, Variance Fractal 

Dimension Threshold Detector, Phase Detector, Average Point of Change Detector, Permutation 

Entropy, and Supremacy of Energy Criteria approaches are examined. 

3.2.1 Bayesian step change detector 

Based on Higuchi's method in [65], the variance of the fractal dimension is calculated for successive 

parts of the signal. In this case, the fractal dimension variance between two consecutive sequences is 

proportional to ppDF (posteriori probability distribution function). The sample instant to which the 

maximum value calculated from the probability distribution function (pDF) belongs is found as the 

transient starting instant as in Fig 3. To do this, first, subsets of samples are rearranged: 

 

𝑿(𝒎, 𝒌): 𝑿(𝒎), 𝑿(𝒎 + 𝒌),… , 𝑿 (𝒎 + [
𝑵−𝒎

𝒌
] × 𝒌)  

 

(10) 

𝑋(𝑚, 𝑘) is the subset interval, m is the start time, and k is the interval time. Calculation the length of 

the curve 𝐿𝑚(𝑘) is, its for each subset is: 

 
𝑳𝒎(𝒌) = {(∑  

𝑵−𝒎

𝒌
𝑰=𝟏 |𝒙(𝒎 + 𝒊𝒌) − 𝒙(𝒎 + (𝒊 − 𝟏)𝒌)|)

𝑵−𝟏

[
𝑵−𝒎

𝒌
]𝒌
} /𝒌  (11) 

The mean value of k clusters is plotted, a log-log scale (𝐿𝑚(𝑘)). After the curve fitting is done, the 

fractal dimension is calculated using the slope of the curve. 
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Figure 3  Bayesian step change detection on a sample signal [60] 

The beginning of the transition (m) is detected by tracking the ppDF in Equation 12. Here, N and d are 

the number of samples in a window and the fractal dimesion repectively.  

 𝑷( {𝒎} ∣ 𝒅 ) ∝
𝟏

√𝒎(𝑵−𝒎)
[∑  𝑵

𝒊=𝟏 𝒅𝒊
𝟐 −

𝟏

𝒎
(∑  𝒎

𝒊=𝟏 𝒅𝒊)
𝟐

−(
𝟏

𝑵−𝒎
) (∑  𝑵

𝒊=𝒎+𝟏 𝒅𝒊)
𝟐
]

𝑵−𝟐

𝟐

  (12) 

3.2.2 Bayesian ramp change detector 

Ureten and Serinken [61] proposed BRCD which is a modification of the BSCD. Transient due diligence 

is performed by estimating the point at which the signal's strength gradually increases. Prior to the 

transmission of actual data, typical transmission data includes channel noise. This signal's model is  

written in Equation 13 equation in  matrix form. 

 𝒅 = 𝑮𝒃 + 𝒆 (13) 

d is sample array in Nx1 dimension, G  is a N×M matrix of the basis functions estimated for each sample 

in the time series, b  is an array in M×1 dimension consist of linear coefficients , and e  is N×1 array of  

Gaussian noise examples. For change point determination, posteriori probability density is used [61]: 

 
𝑷( {𝒎} ∣ 𝒅, 𝑰 ) ∝

[𝒅𝑻𝒅 − 𝒅𝑻𝑮(𝑮𝑻𝑮)−𝟏𝑮𝑻𝒅]−
𝑵−𝒎

𝟐

√𝐝𝐞𝐭(𝑮𝑻𝑮)
 

(14) 

𝐼 represents the pattern of the signal, the position of the starting point (SP) can be found in the matrix 𝐺 

in “as seen in Equation 15”. 

 𝑮𝑻 = [
𝟏 𝟏 𝟏 𝟏 ⋯ 𝟏 𝟏 𝟏 𝟏 ⋯ 𝟏
𝟎 𝟎 𝟎 𝟎 ⋯ 𝟎 𝟏 𝟐 𝟑 ⋯ 𝑵 − 𝒎

] (15) 

BRCD is more useful for Wi-Fi signals because it has 3 times lower standard deviation detection error  

than that of BSCD [62]. In fact, BRCD causes gradually an increase in power, such as Wi-Fi [60]. 

3.2.3 Variance fractal dimension threshold detector 

VFDTD was proposed in [36]. It computes the fractal size of signal amplitude variance when detecting 

Wi-Fi transmitter transients. Furthermore, the VFDTD implementation is as follows [60]: 



   

Sakarya University Journal of Computer and Information Sciences 

 

Parmaksız and Karakuzu 

 

287 

 

Calculation of fractal size of each segment of the signal given in Equation 16 where H denotes the Hurst 

index giving the correlation between ΔX(ti,Δt) and Δt. ΔX(ti,Δt) is amplitude difference between any 

two points of the signal, and Δt is sampling time that is Δt =|ti+1 – ti| . 

 𝑫(𝒕) = 𝟐 − 𝑯 (16) 

Hurst index in the equation is calculated as in Equation 17 using least squares regression. In the equation, 

(xi,yi) pair is the pair of (log(Δti),log(var(ΔX(ti,Δti))). 

 
𝟐𝑯 =

𝑵∑  𝑵
𝒊=𝟏 𝒙𝒊𝒚𝒊 − (∑  𝑵

𝒊=𝟏 𝒙𝒊)(∑  𝑵
𝒊=𝟏 𝒚𝒊)

𝑵(∑  𝑵
𝒊=𝟏 𝒙𝒊

𝟐) − (∑  𝑵
𝒊=𝟏 𝒙𝒊)

𝟐
 

(17) 

It is critical to select an appropriate time sequence and to ensure that there are enough (xi,yi) pairs. Next, 

we need to determine the SPoTS using the fractal size we have obtained, and then adjust the threshold 

τ to be the average of the fractal size of the channel noise. If a set of values is less than the threshold 

value as given in Equation 18, then n is SPoTS.  

 𝑫(𝒏), 𝑫(𝒏 + 𝟏), … ,𝑫(𝒏 + 𝟒𝟓𝟎) ≤ 𝝉 (18) 

 Figure 4 depicts the start of a wireless network card network core's temporal and fractal trajectory. The 

fractal dimension of the channel noise and crossover signal appears to differ significantly. These features 

determine the starting point's location, making it simple and quick. The threshold, on the other hand, is 

sensitive to noise and can only be determined through trial and error. 

 

Figure 4 Variance fractal dimension threshold detection on a sample signal [60]. 

3.2.4 Phase detector 

J. Hall proposed phase detection [32], which uses PCs . Tis method can be defined as follows: The 

Hilbert transform of a real signal can receive an analytical signal as in Equation 19 and 20. 

 𝑿(𝒕) = 𝑰(𝒕) + 𝒋𝑸(𝒕) 

 
(19) 

 
𝜽(𝒕) = 𝐭𝐚𝐧−𝟏 [

𝑸(𝒕)

𝑰(𝒕)
] 

 

(20) 
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𝑄(𝑡) = (𝑠𝑄
𝑎(𝑛)) and 𝐼(𝑡) =  (𝑠𝐼

𝑎(𝑛)). However, the instantaneous phase of the signal in Equation 

20, is unwrapped to remove the discontinuities caused by multiples of 2π radians. Each 

element’s AV (absolute value) in unwrapped vector is obtained as in Equation 21 in this 

method. 

 
𝑨𝑽 = {

𝜽(𝒕)    |𝜽(𝒕) − 𝜽(𝒕 − 𝟏)| ≤ 𝝅

𝜽(𝒕) ± 𝟐𝝅    others
 

(21) 

TV (variance of phase) is calculated for each successive portion of 𝐴𝑉 to magnify the variation between 

the noise and transient portions of the signal as in Equation 22. To do this, size of a non-overlapping 

window (s) is used. 

 𝑻𝑽(𝒊) = 𝐯𝐚𝐫(𝑨𝑽⃗⃗ ⃗⃗  ⃗(𝒅 + 𝟏), 𝑨𝑽⃗⃗ ⃗⃗ ⃗⃗  (𝒅 + 𝟐),⋯ , 𝑨𝑽⃗⃗ ⃗⃗ ⃗⃗  (𝒅 + 𝒈)) (22) 

In the previous equation, i indeks takes values interval of [1, N/s], g is  i×s, d is  g−s, and var represents 

the phase's variance. Finally, the difference in phase variance (PV) is calculated using Equation 23 in 

order to generate the fractal trajectory. 

 
𝑽𝑻 = |𝑻𝑽𝒊 − 𝑻𝑽𝒊+𝟏|, 𝒊 = 𝟏, 𝟐,⋯

𝑵 − 𝒘

𝒔
 

(23) 

It is obvious that the PV of a TS changes more slowly than the PV of noise. The onset of a TS and the 

detection of its fractal trajectory by PD are depicted in Figure 5. All in all, the onset of a transient state 

can be easily detected using this characteristic. 

 

Figure 5 Phase detection on a sample signal [60]. 

Phase properties are used in PD sensing. Because noise has little effect on phase properties. It is quick 

and simple to detect the onset of the transient by changing the phase variance fractal trajectories; thus, 

its computational power is low and its robustness is high; however, there is a threshold problem [60]. 

3.2.5 Mean change point detector 

In this method, difference between the statistics of the samples is taken as main prenciple. As can be 

seen from Figure 6, the sampling moment or index where the greatest difference is found is taken as the 

SPoTS [60].  
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The temporal vector is divided into two parts:𝑥1,𝑥2,…,𝑥i−1 , and𝑥𝑖, 𝑥𝑖+1,…,𝑥𝑁 . The average and 

statistics of each section are calculated as in following equaitons. 

 𝑺𝒊 = ∑  𝒊−𝟏
𝒏=𝟏 (𝒙𝐧 − �̅�𝒊𝟏)

𝟐 + ∑  𝑵
𝒏→𝒊 (𝒙𝒏 − �̅�𝒊𝟐)

𝟐  (24) 

�̅� is the mean of the combined partitions and the statistics (𝑆) of the real sample are expressed below: 

 𝑺 = ∑  𝑵
𝒏=𝟏 (𝒙𝒏 − �̅�)𝟐  (25) 

The point having the largest amplitude of the 𝑆 - 𝑆𝑖curve is the start point of the transient. The idea 

behind MCPD is to enlarge the difference, and then determine the where the maximum value occurs to 

be starting point of the transient [60]. 

 
Figure 6 Mean change point detection on a sample signal [60]. 

3.2.6 Permutation entropy (PE) and generalized likelihood ratio test detector  

Bandt-Pompe introduced PE, which can assess the irregularity and complexity of time series [63]. This 

method detects a TS using PE and GLRTDs. A GLRTD is used to determine the SP of the captured 

signal's PE [64]. The𝑋𝑖,(𝑖 =1,2,...,𝑁) time series are formed in an m-dimensional space as follows to 

calculate the PE: 

 𝑿𝒊 = [𝒙(𝒊), 𝒙(𝒊 + 𝒍), … , 𝒙(𝒊 + (𝒎 − 𝟏)𝒍)] (26) 

where 𝑙 is the time lag, 𝑥(𝑖) denotes the 𝑖 - th point in m-dimensional space; 1 ≤ 𝑖 ≤ 𝑁 − (𝑚 − 1)𝑙. 

The actual 𝑋𝑖 values in Equation 26 are then sorted in ascending as in Equation 27: 

 𝑿𝒊 = [𝒙(𝒊 + (𝒋𝟏 − 𝟏)𝒍) ≤ 𝒙(𝒊 + (𝒋𝟐 − 𝟏)𝒍) ≤ ⋯ ≤ 𝒙(𝒊 + (𝒋𝒎 − 𝟏)𝒍)] (27) 

When an equality occurs, sorting can be done according to their corresponding index of𝑗. That is, if 

𝑗𝑛1<𝑗𝑛2, then the order is 𝑥(𝑖 + (𝑗𝑛1 − 1)𝑙)<=𝑥(𝑖 + (𝑗𝑛2 − 1)𝑙), else the order is 𝑥(𝑖 + (𝑗𝑛2 −
1)𝑙)<=𝑥(𝑖 + (𝑗𝑛1 − 1)𝑙). A permutation pattern 𝜋 can be used to map the vector𝑋𝑖: 

 𝝅𝒊 = [𝒋𝟏, 𝒋𝟐, … , 𝒋𝒎] (28) 

j in Equation 28 is the time index. One of the m! permutations of m different signs is 𝜋𝑖. The probability 

of finding 𝜋𝑖 is easily calculated with p(𝜋𝑖) = f(𝜋𝑖)/(𝑁 − (𝑚 −1)𝑙). In the equation f(𝜋𝑖) is the number 

of occurrences of𝜋. Finally, Shannon Entropy is used to calculate the PE [65]: 

 𝟎 ≤ 𝐇𝐩 = −∑  𝐊
𝐣=𝟏 𝐩𝐣𝐥𝐧 𝐩𝐣/𝐥𝐧(𝐦!) ≤ 𝟏  (29) 
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In Equation 29, K is the number of different signs [𝜋1, 𝜋2, . . . , 𝜋𝑁−(𝑚−1)𝑙]. SPoTS can be identified 

using PE data. Firstly, the PE trajectory of the transient can be computed using a rectangular window of 

length Lwnd that scrolls one sample at a time. A signal's PE is smaller than the noise series' PE. The 

main reason for this is the noise's irregularity. The following equation can be used to easily model the 

PE trajectory: 

 

𝑯𝑷(𝒏) = {

𝑯𝒑𝒏(𝒏)    𝟏 ≤ 𝒏 ≤ 𝒏𝟎

𝑯𝒑𝒕(𝒏)    𝒏𝟎 ≤ 𝒏 ≤ 𝒏𝟏

𝑯𝒑𝒔(𝒏)    𝒏𝟏 + 𝟏 ≤ 𝒏 ≤ 𝑵

 
(30) 

where n denotes the nth slide, 𝐻𝑝 is the corresponding PE, 𝑁 is the total of sliding, 𝑛0 is the first time 

there is a TS in the sliding window, and 𝑛1 is the last time there is a TS in the sliding window. 𝐻𝑝𝑛 is 

the probability of noise; 𝐻𝑝𝑡 is the probability of TS in the sliding window; and 𝐻𝑝𝑠 is the probability 

of stable signal. It is self-evident that 𝐻𝑝𝑛>𝐻𝑝𝑡>𝐻𝑝𝑠. 

PE begins to decrease when there is a transient in a sliding window, and PE changes slightly for a stable 

signal in the sliding window. The PE for slides with a TS is modelled as follows: [64]: 

 
𝑯𝑷(𝒏) = {

𝑨𝟎 + 𝒘(𝒏)    𝟏 ≤ 𝒏 ≤ 𝒏𝟎

𝑨𝟎 + 𝒌 × (𝒏 − 𝒏𝟎) + 𝒘(𝒏)    𝒏𝟎 ≤ 𝒏 ≤ 𝑵𝟎
 (31) 

In Equation 31, 𝑤(𝑛) denotes Gaussian noise with zero-mean and σ standard deviation; 𝐴0 is the mean 

of 𝐻𝑝𝑛 (𝑛); 𝑘 is the decreasing slope after 𝑛0. When To is the mean PE, 𝑛0 is the first slide containing 

the TS; 𝑁0 denotes the changing point when 𝑛 ≤ 𝑁0, 𝐻𝑝𝑛(𝑛) > 𝑇0 and 𝐻𝑝𝑛 (𝑁0 + 1) ≤ 𝑇0 and is computed 

as in Equation 32 and 33. 

 
𝑻𝟎 =

𝐦𝐚𝐱(𝑯𝑷) + 𝐦𝐢𝐧(𝑯𝑷)

𝟐
 

(32) 

The binary hypothesis test can be used to solve the transient detection problem: 

 𝑯𝟎: 𝑨𝟎 + 𝒘(𝒏)

𝑯𝟏: {
𝑨𝟎 + 𝒘(𝒏) 𝟏 ≤ 𝒏 ≤ 𝒏𝟎

𝑨𝟎 + 𝒌 × (𝒏 − 𝒏𝟎) + 𝒘(𝒏) 𝒏𝟎 ≤ 𝒏 ≤ 𝑵𝟎

 
 

(33) 

 

Figure 7 For a PE Trajectory (upper) Output of GLRT Dedector (lower) [64]. 

𝐻𝑃(𝑛)′𝑠 GLRTD can be represented as: [66]: 

 
𝑳𝑮(𝒙) =

𝒑(𝒙; 𝒏𝟎, 𝑯𝟏)

𝒑(𝒙;𝑯𝟎)

=
𝒑(𝒙; 𝑨𝟏 = �̂�𝟎, 𝑨𝟐 = �̂�𝟎 + �̂� × (𝒏 − 𝒏𝟎), 𝑯𝟏)

𝒑(𝒙; 𝑨𝟏 = �̂�𝟎)

 

 

(34) 
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𝑝(𝑥; 𝑛0, 𝐻1) and 𝑝(𝑥; 𝐴1) are computed as shown below; since 𝐴0 and 𝑘 are unknown, instead of them 

their MLE can be used [67, 68]. 

 

𝒑(𝒙; 𝑨𝟏, 𝑨𝟐) =
𝟏

(𝟐𝝅𝝈𝟐)𝑵𝟎/𝟐
𝐞𝐱𝐩 [−

𝟏

𝟐𝝈𝟐
(∑  

𝒏𝟎

𝒏=𝟏

(𝒙(𝒏) − 𝑨𝟏)
𝟐) + ∑  

𝑵𝟎

𝒏=𝒏𝟎+𝟏

(𝒙(𝒏) − 𝑨𝟐)
𝟐)] 

  

𝒑(𝒙; 𝑨𝟏) =
𝟏

(𝟐𝝅𝝈𝟐)𝑵𝟎/𝟐
𝐞𝐱𝐩 [−

𝟏

𝟐𝝈𝟐
(∑  

𝑵𝟎

𝒏=𝟏

(𝒙(𝒏) − 𝑨𝟏)
𝟐)] 

 

(35) 

 

 

 

(36) 

 

To determine 𝐴0 under the two hypotheses 𝐻0 and𝐻1, let the MLE of 𝐴0 under 𝐻0 and𝐻1 be 

�̂�00and�̂�01, respectively. 

 
�̂�𝟎𝟎 = �̂�𝟎 =

𝟏

𝑵𝟎

∑  

𝑵𝟎

𝒏=𝟏

𝑯𝒑(𝒏) 
(37) 

 
�̂�𝟎𝟏 = �̂�𝟎 =

𝟏

𝒏𝟎

∑  

𝒏𝟎

𝒏=𝟏

𝑯𝒑(𝒏) 
(38) 

The least squares fitting algorithm can estimate the MLE of slope k algorithm [65] and is provided 

below: 

 
�̂� =

(𝑵𝟎 − 𝒏𝟎)∑  
𝑵𝟎−𝒏𝟎
𝒏=𝟏 𝒏𝑯𝒑(𝒏 + 𝒏𝟎) − ∑  

𝑵𝟎−𝒏𝟎
𝒏=𝟏 𝒏∑  

𝑵𝟎−𝒏𝟎
𝒏=𝟏 𝑯𝒑(𝒏 + 𝒏𝟎)

(𝑵𝟎 − 𝒏𝟎) ∑  
𝑵𝟎−𝒏𝟎
𝒏=𝟏 𝒏𝟐 − (∑  

𝑵𝟎−𝒏𝟎
𝒏=𝟏 𝒏)

𝟐
 (39) 

The GLRTD is defined using the above equations as follows [64]: 

 𝐋𝐧 (𝑳𝑮(𝑯𝒑(𝒏)))

=
𝟏

𝟐𝝈𝟐
[∑  

𝑵𝟎

𝒏=𝟏

(𝑯𝒑(𝒏) − �̂�𝟎𝟎)
𝟐
− ∑  

𝒏𝟎

𝒏=𝟏

(𝑯𝒑(𝒏) − �̂�𝟎𝟏)
𝟐

− ∑  

𝑵𝟎

𝒏=𝒏𝟎+𝟏

(𝑯𝒑(𝒏) − �̂�𝟎𝟏 − �̂� × (𝒏 − 𝒏𝟎))
𝟐

]

 

 

 

 

(40) 

The GLRTD's maximum is the estimated SPoTS 𝑛0 [64]: 

 �̂�𝟎 = 𝐚𝐫𝐠𝒎𝒂𝒙
𝒏

  [𝐋𝐧 (𝑳𝑮(𝑯𝒑(𝒏)))] (41) 

As shown in Figure 7, when the PE trajectory falls down, the GLRTD output occurs in there, which can 

be identified as the change point n0. It is reasonable to conclude that a very small number of signal 

samples in the sliding window cannot result in a noticeable decrease in the PE trajectory. 

3.2.7 Superiority of energy criterion 

This technique, which is widely used to predict the arrival time of signals in a variety of applications, is 

also a pioneer in detecting acoustic and electromagnetic partial discharges. The basic idea behind 

emergy criterion (EC) is to characterize the arrival of a signal by a change in energy content.  A sampled 

signal's (x) energy (𝐸𝑖) is the sum of its amplitude values. [69], [70]. 

 𝑬𝒊 = ∑  𝒊
𝒌=𝟎 𝒙𝒌

𝟐, 𝒊 = 𝟏,… ,𝑵   (42) 

The length of the signal is represented by N. As follows, the signal is isolated from the noise component: 

 𝑬𝒊
′ = 𝑬𝒊 − 𝒊𝜹 = ∑  𝒊

𝒌=𝟎 (𝒙𝒌
𝟐 − 𝒊𝜹)  (43) 

δ  in Equation 43, defined as in Equation 44. 
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 𝜹 =
𝑬𝑵

𝝑⋅𝑵
  (44) 

The ϑ factor lessens the delay effect of δ. As a result, the parameters that δ influence are the total energy 

of the signal (𝑬𝑵) and the ϑ factor. Two methods can be used to use the EC technique for transient SP 

detection: the EC (EC-a) method based on 𝒂(𝒏) features and the EC (EC- Ø) method based on AV(𝒏) 
features. 

When using the EC-a method to calculate (𝑬𝒊
′), we first use the 𝒂(𝒏) features of the analytical signal 

found in Equation 45. 

 
𝒂(𝒏) = √(𝒔𝑰

𝒂(𝒏))𝟐 + (𝒔𝑸
𝒂(𝒏))

𝟐
  

(45) 

The energy curve's global minimum is then defined. The sample corresponding to the global minimum 

is used to determine the starting point of the transient. However, within a flat region, there may be 

several local minimums. In this case, the transition SP can be determined by selecting the region's first 

local minimum. It should be noted that the 𝜹 factor chosen has a significant influence on the energy 

curve as seen in Equation 44. The value of the 𝛿 factor under noise-free conditions is 𝜹 = [1, 2,..., 100] 

[70]. When considering different SNR levels, the 𝛿 factor value should be determined empirically. In 

this context, they discovered that when 𝜹 = 30 for the given data set, the detection accuracy increases 

significantly [71]. 

Figure 8 illustrated the energy curve computed using EC-a for δ = 1, 2, 30 and the discovered starting 

points. 

 

Figure 8 Illustration the energy curve obtained by EC-a method (lower) and the determined trainsient starting 

point (upper) [71]. 

The EC- a method is based on using AV(n) in Equation 46. 

 
𝑨𝑽(𝒏) = {

∅(𝒏)    |∅(𝒏) − ∅(𝒏 − 𝟏)| ≤ 𝝅

∅(𝒏) ± 𝟐𝝅    otherwise
 

(46) 

The basic logic is to generate another random signal with roughly equal variance by using the random 

change in the noise portion of the signal's unwrapped IP features. In the noise part of the signal, a 

monotonically increasing energy curve is expected to be obtained using this signal. The starting point is 

the global maximum point of the curve. As a result, the method begins by calculating the absolute 

differences between each mean window of the signal's unwrapped instantaneous PCs. After 

calculating𝐸𝑖
′, the maximum of the curve is shown in Figure 9(a). In the unwrapped instantaneous PCs 
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of the signal, the example corresponding to the window index providing the global maximum of the 

curve is defined in Figure 9(b). Figure 9(c) shows the determination of the starting point.  

 

Figure 9 (a) Energy curve generated by the EC- Ø  method, (b) instantaneus phase signal,  (c) the determined of 

the starting point [71]. 

The transient-based signal characteristic recognition algorithms available in the literature are 

summarized in Table 3. 

Table 3 Summary Table Transient Detection Algorithms. 

Algorithms 

Ref. 

Pros Cons Complexity Success Rate Signal/SNR 

BSCD [72] no threshold needed, 

high detection rate 

(hiDeR) (with 

suitable 

amplitude/without 

leading response). 

weak detection 

(with small 

amplitude) for TS, 

need a long time, 

complicated 

calculation. 

O(n3) % 80-85  

 

Wi-Fi 1  

transceiver 

Radio/NA 

BRCD [73] no threshold needed, 

outperforming 

BSCD. 

works well in 

signal models with 

linear power 

increases, complex 

calculation. 

N/A % 95  

 

Wi-Fi 1  

transceiver 

 

Wi-Fi 1/NA 

VFDTD 

[74] 

hiDeR  threshold needed, 

highly sensitive to 

noise, need long 

time, complicated 

calculation. 

O(n2) N/A Radio/NA 

PD [75] fast and simple less susceptible to 

noise, practically 

define a starting 

point, poor 

detection rate in 

low SNR. 

O(n) % 85-90  

 

Wi-Fi 1  

transceiver 

 

Bluetooth/NA 

MCPD [76] no threshold needed,  

high detection, 

simple 

takes long time to 

compute. 

O(n) % 90-92.5  

 

8 different 

transmitters 

Wi-Fi/6-30dB 
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PE & 

GLRT [64] 

no threshold needed, 

hiDeR, 

detection of the start 

point is extremely 

accurate. 

complicated 

calculation. 

N/A N/A GSM/0-25dB 

EC [71] more effective 

different SNR levels 

N/A O(n) N/A Wi-Fi/-3-25db 

3.3 Based on Steady-State 

The unrivaled features extracted from the modulated signals are the focus of some steady-state studies. 

Gerdes and colleagues in their work [77], they proposed a based on steady-state RFF and preferred cards 

of the same manufacturer and model. The IEEE Ethernet 802.3 input part is used to identify the 

fingerprint profile, as well as the device emitting the signal. In the classification, a basic threshold and 

a matching filter application were used. [34] proposed a PARADIS. This system identifies the physical 

layer of a modulated signal based on five properties (frequency error, synchronous correlation, I/Q 

origin offset, magnitude and phase errors). The k-NN and SVM classifiers were used to create the RFF 

profile. To demonstrate the classifier's accuracy, 138 identical model Wi-Fi 1 signals are used. These 

signals were captured with a vector signal analyzer at distances in the interval of (3,15) meters from the 

antenna. With their proposed method, Shi and Jensen hoped to define Multiple Input Multiple Output 

devices. It has become a system comparable to PARADIS by utilizing the radiometric properties of 

these devices in modulation [78]. They used modulation-based approaches to classify RFID devices. 

They make use of spectral features from RFID transmitters as well as modulation features. Four different 

RFID transmitter classes and models are tested in the study (ISO 14443, HF 13.56 MHz) [40]. Frequency 

domain features were used in the study to identify RFF transmitters. The use of FFT allows for a great 

deal of flexibility in spectral feature selection. In laboratory testing, eight USRP transmitters are used. 

Optional feature selection the k-NN discriminator is used to generate the classification engine 

automatically. It achieves 97 and 66 percent accuracies at 30dB SNR and at 0dB SNR respectively. It 

also provides a less expensive alternative to the its counter approach requiring very high speed ADCs 

[79]. Suski and colleagues for their unique feature selection, they used the PSD coefficients in the Wi-

Fi 2/3 signal input [80]. Table 4 details the IEEE 802.11 standards [81-89]. Integration employs the 

feature selection method, as opposed to other known feature selection methods (RELIEF-F, F Score, 

and Laplacian Score). The covariance feature is used as an RF fingerprint, and the K-Nearest Neighbor 

(KNN) classifier is used. The Spearman correlation coefficient is used to assess the method's stability 

[90]. It is a fact that the steady state component of the signal is not shared by all transmitters. On the 

other hand, trainsient part of the signal is always present. As a result, the study focuses on transient-

based RFF. It is a significant difficulty to obtain the amplitude of the signal, in this context a higher 

sampling rate is needed to be able to detect the satarting of the transient [79]. WLAN, RFID, and almost 

all other technologies use preamble as it simplifies receiver design at the start of transmission. Therefore, 

these approaches do not require a steady-state signal [31]. For deep learning RFF approaches, Yu et al. 

offer a general Denoising Auto Encoder based model. A partially stacking technique has also been 

developed for efficiently identifying ZigBee devices using both quasi-stable and steady-state RFFs. 

Under AWGN channels at lower SNRs (-10 dB to 5 dB), their suggested PSCDAE beats traditional 

CNN by 14 to 23.5 percent in terms of identification accuracy [91]. 

Table 4 Information of IEEE 802.11 Standards. 

Release 

date 

Standard Common 

name 

Freq. 

(GHz) 

Modulation 

type 

Bandwith 

(MHz) 

Data 

speed 

(bps) 

Approx. 

range 

(meter) 

Number 

of 

clients 

1997 802.11 Wi-Fi 0 2.4 DSSS, 

FHSS 

22 2 M 20-100 N/A 

1999 802.11a Wi-Fi 2 5 DSSS 20 54 M 35-120 N/A 

1999 802.11b Wi-Fi 1 2.4 CCK 22 11 M 35-140 N/A 

2003 802.11g Wi-Fi 3 2.4 OFDM 20 54 M 38-140 N/A 

2009 802.11n Wi-Fi 4 2.4 & 5 OFDM 20-40 600 M 70-250 <50 

2013 802.11ac Wi-Fi 5 5 OFDM 20-40-160 6.9 G 35-… 50-100 
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2019 802.11ax Wi-Fi 6 2.4 & 5  OFDM, 

OFDMA 

80-160 9.6 G N/A 200-400 

2020 802.11ax Wi-Fi 6E  6 OFDMA 80-160 9.6 G N/A 200-400 

Expected 

in (2nd 

half of 

2022) 

802.11be Wi-Fi 7 2.4, 5 

& 6 

OFDMA 320 30 G N/A N/A 

3.4 Other Methods 

These approaches typically employ a proprietary wireless technology and/or extract additional signal 

and logical layer features [92], [47]. The PL is described by Danev et al. using the modulation pattern, 

spectral characteristics, and timing of device response signals. Timing and modulation are used to 

distinguish devices from various manufacturers, while spectral features are used to identify devices from 

the same manufacturer when fingerprints are used to identify devices [40]. Jana and Kasera identified 

access points in a wireless local area network using clock skew as a distinguishing feature [92]. In [93], 

the effectiveness of this technique for complex networks has been demonstrated. The results 

demonstrated that various access points could be distinguished with high accuracy. 802.11a OFDM 

signal devices are defined by a complex wavelet transform. MDA is used to categorize the features [47], 

[94]. To identify wireless devices, Suski et al. [95] generates an RF fingerprint. It makes use of the PSD 

of the Wi-Fi 2 preamble and spectral correlation is used for classification. When the SNR value of the 

captured packet frames is greater than six decibels, the average classification error rate is 20 percent in 

this method, which was tested on three devices. Recent research has focused on various RFID classes 

for PL identification [96], [97]. Periaswamy et al. [97], [98] used UHF-RFID tags to identify devices. 

According to the results of the study, the minimum power response feature can be used to identify 

devices with a 94.4 percent success rate. Recently, researchers looked into various signal characteristics 

and signal components [99], [6] in GSM devices. They identified and classified devices from four 

different manufacturers by using the intermediate and temporal parts of the GSM-GMSK burst signals. 

When the results of GSM signal identification are examined, it is discovered that the near temporal part 

is more effective in classification accuracy, while the mid-level part is less effective. Padilla et al. assess 

system performance using 20 Wi-Fi device datasets with 15 fingerprint samples per device. Both 

methods combine subspace transform-based feature reduction techniques with similarity-based analysis 

techniques such as PCA and PLS regression as identification methods. When only one device per 

manufacturer is used, accuracy is greater than 90%, and accuracy is around 70% when two devices per 

manufacturer are used [100]. To extract RFF features, the DCTF, a two-dimensional representation of 

the differential relationship of signal time series, is used. When defining devices, the developed DCTF-

CNN is used [53]. Furthermore, HHT [101], EMD and Welch methods, which are employed in signal 

classification in several domains, will add to the literature if used to RFF [102]. 

4. Classification Methods 

The classification methods used in the literature can be summarized as in Figure 10. As seen in the 

figure, methods divide into two main category as supervised and unsupervised. Unsupervised learning 

is not effective if there is prior tag information about devices. For Wi-Fi fingerprinting, infinite hidden 

Markov random field (ihMrf) based unsupervised clustering techniques are proposed using online 

classification algorithm and batch updates [103]. Transmitter features are used in [35], where Bayesian 

approach  passively classifies equipments unsupervised. 
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Figure 10 Perspective on RFF Classification. 

In supervised learning, the network requires multiple labeled samples gathering prior to deployment to 

train for ML algorithm [104]. Below are studies using supervised learning-based methods in four 

different categories. 

Based on Likeness: Comparing the observed signature of the transmitting device with records in a master 

database is necessary for similarity metrics. A passive fingerprint technique has been proposed in [105], 

to identify the Wi-Fi device driver running on an IEEE 802.11. Analysis of the collected traces and 

fingerprinting of device drivers is done using the Supervised Bayes approach. Using wavelet analysis 

[106] describes a passive black box-based technique that uses the time from TCP or UDP packet to 

determine type of access points. These techniques are based on priory knowledge about vendor-specific 

features. 

Classification-Based: As can be seen in Figure 10, there are studies in the literature on classification-

based supervised learning that makes use of RF features such as I/Q and phase imbalance, frequency 

error and RSS. 

Traditional: In traditional classification, matching with pre-selected features is examined using the 

domain knowledge of the system. To do this, dominant features must be known beforehand. The method 

proposes a classification based on subtracting known input parts and calculating spectral ingredients. 

The log spectral energy property is given as input to the k-nearest neighbors (KNN) discriminant 

classifier [79]. PARADIS achieves 99% accuracy using SVM and KNN algorithms, fingerprinting 

802.11 Wi-Fi devices, based on modulation specific errors in the frame [34]. A structure called GTID 

is proposed for physical device classification with artificial neural networks. This structure takes 

advantage of variations in clock skewness as well as hardware combinations of devices [107]. They 

investigated the problem of detecting and classifying micro-UAV control signals. The proposed 

detection method executes  a Bayesian approach based on the Markov models of UAV and non-UAV 

classes,  while the classification method relies on energy-time domain RF signal and uses features 

(skewness (γ), variance (σ2), energy spectral entropy (H), and kurtosis (κ)) extracted in this domain [48]. 

The mathematical calculations of these properties are given in the following equations.  
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Choosing an appropriate feature set is an important  huge duty when using many different features. 

When there are many devices, scalability problems may occur. This causes to increased computational 

complexity in training. 

Deep Learning is also a popular approach in recent years using supervised learning. It is a network 

structure consisting of many layers, capable of solving complex problems by processing big data. It 

implements deep learning at the PL, focusing on modulation recognition using CNNs [108] [109]. 

However, it does not define a device as Riyaz et al. does, it only defines the modulation type used by 

the transmitter [104]. Three deep learning models (CNN, LSTM and MLP) were found successful in the 

literature, considering the characteristics of IQ samples, FFT results and spectrogram. In the literature, 

it appears that CNN is efficient in processing spatially relevant data such as images (spectrogram) in 

deep learning, whereas LSTM is efficient in temporally related time series (IQ samples) [110]. AlexNet, 

GoogleNet, VGG16, and ResNet are examples of popular CNN models. In the RF field, two new models 

are proposed as deep CNN architectures, inspired by Alex-Net and ResNet [54]. 

Extreme Learning Machines (ELM) was proposed for single  layer neural networks by G. Huang in 

2006. It presents a fast and not iterative numeeric supervised learling. ELM provides good generalization 

performance at extremely fast learning speed [111, 112]. One of its most important features is that it 

does not require iterative calculations based on derivatives. It uses pseudo inverse computations for 

determining networks parameters [113]. This area is very untouched in RFF. A long time is required for 

the training of the above-mentioned structures used in deep learning. ELMs have the potential to reduce 

this time to extremely low values with an extremely fast operation. In this context, it is considered as an 

open field that is recommended to be used in the future. 

5. Conclusion 

Finally, this review focuses on the rapid development and widespread use of IoT and the security part. 

Considering the IoT's own hardware resources, the use of RFF to ensure security due to the error 

experienced during production at the physical layer draws attention. Therefore, RFF methods for Wi-Fi 

communication devices have been reviewed. Essentially, unique features from Wi-Fi communication 

devices are extracted and adapted to two-factor authentication systems for identification purposes. SDRs 

take the lead in signal capture and preprocessing to support different communication protocols. This 

review gives a summary of the most recent RFF detection and extraction techniques. FE methods used 

for different fingerprinting methods are detailed in this review. 
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Abstract 

Vehicular Ad-Hoc Networks (VANET) is anticipated to be the most effective way of increasing performance and 

safety in transportation soon. VANETs are the sub-branch of Ad-Hoc Networks which provide safety and comfort 

features together with related services for the vehicle operators.  RREQ flood attack mostly encountered in the 

literature for security of VANET. Due to the nature of the reactive protocols, the AODV routing protocol is quite 

open to attack types such as flood attack. Flood attacks occur in the network layer. The impact of flood attacks is 

not about victim nodes, it can be also affecting the whole network. A malicious attack that could be carried out in 

VANET could cause accidents that would cause a serious disaster. A malicious node could penetrate the IP 

addresses on a Flood Attack based User Datagram Protocol (UDP) to breakdown the data communication between 

two vehicles. The main purpose of this paper is to detect and prevent the flood attack, during the operation of the 

routing protocol and to decrease the end-to-end delay on the network. 

Keywords: Vehicular AdHoc Networks, VANET Security, Flooding Attack, NS2  

1. Introduction 

Wireless networks made up of mobile nodes behaving arbitrarily and lacking infrastructure are known 

as mobile ad-hoc networks (MANET). There is no specified central control, such as a base station, in 

these kinds of networks. Another variant of MANET is the vehicular ad-hoc network (VANET), which 

is a more recent technology. Wireless communication between cars and between vehicles and the 

Roadside Unit (RSU) is made possible via VANET [1]. 

A group of engineers from IBM Cooperation and Delphi Delco Electronic Systems initially proposed 

the VANET. This team claims that the Inter-Vehicle Communication (IVC) and Roadside to Vehicles 

Communication (RVC) systems of vehicle communication are together referred to as VANET. VANET 

technology utilizes both cellular networks and Ad-Hoc Networks for maintain a connection. The 

infrastructure of the VANET, on the other hand, consists of a hybrid design that combines 

VLAN/Cellular, Ad-Hoc, and vehicular communications (V2V, V2I, and V2R). It is acknowledged that 

VANET is a part of the Intelligent Transport Systems (ITS). ITS facilitates communication amongst 

other vehicles by utilizing their safety and service applications [2-4]. VANET routing protocols, most 

notably as AODV and DSR, help create a route between the source node and the destination node. These 

routing protocols are divided into three main classes: proactive, reactive and hybrid.  

For each route entry, the AODV protocol employs the destination sequence number; this sequence 

number provides a loop-free connection and the shortest way. This RREQ message is forwarded by the 

other mobile node after being propagated from the source. This message is subsequently transmitted to 

the intermediate node's neighboring node. This process is repeated until the packet reaches the 

destination or central node. The route entry in the routing table must be a legitimate entry, which implies 

that the item in the table must be less than a certain value. The hop count at the intermediate node is 

incremented by one as the RREQ packet moves across the network. If the node receives another RREQ 

message with the same ID, the packet is dropped. When an intermediate node or destination receives an 
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RREQ message and has a new valid route to the destination, it generates an RREP route reply message 

and sends it in response to the RREQ message [5]. 

The main purpose of the flood attacks is to consume the resources of the assets on the network. This 

type of attack is the category of large routing distortion that can lead to denial of service. Flood attacks 

occur in the network layer. The attacker continuously sends a RREQ message to the selected node. To 

respond to any incoming request, specific resources are allocated to the attacker by the target node. This 

behavior causes the destination node to run out of resources. IP address spoof-based flood attacks are a 

serious and still open security issue in wireless networks. IP address spoofing creates offensive fake 

routing packets using addresses that are assigned to others or never assigned. Several security solutions 

have been proposed to solve various problems related to flood attacks in the VANETs [6-8]. 

Our main goal is to provide secure and fast communication between the source node and the destination 

using the AODV protocol. We would like to give a suggestion that we limit to a solution for the detection 

and prevention of RREQ message type flood attacks. This proposed mechanism identifies not only the 

attack but also the source of the attack and isolates the attacker from the network. With proposed 

mechanism, end-to-end delays, and count of dropped packages will reduce, and the number of 

transmitted packets will increase. 

The rest of this paper is organized as follows. In Section 2, related works on background of flood attack 

types on VANET and special subsection for flooding attack are mentioned. Section 3 describes the 

proposed FA-AODV. Section 4 presents the simulation parameters and performance metrics. The 

performance of FA-AODV is evaluated and compared with the default AODV as well as in Section 4. 

Section 5 draws the conclusions. 

2. Related Work 

In section definition of flood attack in AdHoc networks and previous studies on the type of floods that 

are subject to the study are discussed. 

Flood Attack: Because reactive routing packets, such as AODV and DSR, set the route by using a route 

request, dependence on RREQ packets makes the reactive protocols vulnerable to flood attacks. RREQ 

flood attacks or data flood attacks depend on packets used on the network. The purpose of the malware 

node in RREQ flood attacks is to generate a flood of data by sending many RREQ packets of unknown 

targets on the network. If the target nodes are not present in the network, RREP packets will not be 

created, but RREQ packets will continue to be created by all nodes. The purpose of this type of attack 

is to consume bandwidth and network resources. 

2.1. Flood Attacks In VANET 

Using two well-known frameworks in uncertain reasoning, namely Bayesian Inference and Dempster-

Shafer (D-S) evidence theory, innovative strategies for resisting RREQ flooding attacks in Wireless Ad 

Hoc Networks were proposed [9].  The current study describes the modeling of RREQ traffic and the 

development of an optimal method for detecting persistent RREQ flooding attacks using Bayesian 

Inference. Using D-S evidence theory, the method was further developed to identify high and low rate 

pulsed RREQ flooding attacks. The suggested solution effectively resisted any sort of flooding-based 

DDoS attack in Wireless Ad Hoc Network with decreased communication and memory cost, according 

to a detailed assessment utilizing mathematical modeling and simulation. 

Al-Mehdhara et al [10], propose a secure VANET architecture that makes use of a Software-Defined 

Networking (SDN) controller and Neural Network Self-Organizing Maps (SOMs). A Multilayer 

Distributed SOM (MSOM) model based on two levels of clustering and classification is used to address 

the shortcomings of traditional SOMs and improve SOM efficiency. Experiment findings reveal that 

malicious traffic is detected at 99.67%, DDoS attacks are prevented, and system security is increased.  

Another SDN study, have proposed the recognition of DDoS attacks to SD-VANET based on a 

combination of Hyperparameter optimization and feature selection. Initially, created a dataset 
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containing both the characteristics of normal network traffic and DDoS attack network traffic was 

obtained from SD-VANET topology. Minimum Redundancy Maximum Relevance (MRMR) feature 

selection algorithm was used to select the most distinctive features of the dataset.  Bayesian optimization 

method boosted with hyperparameter optimization was applied using for classifiers in the learning 

phase. The best accuracy score attained using MRMR feature selection and Bayesian optimization-based 

decision tree classifier was 99.35% [11].  

Zarei et al. [12], presented the LSFA-IoT strategy, which protects the AODV routing protocol as well 

as the IoT network against flooding. The authors divided the project into two major phases: the first 

involves identifying attackers using a physical layer intrusion and attack detection system, and the 

second involves detecting wrong events using Average Packet Transmission RREQ (APT-RREQ) 

messages. The simulation results demonstrated that the suggested technique outperformed the well-

known IOT protocols REATO and IRAD. 

The authors compared different ML approaches to detect malicious activity and the proposed Hybrid 

KSVM algorithm for DDoS attack. Their Hybrid KSVM algorithms gave better results with accuracy 

(92.46%) and precision (95.31%) compared to other ML algorithms [13]. 

The authors [14] worked on Information-centric networking (ICN)-based Named Data Networking 

(NDN), which they believe is the future of the internet in autonomous or semi-autonomous vehicles. 

NDN-based VANET suffers from several security attacks, one such attack is the Interest Flood Attack 

(IFA), which targets the core routing mechanism of NDN-based VANET. Their suggested approach can 

identify both normal and low-rate IFA.  The results of their experiments reveal that their technique 

detects and mitigates both regular and low-rate IFA in the network. 

Hasan et al. [15] proposed the FLOW-AODV algorithm for detecting the flood type attack when the IP 

address of the attacker was hidden. The smaller average delay in FLOW-AODV, as supported by the 

simulation results, means that it prevents redundant RREQ overflow from frequent flooding. In addition, 

results based on the appearance of multiple flood attackers’ algorithm maintain almost 100% PDR with 

less than 200 ms. delay.  

3. Material and Methods  

3.1. FA-AODV Algorithm and Simulation Styling  

In this study, prevention of UDP flooding type attacks made on the AODV protocol is used in VANET 

for providing the continuation of the communication. For this, an algorithm named Flooding Attacks 

detection based Ad Hoc On-Demand Distance Vector Routing Protocol (FA-AODV) has been 

developed. As is known, AODV protocol works on demand. As the nodes are in mobility, the road 

information keeps changing continuously.  For this reason, during the route discovery process, every 

node between the source and the destination nodes decides to either relay or drop the RREQ packets.  

In the scenario, attacks are realized using RREQ packets.  During the attack number of packets given in 

the table, one is triggered by all the nodes simultaneously.  Thus, the blockage of the network and 

prevention of the communication will be ensured. 

Table 1 Number of UDP flooding attack packets triggered 

 

 

 

 

Flood attacks are performed using UDP or ICMP packets. In these types of traffic types, in which the 

SYNC mechanism would not work, the attacker sends UDP packets to randomly or previously chosen 

ports. The attacked nodes investigate every packet that arrives to understand the services requested.  

This situation would decrease the performance in nodes that is; it increases the end-to-end delays.  The 

attacked node would check the availability of the port assigned for the incoming request and by 

Number of UDP Flooding Attacks Packet 

 20 Node 15 Node 10 Node 5 Node 

Std. AODV 11339 10081 4449 3646 

FA-AODV 9445 8135 5385 3221 
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concluding no ports are in listening state, it would be forced to send “Destination Unreachable” 

messages. These unlimited numbers of packets are processed. This situation would cause the data traffic 

it has with the neighboring nodes to be stopped. As a result of this attack, it would cause the victim node 

to be unreachable by the other nodes.  

In figure 1, flow diagram for FA-AODV algorithm has been displayed. According to flow diagram and 

hypothetical scenario, all nodes on the network listen to packet communication of other neighbor nodes 

by working in “promiscuous mode”.  On realizing next node exceeds previously defined packet drop 

threshold level, that node is identified as hostile. This related node will not be used for the next packet 

traffic.  

 

Figure 1 Flow Diagram for FA-AODV 

A pseudo code developed for the FA-AODV algorithm is shown in pseudo code 1.  

Code 1 FA-AODV Pseudo Code 

1 Begin 

2  If the sender / receiver listens to the data packet 

3   Begin 

4    If the expected packet 

5     Begin 

6      Deliver packet 

7      Condition (node) = good 

8     End 

9    If the sender's packet timed out 

10    Begin 

11     If (forwarded packet)> threshold value 

12     Begin 

13      If Condition (node)! = Good 

14       Begin 

15         Generate Alarm to Source 

16         Condition (Node) = Malicious 

17     End 

18    End 

19   End 

20  End 

21 End 

According to the pseudo code and the hypothetical scenario, algorithm to benefit of “promiscuous 

mode”.  All nodes on the network listen to packet communication of other neighbors. When the next 

node exceeds threshold level, which is previously defined, that node is identified as malicious. Malicious 

node won’t be used for the next traffic. Identifier nodes send a broadcast message to other nodes in 
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neighbors to a malicious node and drops the packet. It will mark the source node as an attacker, and it 

will drop the packets coming from the same source. If it is a standard packet, it will send an RREP 

packet and route initiation process will be started. 

Thanks to the FA-AODV algorithm developed, with the dropping of RREQ packets sent in a flooding 

attack type with a purpose to determine a route, the malicious attacks have been prevented and network 

congestion has been removed at the same time.  Thus, the regional blockage and the communication 

breakdown targeted by the attacker have been prevented. The ratio of the number of packets sent by the 

source node to the number of packets received by the destination node is described as data flow. With 

the FA-AODV algorithm suggested in present study, it is aimed that the data flow rate is increased.  As 

the flow rate increases, recovery has been achieved in the average end-to-end delay.  

3.2. Realized Simulation  

NS-2 simulation involves many applications, protocols, network types, and network element and traffic 

model. NS-2 is an object-based simulator which Coded in C++. Object oriented extension of Tool 

command language (OTcl) will be used from Ns2 for interpreter to run user scripts during simulation. 

OTcl scripts help users to define detailed network topologies, to simulate featured protocol and 

applications, and to retrieve simulation results in a specific format. It has been developed by TCL Jhon 

Ousterhout and has emerged as a language suitable for fast development, able to supply graphic 

interface, compatible with many platforms and easy to use [17, 18]. 

In this study, network planning has been performed using the algorithms of the standard AODV and the 

FA-AODV developed according to the parameter values given in Table 2 on the NS-2 network 

simulator.   

Table 2 Simulation parameters value 

Parameters Values 

Channel Wireless 

Propagation Two Ray Ground 

Mac Protocol 802.11 

Routing Queue Queue Drop tail 

Antenna Omni Antenna 

Energy Model Battery 

Simulation area (m) 1000*1000 

Number of nodes 5, 10, 15, 20 

Simulation stop time 6s 

Mobility 20 - 25 m/s 

Traffic type CBR 

Attacks type UDP floods 

Number of flood node 1, 2, 3, 4 

 

Randomly chosen 5, 10, 15 and 20 nodes, distributed in the overall of the simulation domain given in 

Table 2 were generated. The speeds of the nodes are assigned with a speed of 0-25 m/s. The assigning 

of the speeds in this range is done randomly. For it to make sense, the running time is set to 2.5 m/s.  

The source and the destination packets were defined and the times at which the communications would 

start, and stop were specified in the TCL file.  The nodes (vehicles) make communications as per the 

conditions stated in TCL configuration table. As of the 0,25th second of the simulation, the vehicles 

take off for different coordinates at 15-25 m/s speeds. To capture the destination node, UDP flooding 

attacks are initiated at the 0-1,5 seconds of the simulation using a CBR traffic over UDP traffic. At the 

0-1 seconds of the simulation, the node2 (Vehicle numbered 0) is captured by attackers. Then, at the 1 

second, flooding type attacks are started over Node2 as shown in Figure 2. 
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Figure 2 Malicious broadcast of Node2 to other nodes with a flood attack. 

At the 1 – 2,5 seconds interval of the simulation, the dropped packets due to the algorithm that comes 

into play after the flood attacks performed are shown in Figure 3. 

 

Figure 3 Dropped Packets 

4. FA-AODV Algorithm Performance Analysis 

 

To evaluate the results of the suggested algorithm, simulation of two different models were run.  The 

first of them is the implementation of UDP flooding attacks on the AODV protocol used in VANET. 

The second one is the simulation of the model in which the suggested FA-AODV algorithm is used. For 

both models, 5, 10, 15 and 20 nodes were used.  There is one malicious node for five nodes (5-1, 10-2, 

15-3, and 20-4).  For performance criteria, the end-to-end average delay containing all the possible 

delays resulting from the queuing during the route discovery process, total of dropped packets and the 

number of packets that reached the destination in data transfer were compared. 
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Figure 4 Average end-to-end delay 

 

When the end-to-end average latency is examined, as seen in Figure 4, in the scenario which has 5 nodes, 

the delays between the scenarios are very close because of the distance between the vehicles. As the 

number of nodes under attack increases, average end-to-end reduces from the attacker node to the 

neighbor nodes because the packet transmission is too high. The proposed FA-AODV algorithm showed 

less latency compared to the standard AODV algorithm. 

 

Figure 5 Received packets 

 

The number of packets received by the attacked vehicles is given in figure 5. In the scenario where the 

standard AODV algorithm is used under attack, more packet reaches the target with the increase of 

attacker nodes. However, in the FA-AODV scenario, although the number of aggressors increased, 

results were very close to the non-attacked AODV scenario. In this way, fewer and safer packets were 

delivered to the target. 

 

The studies in the literature were examined with the proposed method in terms of average end-to-end 

delay. The proposed method has provided less end-to-end delay times than [15,16]. The studies in the 

references [6,8] show a high similarity with the proposed method in terms of end-to-end delay times 
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Figure 6 Dropped packets in total 

In Figure 6, the comparison of the dropped packets uses the proposed FA-AODV algorithm instead of 

the attacked AODV protocol, and results obtained are close to the AODV protocol which works in the 

non-attack scenario due to isolating the attacker nodes from the network. The increase in the number of 

packets dropped indicates that the attacker blocked the communication and caused a network blockage. 

In the 5-nodes 1 attacker scenario, 2642 packets are dropped, while in the 20-node 4-attackers scenario, 

124507 packets are dropped.  

 
Figure 7 Packet Delivery Ratio 

The Packet Delivery Ratio is another metric indicating the network quality. In the AODV protocol 

running under attack, packet transmission rates are reduced to 30%. As seen in Figure 7, the results of 

FA-AODV algorithm were close to the standard AODV algorithm results. 
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Figure 8 Average Throughput 

 

The average throughput given in Figure 8 refers to the average data rate of successful data or message 

transmission over the connection. (Received Size / (Stop Time-Start Time)) * (8/1000). When the 

average throughputs were examined, it was observed that the FA-AODV algorithm results were close 

to the non-attack AODV algorithm results, due to packet transmission with under attack. 

 

Table 3 Routing Load 

Routing Load AODV Attack FA-AODV 

5 nodes 0,025 6,982 0,265 

10 nodes 0,23 142,545 1,427 

15 nodes 0,646 363,824 2,989 

20 nodes 2,068 978,458 7,771 

 

As can be seen in Table 3, the load of the network under attack increases exponentially as the number 

of nodes increases. This also seen in Figure 9 The FA-AODV algorithm has improved the network load 

when network is under attack. 

 
Figure 9 Routing Load 
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5. Conclusion   

 

In this study, the FA-AODV algorithm that prevents UDP flooding type attacks made on the AODV 

protocol is used in VANET.  The results are compared using two models, which are standard AODV 

and FA-AODV.  For the performance analysis, average end-to-end delay, received packets and total 

dropped packets have been used.  The FA-AODV algorithm checks the hop count and packet IDs in the 

RREQ packets and decides whether it is an attack or not.  It has ensured the continuity of the 

communication by dropping the attacking packets.  Therefore, the FA-AODV algorithm has not 

produced traffic load by preventing the network from getting congested.  Despite the attacks, the 

performance of the moving nodes has been increased and continuation of a safe communication has 

been ensured. Therefore, FA-AODV algorithm prevents the UDP flooding type attacks and provides 

faster and safer communication. Safer communication has been established and the packets have been 

sent to the destination in the shortest time possible. Considerable improvements have been achieved in 

the average end-to-end delay and number of packets delivered. As it is considered that the attackers 

could conduct different types of attacks on the network, it is suggested that the algorithm be improved 

against the types of attacks apart from flooding.  For the future work, we will plan to compare the 

proposed FA-AODV algorithm with other reactive routing protocols (DSR, TORA etc) used in VANET. 
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Abstract 

In genomic signal processing applications, digitization of these signals is needed to process and analyze DNA 

signals. In the digitization process, the mapping technique to be chosen greatly affects the performance of the 

system for the genomic domain to be studied. The purpose of this review is to analyze how numerical mapping 

techniques used in digitizing DNA sequences affect performance in genomic studies. For this purpose, all digital 

coding techniques presented in the literature in the studies conducted in the last 10 years have been examined, and 

the numerical representations of these techniques are given in a sample DNA sequence. In addition, the frequency 

of use of these coding techniques in four popular genomic areas such as exon region identification, exon-intron 

classification, phylogenetic analysis, gene detection, and the min-max range of the performances obtained by using 

these techniques in that area are also given. This study is thought to be a guide for researchers who want to work 

in the field of bioinformatics. 

 
Keywords: Numerical mapping techniques, Genomic analysis, DNA encoding schemes, Genomic signal 

processing, DNA sequence 

1. Introduction 

Deoxyribose nucleic acid (DNA) is the biological structure that is located inside the cells, which are the 

building blocks of the human body, and creates the genetic code in which all human characteristics are 

encoded. DNAs consist of sugar groups, phosphate groups and bases linked by ester bonds. These bases 

are Adenine, Thymine, Guanine, and Cytosine. In the DNA chain consisting of two long polymers, 

Adenine pairs with Thymine while Guanine pairs with Cytosine. The codes created by certain 

combinations of the building blocks called nucleic acids that makeup DNA are called genes. Genes; 

These are personal codes that determine all the characteristics of the body, such as eye color, height, 

hairstyle, or susceptibility to genetic diseases. A gene has exons and introns. The intron is the non-amino 

acid coding portion of a gene. Exons are the protein-coding parts of the gene. The triple arrangement of 

bases in DNA is referred to as codons and these codons code for the different amino acids that make up 

proteins. There are 64 possible codons in a DNA. Three of the codons (UAA, UAG, UGA) are 

termination or stop codons and do not code for any amino acid. Each of the remaining 61 codons codes 

for an amino acid, but since there are only 20 amino acids used in protein construction, there is more 

than one codon encoding the same amino acid [1]. Genetic information from DNA is transferred to 

RNA. This process is called transcription. The translation is the process of translating the code carried 

by the mRNA into proteins. Figure 1 shows the basic structure of a protein-coding gene related to 

transcription and translation in a eukaryotic organism. 
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Figure 1 Gene and intergenic regions in a DNA 

1.1. Literature Review 

 

In this section, studies that examine the techniques used for digitization of DNA data in various genomic 

fields such as detection of exon regions from DNA sequences, exon-intron classification, phylogenetic 

analysis, interspecies similarity/difference, detection of disease, and gene detection are presented. Table 

1 lists all studies over the past 15 years examining numerical mapping techniques used by genomic 

domains. 

Table 1 All studies reviewed in the last 15 years 

 
Reference 

Paper 
Numerical mapping techniques Genomic domain 

 

Das et al.[3] 

 

1. The Nucleotide Mapping 

Diploye moment mapping, Minimum entropy mapping, Trigonometric 

mapping, Variable mapping, Chaos game representation, Gray code 

mapping, Walsh code mapping, Pseudo-EIIP mapping 

2. The Amino acid Mapping 

Dipola moment and alpha mapping, Binary representation, Genetic code 

context, EIIP, Complex prime numeric representation, Hyropathy index, 

P-adic mapping, Ionization-constant, The tetrahedron mapping 

 

 

Prediction of Exon regions 

Wisesty et al.  

[4] 

 

 

Voss mapping, Z-curve, tetrahedron, Complex number representation, 

Integer and real representation, Trigonometric mapping, Paired numeric 

representation 
Diagnosis of breast cancer 

Kumar et al. 

[5] 

 

Position Based Encoding, 2-bit Neural Network based encoding, 

Hamming Distance Based Encoding, Integer Number Encoding, 

Trigonometric Encoding, Autocorrelation Based Encoding and proposed 

Method walsh code 

 

Detection of protein coding 

regions 

Yu et al. [6] 

1. Biochemical Properties 

Atomic number, Electron-Ion Interaction pseudopotential, Molecular 

mass representation, Thermodynamic properties 

2. Primary-Structure Properties 

Dinucleotide representation, Ring structure, Inter nucleotide distance 

encoding, Triplet encoding, Frequency of occurence mapping, Minimum 

entropy mapping 

3. Cartesian-Coordinate Properties 

Integer and real number, Complex number, QPSK/PAM, DNA walk and 

paired numeric Method 

4. Binary and Information Encoding 

Voss representation, Galois field, Error-Correction code, Ching 

representation 

Genomic signal processing 
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5. Graphical Representation 

CGR and CGR-walk, Tetrahedron, SOM based approach, Quaternion, H-

curve and Z-curve 

Kumari et al. 

[7] 

1. Fixed Mapping 

Voss, Tetrahedron, Complex, Integer, Real, Quaternion, QPSK 

2. Cariable Mapping 

Complex representation of nucleotides by twiddle factor 

3. Physico Chemical Property Based Mapping 

Atomic, Paired, DNA walk, Z-curve, EIIP, Pseudo-EIIP 

 

Genomic signal processing 

Das et al. [8] Voss, Integer, Complex, Real, EIIP, Atomic Number, Paired Numeric, 

DNA Walk, Molecular Mass, Trigonometric, Entropy, Z- curve, 

Tetrahedron 

Predicting of protein coding 

regions 

Ahmad et al. 

[9] 

Tetrahedron, 4-bit binary coding, Binary coding, Molecular mass, Z-

curve, Pathogenity island coding, Entropic segmenttion coding, Paired 

nucleotide representation, Integer number, Autoregressive coding, 

Gradient source Localization, EIIP, Paired nucleotide atomic number, 

Complex number 

Genomic signal processing 

 

Jin et al. [10] 

 

Methods based on graphical representation; 2-3-4-5-6 dimensional 

graphical methods, Chaos game representation, quaternion. Matrix 

mapping, Coding based on chemical properties, Codons, frequency 

values, Position statistics, Huffman coding, Euclidean distance coding 

Detection of similarity between 

species 

Mendizabal-

Ruiz et al.  

[11] 

Integer, Real, EIIP, Atomic number, Paired numeric, Voss, Tetrahedron, 

Z-curve, DNA walk 
Identification of similarity of 

DNA sequences 

Saini et al.  

[12] 

Voss, Tetrahedron, Complex, EIIp, DNA walk, Integer number, Real 

number, Binary representation, 4-bit binary encoding, Paired nucleotide 

representation, Quaternion, Inter-numcleotide distance 

Genomic signal processing 

Mabrouk et 

al. [13] 

Genetic code context, Frequency of nucleotide occurence, Atomic 

number, 2-bit binary, EIIP 

Identification of protein coding 

regions 

Das et al. 

[14] 

 

Voss mapping, Integer mapping, Complex Mapping, Real Mapping, EIIP 

Mapping, Atomic Number Mapping, Paired Numeric Mapping, DNA 

Walk Mapping, The Modecular Mass Mapping 

 

Identification of exon regions 

Das et al.  

[15] 

 

Integer Mapping, Reel Mapping, Atomic Mapping, Molecular Mass Mass 

Mapping, DNA Walk Mapping, Paired Numeric Mapping, Complex 

Digital Mapping, EIIP 

Classification of exon and intron 

Abo-Zahhad 

et al. [16] 

 

Atomic number, Integer number, Real number, EIIP, Paired Numeric, 

DNA Walk 
Prediction of donor ve acceptor 

in exon region 

Abo-Zahhad 

et al.  [17] 

1. Fixed Mapping  

2. Voss, Tetrahedron, Complex, Integer, Real, Quaternion 

3. Physico Chemical Property Based Mapping 

EIIP, Paired numeric, DNA-walk, Z-curve 

Classification of exon and intron 

Kwan et al. 

[18] 

Integer number, Single Galois Indicator, Paired nucleotide atomic umber, 

Atomic number, Molecular Mass, EIIP, Paired Numeric, Real Number, 

Complex Number, K-twin pair code, K-bipolar pair code, K-quaternion 

Classification of exon and intron 

Sharma et al. 

[19] 

Voss, Tetrahedron, Z-curve, Complex, EIIP, Paired numeric, DNA walk, 

Frequency Nucleotide Occurence, Atomic number, Real number 
Identification of exon region 

Akalin et al.   

[20] 

 Real mapping, Moleculer Mass, EIIP, Shannon Entropy, Paired digital 

mapping technique 

 

Classification of exon and intron 

Akalin et al. 

[21] 

Real mapping, Moleculer Mass, EIIP, Shannon Entropy, Paired digital 

mapping technique 

 

Prediction of leukaemia  
 

Akhtar et al. 

[22] 

Voss, Tetrahedron, Z-curve, Complex, Queternion, EIIP, QPSK-PAM, 

Paired numeric 
Prediction of exon regions 

 

In this study, all numerical mapping techniques developed in the last 15 years in the literature and used 

to digitize DNA sequences were examined and the benefits and shortcomings of these numerical 

techniques in genomic study areas such as exon region detection, exon-intron classification, 

phylogenetic analysis. Also, disease-causing gene detection were emphasized. Digitization of DNA 

sequences is extremely important in order to achieve targeted high-performance accuracy in genomic 

studies such as detection of exon regions, exon-intron classification, disease-causing gene detection, 
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phylogenetic analysis. Therefore, in this study, all the digital mapping techniques of the last 15 years 

were introduced in detail and a review study presenting all the techniques was actualized. 

1.2 Motivation 

Technological developments in biology and computers have advanced rapidly, and thus the emerging 

branch of bioinformatics has taken the lead among the most popular academic and industrial sectors 

today. Genome analysis is one of the most studied subjects in the field of bioinformatics, which is the 

synthesis of mathematics, statistics, computer science, molecular biology, and genetics. Although 

genomic studies seem to be aimed at basic scientific research, they will be indispensable for clinical 

informatics in the coming years. Our motivation for this review study is to analyze the effect of digital 

mapping techniques on the performance of the system in the most popular bioinformatics and genomic 

fields of study. In addition, while converting DNA analog signals into digital signals that can be 

understood by the computer in artificial intelligence applications, it is to guide researchers in choosing 

the correct digital coding technique that can best reflect the structure of DNA. 

The remainder of this paper is organized as follows. In section 2, all numerical mapping techniques 

introduced in the literature by other authors in the last 5 years are searched and listed for this survey 

article. Section 3 highlights the frequency of use, performance, advantages, and drawbacks of numerical 

mapping techniques by genomic domains. In addition, mapping techniques that researchers can use 

according to genomic domains will be recommended along with their reasons. Finally, in Section 4 we 

conclude our survey with a brief summary. 

2.  DNA Numerical Mapping Techniques 

In this section, the coding techniques developed for the digitization of DNA sequences are 

comprehensively examined under five main headings. In the literature, coding techniques are also called 

different names as digital mapping techniques, numerical methods, and coding schemes. However, all 

the nomenclatures mean the same. 50 digital mapping techniques developed in the last 5 years are 

classified into five groups according to their general characteristics. These groups are cartesian 

coordinate coding techniques, biochemical and physicochemical coding techniques, binary and 

information coding, primary structure coding techniques, and graphically represented coding 

techniques. At the end of each of these five groups, there are collective digital signal plot graphs and 

tables of the digital coding techniques examined in that group. Graphs of digitized DNA signals using 

coding techniques include representations of the DNA sequence digitized by each coding technique 

applied to the DNA Fasta format dataset with reference number NR_131216.1 from the NCBI database. 

Since the graphical value ranges of some mapping techniques are different, the numerical representation 

of these techniques is given in separate figures. In the general tables at the end of the examined groups, 

there is a brief explanation of the digitization technique in that group, the coding scheme, and the 

numerical version of this coding technique applied to a sample DNA sequence. Figure 2 shows the 

hierarchical scheme of all DNA mapping techniques. 
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Figure 2 The hierarchical scheme of all DNA mapping techniques 

 

2.1 Cartesian-Coordinate Properties Group 

The first group of DNA numerical mapping techniques is cartesian coordinate properties (CCP) 

digitization techniques. Within this group, there are nine numerical coding techniques namely Integer 

Number Coding, Real Number Coding, Complex Number Coding, DNA Walk Mapping, Trigonometric 

Mapping, Paired Numeric Coding, Ordinal Encoding, QPSK (Quadrature Phase Shift Keying), PAM 

(Pulse Amplitude Modulation) are examined. Table 2 provides a brief summary of all the mapping 

techniques in the CCP group. 

 

Table 2 The summary of all numerical coding techniques in cartesian-coordinate properties group 
The name of 

technique 

Coding Scheme Numerical Representation   Definition 

Integer Number 

Coding [6,15] 

If Purin>Pirimidin  

T=0, C=1, A=2, G=3 

T>A ve G>C ise  

A=0, C=1, T=2, G=3 

X=[AGCTACCGTG] 

�̂�=[2, 3, 1, 0, 2, 1, 1, 3, 0, 3] 

 

Nucleotides are represented 

by integers. 

 

Real Number 

Coding [6,15] 

A=-1.5, T=1.5,  

C=0.5, G=-0.5 

X=[AGCTACCGTG] 

�̂�=[-1.5, -0.5, 0.5, 1.5, -1.5, 0.5, 0.5,  

-0.5, 1.5, -0.5] 

 

Nucleotides are represented 

by real numbers. 

Complex Number 

Coding [9] 

A= -1, C= -j, 

G= j, T= 1 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [1, –1, j, j, 1, –j, –j, –1, j, –1] 

 

Nucleotides are represented 

by complex numbers. 

DNA Walk Coding 

[6] 

Integer temsil; 

A= -1, C= 1  

G=- 1, T= 1 

Complex temsil;  

X=[AGCTACCGTG] 

�̂�(ⅈ) = [-1, -2, -1, 0, -1, 0, 1, 0, 1, 0] 

 

Nucleotides are encoded by 

assigning integer or complex 

numbers and summing their 
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A=1, C= -j  

G= -1, T= j 

values along the DNA 

sequence. 

Trigonometric 

Mapping Coding 

[3,22] 

A= cos(θ) + j ×sin(θ) 

C= -cos(θ) - j ×sin(θ) 

G= -cos(θ) + j ×sin(θ) 

T= cos(θ) - j ×sin(θ) 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0.5+0.8660i, -0.5+0.8660i,  

-0.5+0.8660i,0.5+0.8660i, 0.5+0.8660i, 

 -0.5+0.8660i,  

-0.5+0.8660i, -0.5+0.8660i 

0.5+0.8660i, -0.5+0.8660i] 

Nucleotides are encoded by 

assigning trigonometric 

equations. 

Paired Numeric 

Coding [15] 

Purin(A&G)= 1 

Pirimidin(C&T)= -1 

X=[AGCTACCGTG] 

�̂� = [1, 1, -1, -1, 1, -1, -1, 1, -1, 1] 

 

 

Nucleotides are encoded by 

assigning values according to 

their structural properties. 

Ordinal Encoding 

[23] 

A= 0.25, C= 0.50 

G= 0.75, T= 1.00 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0.25, 0.75, 0.50, 1.00, 0.25, 0.50, 

0.50, 0.75, 1.00, 0.50] 

 

Nucleotides are assigned 

sequential, linear values. 

QPSK [24] 

A= 1+j, G= -1+j 

C= -1-j, T= 1-j 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [1+j, -1+j, -1-j, 1-j, 1+j, -1-j, -1-j, 

-1+j, 1-j, -1+j] 

2D QPSK constellation 

complex number values are 

assigned according to the 

complementary property of 

DNA. 

PAM [6,25] 

A= -1.5, G= -0.5 

C= 0.5, T= 0.5 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [-1.5, -0.5, 0.5, 0.5, -1.5, 0.5, 0.5, -

0.5, 0.5, -0.5] 

 

 

Nucleotides are represented 

by 1D real numbers. 

DNA sample datasets in Genbanks are available in Fasta format and are analog signals. Digitized signal 

representations of the first 100 bases of the sequence with reference number NR_131216.1 retrieved 

from the NCBI database, with coding techniques in the "Cartesian-Coordinate Properties (CCP)" group 

are shown in Figure 3. 

 
Figure 3 Numerical representations of CCP group techniques 
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2.2 Biochemical and Physicochemical Properties Group 

 

The second group of DNA numerical mapping techniques is the biochemical and physicochemical 

(BPP) numerical techniques. Within this group, eleven coding schemes such as EIIP, Integrated EIIP, 

Atomic Number Coding, Paired Nucleotide Atomic Number Coding, Molecular Mass Representation, 

Entropic Segmentation Coding, Autoregressive Coding, Four Structural Features Coding, 

Thermodynamic Properties Coding, Genetic Code Context-Based Numerical coding, Walsh Code Based 

Numerical Mapping are examined. Table 3 provides a brief summary of all the mapping techniques in 

the BPP group. 

 

Table 3 The summary of all numerical coding techniques in biochemical and physicochemical 

properties group 
The name of 

technique 

Coding Scheme 
Numerical Representation   Definition 

EIIP coding 

[3,6,9] 

C=0.1340, T=0.1335,  

A=0.1260, G=0.0806 

X=[AGCTACCGTG] 

�̂� = [0.1260, 0.0806, 0.1340, 0.1335, 0.1260, 

0.1340, 0.1340, 0.0806, 0.1335, 0.0806] 

Energy values are assigned to 

the nucleotides  

Integrated EIIP 

coding [26] 

EIIP codes for 64 

codons 

 

X=[AGCTACCGTG] 

�̂� = [0.3406, 0.3481, 0.3935, 0.3935, 0.3940, 

0.3486, 0.3935, 0.2947] 

EIIP energy values are 

assigned to DNA codons. 

Atomic number 

coding [6] 

C= 58, T= 66, 

A= 70, G= 78 

X=[AGCTACCGTG] 

�̂� = [70, 78, 58, 66, 70, 58, 58, 78, 66, 78] 

 

Atomic numbers are assigned 

to nucleotides. 

Paired 

nucleotide 

atomic coding 

[9] 

A&G= 62, C&T= 42 
X=[AGCTACCGTG] 

�̂�(ⅈ) = [62, 62, 42, 42, 62, 42, 42, 62, 42, 62] 
Atomic numbers are assigned 

to paired nucleotides. 

Molecular mass 

coding [9,15] 

C= 110, G= 150, 

A= 134, T= 125 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [134, 150, 110, 125, 134, 110, 110, 150, 

125, 150] 

 

Molecular mass values are 

assigned to nucleotides. 

Entropic 

segmentation 

coding [9,27,28] 

12-Symbol alphabet 

A1, A2, A3, C1, C2,C3, 

G1, G2, G3, T1, T2, T3 

Calculates entropy by 

array 

X=[AGTTAGTGCT] 

�̂�(ⅈ) = [A1 G2   S3 T3  S1  T1  A2  G3  T1 G2  C3] 

DNA segments and stop 

codons are represented by the 

18-symbol alphabet. 

Autoregressive 

coding [9,29] 

Propeller Twist ve 

DNA Bending 

Stiffness values for 

dinükleotides 

X=[AGCTACCGTG] 

Propeller Twist 

�̂�(ⅈ) = [-14.00, -11.08, -14.00, -11.85, -13.10, -

8.10, -10.03, -13.10, -9.45] 

Bending Stiffness 

�̂�(ⅈ) = [60, 85, 60, 20, 60, 130, 85, 60, 60] 

 

According to the structural 

properties of DNA, propeller 

twist and DNA bending 

stiffness values and 

dinucleotides are coded. 

Four Structural 

features coding 

[30] 

DNA Bending 

Stiffness, Dublex 

Disrupt Energy, 

Dublex Free Energy, 

Propeller Twist values 

for dinükleotides 

X=[AGCTACCGTG] 

DNA bending stiffness 

�̃�𝛼(𝑛) = 60, 60, 60, 85, 60 

Dublex disrupt energy 

�̃�𝛽(𝑛) = 16, 16, 13, 36, 19 

Dublex free energy 

�̃�𝛾(𝑛) = -15, -15, -15, -28, -17 

Propeller twist 

�̃�𝛿(𝑛) = -1400, -1400, -1310, -1003, -94 

According to the four 

physical properties of DNA, 

the coding for the 

dinucleotide is performed 

according to the propeller 

twist value, DNA bending 

stiffness, duplex disrupts 

energy, and duplex free 

energy values. 

Thermodynamic 

properties coding 

[6,31] 

TC=5.6, GA=5.6, 

CA=5.8, TG=5.8, 

TA=6.0, AC=6.5, 

GT=6.5, CT=7.8, 

AG=7.8, AT=8.6, 

TT=9.1, AA=9.1, 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [7.8, 11.1, 7.8, 6.0, 6.5, 11.0, 11.9, 6.5, 

5.8] 

 

Coding is performed by 

assigning enthalpy values of 

thermodynamic interactions 

of nucleotides. 
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CC=11.0,GG=11.0, 

GC=11.1, CG=11.9 

Genetic code 

context (GCC) 

based numerical 

coding [13] 

Assignment of GCC-

based complex 

number 

representations to 

amino acids (Table 8) 

 

X=[AGCTACCGTG] 

Birinci çerçeve AGC TAC CGT 

İkinci çerçeve GCT ACC GTG 

�̂�(ⅈ) = [0.05 + 88.7i, 0.6 + 88.3i, 1.88 + 193i, 

0.06 + 125.1i, 0.60 + 181.2i, 1.32 + 141.4i] 

 

The DNA sequence is read 

with a reading frame as 

triplet codons. The sequence 

is digitized by assigning 

complex number values to 

amino acids. 

Walsh Code 

Based coding 

[5] 

A=WA=0000 

T=WT=0011 

G=WG=0101 

C=WC=0110 

X=[AGCTACCGTG] 

�̂�(ⅈ)= [00000101     011000110000 

   011001100101      00110101] 

 

The fourth-order Walsh 

codes are assigned to 

nucleotides 

 

Digitized signal representations of the sample DNA sequence (NR_131216.1) with EIIP and Integrated 

EIIP techniques are shown in Figure 4. 

 

 
Figure 4 Numerical representations of EIIP and Integrated EIIP techniques 

 

Digitized signal representations with the four structural features coding technique are shown in Figure 

5. 

 
Figure 5 Numerical representations of the four structural features coding  
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Figure 6 gives the digitized signal plot of the reference sequence NR_131216.1 using the GCC-based 

coding technique. 

 

 
Figure 6 Numerical representations of the GCC coding 

Digitized signal representations of the first 100 bases of the NR_131216.1 reference numbered 

sequences by coding techniques in the “Biochemical and Physicochemical Properties (BPP)” group are 

shown in Figure 7. 

 
Figure 7 Numerical representations of BPP group techniques 

 

2.3  Binary and Information Encoding Group 

 

The third group of DNA numerical mapping techniques is cartesian coordinate (CCP) digitization 

techniques. Within this group, ten coding techniques as Voss Representation, One-Hot Coding, 

Pathogenicity Island Coding, Gradient Source Localization Coding, 2-bit Binary Encoding, Error 

Correction Code (ECC), I Ching Representation, Galois Field Representation, Gray Code 

Representation, K-mer Encoding are examined. Table 4 provides a brief summary of all the mapping 

techniques in the “Binary and Information Encoding” group.  

 

 



Sakarya University Journal of Computer and Information Sciences 

 

Gulocak et al. 

324 

 

Table 4 The summary of all numerical coding techniques in binary and information encoding group 
The name of 

technique 
Coding Scheme Numerical Representation   Definition 

Voss Coding 

[6] 

S=[C, G, A, T], 

Cn=[1,0,0,0], 

Gn=[0, 1, 0, 0], 

An=[0, 0, 1, 0], 

Tn=[0, 0, 0, 1] 

X=[AGCTACCGTG] 

A20 = [1000100000] 

G20 = [0100000101] 

C20 = [0010011000] 

T20 = [0001000010] 

By creating four sequences, 

binary values are assigned 

according to the presence or 

absence of each base. 

One-hot 

Coding [32] 

A:1,0,0,0 

T:0,1,0,0 

C:0,0,1,0 

G:0,0,0,1 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [1000, 0001, 0010, 0100, 1000, 

0010, 0010, 0001, 0100, 0001] 

 

Nucleotides are encoded with 

four-bit binary values. 

Pathonetity 

Island Coding 

[9,33] 

C&G= 1, A&T= 0 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0110011101] 

 

Binary values are assigned 

according to the presence and 

absence of pathogenicity islands. 

Gradient 

Source 

Localization 

Coding [9] 

A= 0, C=1, G=3, T= 2 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0, 3, 1, 2, 0, 1, 1, 3, 2, 3] 

 

Integer values are assigned to 

nucleotides based on gradient 

source localization 

2-bit Binary 

Encoding [13] 

A= 00, G= 10, 

T= 01, C= 11 

 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [00, 10, 11, 01, 00, 11, 11, 10, 01, 

10] 

 

 

Two-bit binary values are 

assigned to the nucleotides 

Error 

Correction 

Coding [6,34] 

x, y coordinates 

values according to 

group codons like 

Purine-Pyrimidine, 

Weak-Strong H bond, 

Amino-Keto 

X=[AGCTACCGTG] 

Purine-Prymidine 

�̂�(ⅈ) = [(1,1), (2,6), (3,5), (4,3), (5,6), 

(6,5), (7,3), (8,7)] 

Weak-Strong H bond 

�̂�(ⅈ) = [(1,1), (2,2), (3,4), (4,7), (5,1), 

(6,3), (7,2), (8,5)] 

Amino-Keto 

�̂�(ⅈ) = [(1,3), (2,7), (3,3), (4,6), (5,4), 

(6,5), (7,2), (8,0)] 

Nükleotidlere biyokimyasal 

özelliklerine göre x ve y 

koordinat değerleri atanır 

IChing Coding 

[6,35] 

Binary coding with 3 

different I Ching 

tables according to 

amino acids 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [110 100 001 010 100 001 010 

101] 

Coding is performed with I 

Ching tables created according 

to the three biochemical 

properties of nucleic acids. 

Galois Field 

Coding [36] 

0=0  0 A, 

x0=1 1C, 

x1=x  2 T, 

x2=x+1  3  G 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0, 3, 1, 2, 0, 1, 1, 3, 2, 3] 

 

Nucleotides are assigned 

numerical values corresponding 

to their quadratic polynomial 

representation. 

Gray Code 

Coding [36] 

A= 00, T=01, 

C=10, G= 11 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0010011100 

0101101110] 

 

Two-bit binary codes are 

assigned to nucleotides by ex-or 

operation. 

K-mer 

Encoding 

[37,38] 

1-mer coding 

A → [1,0,0,0] 

C → [0,1,0,0] 

G → [0,0,1,0] 

T → [0,0,0,1] 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [1000, 0010, 0100, 0001, 1000, 

0100, 0100, 0010, 0001, 0010]  

 

The DNA sequence is split into 

k-mer degments and coded with 

zeros and ones. 

 

Figure 7(a) gives the digitized signal plot of the sample sequence using the Voss coding technique and 

Figure 7(b) IChing coding technique. 
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(a) The Voss                                                           (b) IChing 

Figure 7 Numerical representations of Voss and IChing coding techniques 

 

Figure 8 gives the digitized signal representations of the first 100 bases of the NR_131216.1 reference 

numbered sequences with the coding techniques in the “Binary and Information Encoding” group. 

 
Figure 8 Numerical representations of BIE group techniques 

 

2.4 Primary Structure Properties Group 

The fourth group of DNA numerical mapping techniques are primary structure feature (PSP) digitization 

techniques. In this group, six coding techniques are examined, namely Dinucleotide Representation, 

Ring Structure Representation, Triplet Encoding, Frequency of Nucleotide Occurence Mapping, 

Entropy Based Numerical Mapping, Inter Nucletide Distance Representation. Table 5 provides a brief 

summary of all the mapping techniques in the "Primary Structure Properties" group. 

 

Table 5 The summary of all numerical coding techniques in Primary Structure Properties group 
The name of 

technique 
Coding Scheme Numerical Representation   Definition 

Dinucleotide 

Representation 

[39,40] 

16 dinucleotides are 

placed on the unit circle 

and coded according to 

their positions. 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [(cos(π/2), sin(π/2)), 

(Cos(13π/4), sin(13π/4)), 

(Cos(15π/8), sin(15π/8)), 

(Cos(3π/4), sin(3π/4)), 

(Cos(5π/8), sin(5π/8)), 

Dinucleotides are distributed 

evenly around a circle and coded 

with their coordinate values. 
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(Cos(π/8), sin(π/8)), (cos(2π),  

Sin(2π)), (cos(11π/8),  

Sin(11π/8)), (cos(π), sin(π))] 

 

Ring Structure 

Representation 

[6,41] 

AG: (0, 1.5), CT: (0, -

1.5), CA:(1,1), TG: (-1, -

1), CG: (1, -1), TA: (-1, 

1), GA: (1, 0),GT(0.5, -

1.25), GC: (-0.5, 1.25), 

TC: (-1, 0), AC: (-0.5, 

1.25), AT: (0.5, 1.25), 

AA: (0, 1), TT: (0.5, 0), 

GG: (0,1), CC: (-0.5, 0). 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [(0, 1.5), (0,-1.5),  

(-0.5, 1.25), (1, -1), (-1, -1)]   

Dinucleotides are placed at the 

corners of the hexagon according 

to the six groups they are divided 

into according to their 

biochemical properties, and six 

coding schemes are obtained with 

six different combinations and 

coded with the corner coordinates 

of the hexagon. 

Triplet Encoding 

[6,42] 

64 codons are encoded by 

weights 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [15.6, 1.1, 11.3, 18.2, 

16.4, 14.4, 2.1, 19.4] 

Nucleotide triplets and amino 

acid codons are quantified by 

weight. 

Frequency of 

Occurence 

Mapping [6,13] 

C=0.27215, T=0.2056, 

A=0.24300, G=0.27909 

or 

CG:0.01, GC: 0.043, CC: 

0.047, GT:0 .049, GG: 

0.050, AC: 0.054, TC: 

0.057, GA: 0.061, 

TA:0.067, AG: 0.070, 

CT: 0.071, TG: 0.074, 

CA: 0.074, AT: 0.081, 

AA: 0.097, TT: 0 .097 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0.070, 0.071, 0.054, 

0.01, 0.074] 

 

Nucleotides or dinucleotides are 

coded with frequency values 

according to their frequency of 

occurrence. 

Entropy Based 

Numerical 

Mapping [43] 

Entropy values calculated 

according to the new 

formulas are assigned to 

64 codons. 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [0.7222, 0.8331, 0.9086, 

0.8331, 0.8118, 0.5363, 0.6259, 

0.9818, 0.9998, 0.9954] 

The codons are coded by 

calculating the entropy values of 

the modified and fractional new 

equation of Shannon's entropy 

equation. 

Inter Nucleotide 

Distance 

Representation 

[44] 

Each base is encoded with 

the value of the base 

distance between the next 

itself and the same base. 

X=[AGCTACCGTG] 

�̂�(ⅈ) = [4, 6, 3, 5, 5, 1, 3, 2, 1, 

0] 

 

Each base in the DNA sequence 

is encoded with the base distance 

value between it and the same 

base that follows it. 

 

Figure 9(a) gives the digitized signal plot of the reference sequence NR_131216.1 using the 

Dinucleotide distance coding technique and Figure 9(b) The Ring Structure technique. 

 
(a) Dinucleotide Distance                                         (b) Ring Structure 

Figure 9 Numerical representations of Dinucleotide distance coding and the Ring Structure techniques 

 

Figure 10 gives the digitized signal plot of the sample sequence using the Frequency of Nucleotide 

Occurrence coding technique. 
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Figure 10 Numerical representation of Frequency of Nucleotide Occurrence Coding 

 

Figure 11 gives the digitized signal representations of the first 100 bases of the NR_131216.1 reference 

numbered sequences with the coding techniques in the “Primary Structure Properties” group. 

 

 
Figure 11 Numerical representation of Primary Structure Properties Group 

 

2.5 Graphical Representation Group 

The fifth group of DNA numerical mapping techniques is Graphical Representation (GR) digitization 

techniques. Within this group, Tetrahedron Encoding, H-Curve Representation, Z-Curve 

Representation, Quaternion Encoding, SNP-GIN Encoding, Chaos Game Representation, (CGR), Chaos 

Game Representation Walk (CGR-Walk), Integer Chaos Game Representation (iCGR) Fourteen coding 

techniques are examined, namely, Som Based Approach, Fermat Spiral Curve Representation, Spectral 

Dynamic Representation, 2D Dynamic Representation, 3D Dynamic Representation, 8D Dynamic 

Representation. Table 6 provides a brief summary of all the mapping techniques in the "Graphical 

Representation" group. 
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Table 6 The summary of all numerical coding techniques in Graphical representation group 
The name of 

technique 
Coding Scheme Numerical Representation   Definition 

Tetrahedron 

Encoding 

[6,45] 

A= 𝑘, 

G= − 
2√2

3
ⅈ − 

√6

3
𝑗 − 

1

3
𝑘, 

C= − 
2√2

3
ⅈ + 

√6

3
𝑗 −  

1

3
𝑘, 

T=   
2√2

3
ⅈ −  

1

3
𝑘 

X=[AGCTACCGTG] 

�̂�1=  [0, −
√2

3
, −

√2

3
,

2√2

3
, 0, −

√2

3
, −

√2

3
, −

√2

3
,

2√2

3
, −

√2

3
], 

�̂�2 = [0, −
√6

3
,

√6

3
, 0, 0,

√6

3
,

√6

3
, −

√6

3
, 0,

√6

3
], 

�̂�3 =   [1, −
1

3
, −

1

3
, −

1

3
, 1, −

1

3
, −

1

3
, −

1

3
, −

1

3
, −

1

3
]  

 

Nucleotides are 

placed at the four 

corners of the 

tetrahedron and 

coded by the 

numerical 

equations of the 

corners. 

H-Curve 

Representation 

[6,46] 

A =  
1

2
ⅈ −  

√3

2
𝑗,  

T =   
1

2
ⅈ + 

√3

2
𝑗, 

C =  
√3

2
ⅈ + 

1

2
𝑗, 

G =  
√3

2
ⅈ − 

1

2
𝑗 

X=[AGCTACCGTG] 

�̂�1 = [-0.3660i, 0.3660i, 1.3660i, 1.3660i, -0.3660i, 

1.3660i, 1.3660i, 0.3660i, 1.3660i, 0.3660i] 

Nucleotides are 

encoded with 

functions created 

by vectors i, and j 

on the x, and y 

axes. 

Z-Curve 

Representation 

[6,47] 

�̂�1(ⅈ) {
𝑋(ⅈ − 1) + 1   ⅈ𝑓𝑋(ⅈ) = 𝑇 𝑣 𝐺

𝑋(ⅈ − 1) + (−1)   𝑜𝑡ℎ𝑒𝑟𝑤ⅈ𝑠𝑒 
 

�̂�2(ⅈ) {
𝑋(ⅈ − 1) + 1    ⅈ𝑓𝑋(ⅈ) = 𝐴 𝑣 𝐶

𝑋(ⅈ − 1) + (−1)    𝑜𝑡ℎ𝑒𝑟𝑤ⅈ𝑠𝑒 
 

�̂�3(ⅈ) {
𝑋(ⅈ − 1) + 1   ⅈ𝑓𝑋(ⅈ) = 𝐴 𝑣 𝑇

𝑋(ⅈ − 1) + (−1)   𝑜𝑡ℎ𝑒𝑟𝑤ⅈ𝑠𝑒 
 

 

X=[AGCTACCGTG] 

�̂�1 = [-1, 0, -1, 0, -1, -2, -3, -2, -1, 0] 

�̂�2 = [1, 0, 1, 0, 1, 2, 3, 2, 1, 0] 

�̂�3 = [1, 0, -1, 0, 1, 0, -1, -2, -1, -2] 

 

Nucleotides are 

encoded by sets of 

vectors towards 

the four faces of 

the tetrahedron. 

Quaternion 

Encoding 

[6,18] 

A= i+j+k, C=-i+j-k, G=-i-j+k, 

T=i-j-k 

X=[AGCTACCGTG] 

�̂�(ⅈ)= [i+j+k, -i-j+k, -i+j-k, i-j-k, i+j+k, -i+j-k, -i+j-k, 

-i-j+k, i-j-k, -i-j+k] 

 

Nucleotides are 

represented by 4D 

quaternion 

equations. 

SNP GIN 

Encoding [49] 

1000 → A|A veya A|- 

0100 → C|C veya C|- 

0010 → G|G veya G|- 

0001 → T|T veya T|- 

1100 → A|C, 1010 → A|G 

1001 → A|T, 0110 → C|G 

0101 → C|T, 0011 → G|T 

X=[AGCTACCGTG] 

�̂�(ⅈ) =>Genotypes →  A|G C|T A|C C|G T|G 

Nucleotides → AGCTACCGTG 

Binary Encoding → 10100101110001100000 

Hexadecimal → A5C60 

 

GINs are created 

by assigning four 

pairs of SNPs to 

nucleotides. 

Chaos Game 

Representation 

(CGR) [6,50] 

A: (0, 0), T: (1, 0), G: (1, 1), 

C: (0, 1) 

X=[AGCTACCGTG] 

�̂�1 = [(0,0), (0,0), (0.5, 0.5), (0.25, 0.75), (0.625, 

0.375), (0.3125, 0.1875), (0.1563, 0.5938), (0.0781, 

0.7969), (0.5391, 0.8984), (0.7695, 0.4492)] 

The DNA 

sequence is 

mapped according 

to the coordinate 

values within the 

unit square. 

Chaos Game 

Representation 

Walk (CGR-

Walk) [51,52] 

CGRRY: A(0, 0),T(1, 0),C(0, 

1),G(1, 1)  

CGRMK: A(0, 0),T(1, 0),G(0, 

1),C(1, 1)  

CGRWS: A(0, 0),G(1, 0),C(0, 

1),T(1, 1) 

X=[AGCTACCGTG] 

Purine-Prymidine 

�̂�1 = [[(0,0), (0,0), (0.5, 0.5), (0.25, 0.75), (0.625, 0.375), 

(0.3125, 0.1875), (0.1563, 0.5938), (0.0781, 0.7969), 

(0.5391, 0.8984), (0.7695, 0.4492)]] 

Amino-Keto 

�̂�1 = [(0,0), (0,0), (0, 0.5), (0.5, 0.75), (0.75, 0.375), 

(0.375, 0.1875), 0.6875, 0.5938), 0.8438, 0.7969), 

(0.4219, 0.8984), 0.7109, 0.4492)] 

Weak-Strong 

�̂�1 = [(0,0), (0,0), (0.5, 0), (0.25, 0.5), (0.625, 0.75), 

(0.3125, 0.375), (0.1563, 0.6875),(0.0781, 0.8438), 

(0.5391, 0.4219), (0.7695, 0.7109)] 

The chaos game is 

performed in the 

form of a DNA 

walk, taking into 

account the 

thermodynamic 

properties of 

representative 

DNA. 
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Integer Chaos 

Game 

Representation 

(iCGR) [53] 

A=(1,1), T=(-1,1), C=(-1,-1), 

G=(1,-1) 

X=[AGCTACCGTG] 

�̂�1 = [(1,1), (3, -1), (-1,-5), (-9,3), (7,19), (-25,-13), (-89, 

-77), (39,-205), (-217, 51), (295, -461)] 

The Chaos game 

representation is 

performed with 

integers rather 

than floating-point 

numbers. 

SOM Based 

Approach 

[6,54] 

A: (0, 0, 0), T: (0.289, 0.5, 

0.816), 

C: (0.866, 0.5, 0), G: (0, 1, 0) 

X=[AGCTACCGTG] 

�̂�1 = [(0,0,0), (0,1,0), (0.866, 0.5, 0), (0.289, 0.5, 0.816), 

(0,0,0), (0.866, 0.5, 0), (0.866, 0.5, 0), (0,1,0), (0.289, 

0.5, 0.816), (0,1,0)] 

Nucleotides are 

paired with all 

four corners. 

Coding is 

performed with 

the distance values 

between the AG 

and CT vertices. 

Fermat Spiral 

Curve 

Representation 

[55] 

Representation of the four 

sub-strings formed according 

to the positions A, T, C, and 

G in the Fermat spiral 

X=[AGCTACCGTG] 

�̂�1 (Aseq)= [1,0,0,0,5,0,0,0,0,0] 

�̂�1 (Gseq)= [0,2,0,0,0,6,0,8,0,0] 

�̂�1 (Cseq)= [0,0,0,0,0,0,0,0,9,0] 

�̂�1 (Tseq)= [0,0,3,4,0,0,7,0,0,10] 

Global and local 

location 

information of 

nucleotides in 

DNA is mapped 

on the Fermat 

spiral. 

Spectral 

Dynamic 

Representation 

[56] 

Representation of the 

effusions of each base by a 

series of lines 

X=[AGCTACCGTG] 

�̂�1 (A)= [1,0,0,0,1,0,0,0,0,0] 

�̂�1 (G)= [0,1,0,0,0,1,0,1,0,0] 

�̂�1 (C)= [0,0,0,0,0,0,0,0,1,0] 

�̂�1 (T)= [0,0,1,1,0,0,1,0,0,1] 

The distributions 

of DNA 

nucleotides are 

represented by 

four separate split 

line plots. 

2D Dynamic 

Representation 

[57] 

A=(-1,0), G=(1, 0), C=(0, 1), 

T=(0,-1) 

X=[AGCTACCGTG] 

�̂�1 = [(-1,0), (0,0), (0,1), (0,0), (-1,0), (-1,1), (-1,2), 

(0,2), (0,1) (1,1)] 

 

DNA sequences 

are represented by 

point masses in the 

2D Euclidean 

space. 

3D Dynamic 

Representation 

[57,58] 

A=(-1, 0, 1), G=(1, 0, 1),  

C=(0, 1, 1), T=(0, -1, 1) 

X=[AGCTACCGTG] 

�̂�1 = [(-1,0,1), (0,0,2), (0,1,3), (0,0,4), (-1,0,5), (-1,1,6), 

(-1,2,7), (0,2,8), (0,1,9), (1,1,10)] 

 

DNA/RNA 

sequences are 

represented in the 

3D plane. 

8D Vector 

Representation 

[59,60] 

A=(1, 0.2), T=(1, -0.2),  

C=(1, 0.3), G=(1, -0.3) 

zi = yi / i       K =(mz, vz) 

𝑚𝑧 =
1

𝑛
𝛴ⅈ=1

𝑛     𝑣𝑧 =
1

𝑛
𝛴ⅈ=1

𝑛 (𝑧�̇� − 𝑚𝑧)2 

X=[AGCTACCGTG] 

�̂�1 = [(1, 0.2), (2, -0.2), (3, 0.2), (4,0), (5, 0.2), (6, 0.5), 

(7, 0.8), (8, 0.5), (9, 0.3), (10, 0)] 

Slope=1.5370e-04 

Variance=0.0182+0.0200i 

8D vectors are 

formed with mean, 

variance values 

from a zigzag plot 

of DNA/RNA 

sequences 

 

Figure 12 (a) gives the digitized signal plot of the sample sequence using the tetrahedron encoding 

technique and (b) Z-Curve representation. Figure 13(a) gives the digitized signal plot of the sample 

sequence using the quaternion encoding Figure 13(b) Chaos Game representation. Figure 14 provides a 

digitized signal plot of the sample sequence according to the thermodynamic properties of purine-

pyrimidine, amino-keto, and strong-weak H bonds using the Chaos game representation walk technique. 

Figure 15 gives the digitized signal plot of the sample sequence using the SOM-based coding technique. 
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(a) Tedrahedron Encoding                                                  (b) Z-Curve      

Figure 12 Numerical representations of Tedrahedron Encoding and Z-Curve techniques 

 

 

 
(a) Quaternion      (b) Chaos Game 

Figure 13 Numerical representations of Quaternion Encoding and Chaos Game techniques 

 

 
 

Figure 14 Numerical representation of Chaos Game Representation Walk (RY, MK, WS) 
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Figure 15 Numerical representation of SOM based coding 

 

Figure 16 gives the digitized signal plot of the sample sequence using the Fermat spiral curve coding 

technique. 

 
Figure 16 Numerical representation of Fermat spiral curve coding 

 

Figure 17 gives a digitized signal plot of the sample sequence using the Spectral dynamic representation 

technique. 

 
Figure 17 Numerical representation of Spectral dynamic representation 

 

Figure 18(a) gives the digitized signal plot of the sample array using the 2D dynamic representation 

technique, Figure 18(b) 3D dynamic, Figure 18(c) 8D dynamic. 
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(a) 2D                                             (b) 3D                                               (c) 8D 

Figure 18 Numerical representations of 2D, 3D and 8D dynamic represantations 

 

3.Performance Comparison of Numerical Mapping Techniques in Genomic Fields 

The aim of this review is to analyze how the digital mapping techniques (coding scheme -numerical 

methods), which are used for digitizing DNA sequences in bioinformatics studies and have gained 

popularity in recent years, affect performance in genomic fields. In this section, the frequency of use of 

DNA coding techniques for 4 popular genomic fields (identification of exon regions, exon-intron 

classification, phylogenetic analysis, gene detection) and the min-max range of the performances 

obtained using these techniques in that field was given. Figure 19 shows the most used numerical coding 

techniques for the identification of exon regions.  Table 7 shows min-max performance intervals of the 

most used coding techniques for the identification of exon regions.  

 

 

 

Figure 19 The most used coding techniques for the identification of exon regions 
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Table 7 Min-max performance intervals of the coding techniques in the identification of exon regions 

Coding 

Technique 

Min-Max 

Performance 

Interval (%) 

Coding Technique 

Min-Max 

Performance 

Interval 

Coding 

Technique 

Min-Max 

Performance 

Interval 

Integer 36-81 EIIP 48-97 Voss 60-92 

Real 50-81 IEEP 80-88 One-hot 70-90 

Complex 64-75 Autoregressive 48-76 Binary 65-75 

DNA-Walk 78-100 Four structural features 70-78 Pathogenity 60-70 

Trigonometric 73-87 Thermodynamic 70-80 Gray code 65-80 

Paired numeric 47-94 Genetic code context 66-79 K-mer 85-93 

Frequency 

nucleotide 

occurence 

81-100 Walsh code 83-91 8D vector 70-75 

Z-curve 83-95 Galois field 65-82 Atomic number 39-86 

Inter nucleotide 

distance 
80-85 PAM 58-75 

Entropic 

segmentation 
72-86 

Tetrahedron 71-79 Entropy-based 92-100 
Gradient Source 

localization 
65-80 

Quaternion 70-75 Moleculer Mass 51-68 
Paire dnucleotide 

atomic 
80-86 

 

As seen in Figure 19, the three most commonly used techniques for the identification of exon regions 

are EIIP, Paired numeric and Voss techniques, respectively. Looking at Table 7, it is seen that the 

performance values obtained in detecting exon regions with these three techniques are above 90%. 

However, although not used as often as these techniques in the literature, maximum 100% performance 

has been achieved in studies using Entropy-based, Frequency nucleotide occurrence, and DNA-Walk 

techniques. Therefore, this review is thought to increase the use of these techniques in the introduction 

of these techniques and in most genomic areas from now on. Figure 20 shows the most used numerical 

coding techniques for the classification of exon-intron.   

 

 

Figure 20 The most used coding techniques for the classification of exon-intron 
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Table 8 shows min-max performance intervals of the most used coding techniques for the classification 

of exon-intron. 

 

Table 8 Min-max performance intervals of the coding techniques in the classification of exon-intron 

Coding 

Technique 

Min-Max 

Performance 

Interval (%) 

Coding Technique 

Min-Max 

Performance 

Interval 

Coding 

Technique 

Min-Max 

Performance 

Interval 

Complex 
60-80 

DNA-Walk 67-95 
Error correction 

code 
60-70 

Entropic 

segmentation 

65-80 
Integer 65-96 Entropy-based 92-96 

8D vector 70-80 Real 38-61 Galois field 70-75 

Z-curve 80-86 
Binary 70-88 

Paired nucleotide 

atomic 
60-75 

Voss 75-88 Paired-numeric 75-95 Moleculer mass 59-65 

Tedrahedron 60-75 Quaternion 66-95 IEIIP 80-92 

EIIP  85-95 Inter nucleotide atomic 75-85 Atomic number 58-76 

Four structure 

featues 

75-82 
One-hot 64-80 H-curve 60-76 

 

As seen in Figure 20, the three most commonly used techniques for the identification of exon regions 

are Complex, EIIP and Voss techniques, respectively. Looking at Table 8, while the performances of 

Complex and Voss techniques were above 80%, the performance increased up to 95% in studies 

conducted with the EIIP technique. Apart from these, Entropy-based, Integer, and EIIP techniques were 

used in studies with the highest performance in exon-intron classification. Figure 21 shows the most 

used numerical coding techniques for the phylogenetic analysis. 

 

 

Figure 21 The most used coding techniques for the phylogenetic analysis 

Table 9 shows min-max performance intervals of the most used coding techniques for the phylogenetic 

analysis 
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Table 9 Min-max performance intervals of the coding techniques in the phylogenetic analysis. 

Coding 

Technique 

Min-Max 

Performance 

Interval (%) 

Coding Technique 

Min-Max 

Performance 

Interval 

Coding 

Technique 

Min-Max 

Performance 

Interval 

CGR 80-90 Voss 42-75 Quaternion 65-72 

2D 78-90 Tetrahedron 36-70 Entropy 82-90 

Fermat spiral 70-80 
Z-curve 70-100 

Four structural 

features 
60-68 

Integer 75-84 H-curve 70-80 CGR Walk 50-60 

Real 80-100 DNA Walk 75-88 Sprectral Dynamic 55-65 

EIIP 86-98 Dinucleotide 66-85 One-hot 75-80 

Atomic number 80-98 Inter nucleotide distance 75-80 
Inter nucleotide 

distance 
55-72 

Paired numeric 80-100 3D 80-90 Triplet encoding 75-83 

 

As seen in Figure 21, the two most commonly used techniques for the phylogenetic analysis are CGR 

ve 2D techniques. Voss and Entropy-based techniques are the second most frequently used techniques 

after these. Looking at Table 9, Real and Z-Curve techniques were used in the highest performing studies 

for phylogenetic analysis. After these, EIIP and atomic number techniques were used in the studies with 

the highest performance. Figure 22 shows the most used numerical coding techniques for the detection 

of gene. 

 

Figure 22 The most used coding techniques for the detection of gene 

 

Table 10 shows min-max performance intervals of the most used coding techniques for the detection of 

gene. 
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Table 10 Min-max performance intervals of the coding techniques in the detection of gene. 

Coding 

Technique 

Min-Max 

Performance 

Interval (%) 

Coding Technique 

Min-Max 

Performance 

Interval 

Coding 

Technique 

Min-Max 

Performance 

Interval 

CGR 70-83 Complex 65-75 One-hot 78-96 

Four structural 70-75 Integer 63-99 Voss 80-98 

2D 70-75 Real 80-97 Pathogenity Island 65-75 

Error correction 

code 

72-78 
Binary 91-100 EIIP 61-100 

H-curve 70-80 Galois Field 70-75 Atomic number 65-97 

Entropy 80-100 
Genetic code context 62-79 

Frequency of 

nucleotide  
72-100 

 

As seen in Figure 23, the three most commonly used techniques for gene detection are One-hot, EIIP, 

and Integer techniques, respectively. Looking at Table 10, success performances of 96%, 100%, and 

99%, respectively, were obtained in gene screening studies using these techniques. Apart from these, 

100% maximum success performance has been achieved in studies using the frequency of nucleotide 

technique and the Entropy-based technique, although it is not used very often. 

4. Conclusion 

This study is an attempt to review the DNA numerical mapping techniques used in the analysis of DNA 

sequences and to present the advantages and disadvantages of each technique to researchers. Each 

coding technique is exemplified in a DNA sequence, showing how that DNA sequence is digitized. 

Then, the frequencsy of use of these coding techniques in the 4 most popular study areas in the last 10 

years and the max-min range of the performances obtained using these coding techniques were analyzed. 

This review will guide researchers in developing new coding techniques, and will facilitate previous 

researchers to improve their work. It will also guide researchers in discovering new techniques using 

innovative ideas. 
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Abstract 

Process mining in manufacturing is a newly expanding field of research in the application of data mining and 

machine learning techniques and the focus of business processes. Although it is an exciting subject of the recent 

past and business processes, sufficient research has not been done. Decision support systems such as enterprise 

resource planning, customer relationship management, and management information systems store the most 

valuable resource data of process details and event logs. In the advanced information systems of tomorrow, the 

process management, analysis, and modelling functions of modern enterprises will take their place as a necessity. 

As a requirement, the fundamental purpose of process mining in production is to refine data from event logs, 

automatically create process models, compare models with event logs, and improve and make development 

continuous. Our study points to the definitions of studies published in the context of production with different 

titles and keywords. At the same time, it contributes to the access of researchers scanning in the main title of 

production and brings it to their attention. It is based on the literature review and primary stages of business process 

mining publications in the last decade with a production focus. An overview is discussed as a roadmap for future 

research with meaningful results. 

Keywords: production process mining, business process mining, business process management, 

production, literature review 

1. Introduction 

Businesses consume a lot of resources to execute, analyze and manage business process models. 

Companies that want to reduce resource consumption tend to apply techniques and approaches that can 

structure a more efficient operation. Owning new solutions for business processes and operations with 

process mining instruments is an exciting business agenda. The primary purpose of process mining is to 

obtain process-centred information by analyzing event logs through business information systems. In 

the context of the process, it makes visible the actual situation, information and the secret, curable and 

problematic recipes of the operation of the business. With the process view being achieved, it is seen 

that business processes form the centre of the organization [3]. At this point, the meaningful association 

of the data owned by the enterprises includes the most appropriate functioning of the organizations in 

the context of the process. Suppose more than one organization contributes to the operation of the 

process. In that case, it requires consolidation of many business processes because organizations work 

interactively under the pressure of interdependence and intend to create shared value. Actions such as 

business process management, modelling and analysis are topics of increasing interest for organizational 

managers oriented towards a specific goal [4]. 

 

Today's organizations use process-aware information systems (PAIS) in automated modern business 

environments [14]. PAIS runs on structures where complex business processes are described as a 

"naturally distributed system" [2]. Information systems containing many open process models, such as 

supply chain management systems (SCM), financial systems (FS), and customer relationship 

management systems (CRM), can be given as examples. The processing and analysis of data obtained 

through business processes in information systems are manually performed [6,9,11]. With this workload 

in information systems, flexibility and definition have not received enough attention, as well as the 

developed open process concepts [1]. As the consistency or comparison of business process models 

emerged as a need, the first signs of process mining began to be seen. In the recent past, process mining 

was recognized as one of the significant innovations in business process management in 2012[7]. Then, 

key concepts, manifestos, roadmap and challenges were defined as a research area [5]. The process 
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mining research area, which uses data mining techniques to discover automatically and dynamically 

consistent process models and detect anomalies and their causes, has been announced [1]. Today, 

process mining is considered a broad discipline that combines the meaningful association, analysis, 

improvement, execution, and monitoring of the data that makes up the process under the umbrella of 

data science with information from information technology and management sciences [5]. As a new 

discipline, process mining focuses on the flexibility, dynamism, comparability and possible anomaly 

detection of dynamic models [34]. In particular, process mining studies continue to find a place for 

improvement, development, monitoring and detection of problems in production organizations. In 

addition, it is known to provide many contributions, such as determining optimal processes, improving 

product quality and production processes, and easy and fast performance analysis [35]. 

 

Its contributions stand out under five headings; 

• It paves the way for model discovery, 

• Detection of deviations in the process, 

• Implementation of conformity check based on alignment, 

• Ease of diagnosis in performance improvement, 

• Increase process visibility and diagnosis with findings. 

 

Process mining studies and research, which attract the necessary attention in production organizations, 

continue to attract attention in the scientific field. In our scans, it is seen that the titles given to the 

publications do not include the phrase "production" or "process mining in production". This situation 

makes it difficult for researchers and decision-makers in organizations to access research and 

applications carried out in the context of production. The article draws attention to the distribution in 

the main headings to facilitate access to the publications. Our motivation is to make the gains visible by 

drawing attention to the titles in the classification and entry of emerging publications. In addition, the 

answer is found under which main headings scientific publications on process mining are compiled in 

the context of production. It also helps to consolidate publications in the context of production by 

emphasizing the importance of including the title "production". Because facilitating access to 

publications to be made in the context of production, approaches and similarities used in publications 

will accelerate and guide various production processes waiting for solutions. At the same time, it will 

help process mining mature for sectors/areas that have not yet been researched and applied as a new 

discipline. 

 

This article provides a general framework for process mining in the production context by focusing on 

the fundamental concepts of the process mining research field. Process mining types, tools, techniques 

and event logs are the prominent topics of the article. This research study has three main contributions; 

1-The topics and content are compiled in the context of production process mining. 

2-It presents the processing of event logs and the grouping of tools in production process mining. 

3- The interest or analysis of the organizations engaged in production within the process mining 

framework is shared. 

 

Process mining application points and literature reviews in production are shared. The second part of 

the study explains the basic concepts and current studies of process mining. The third section describes 

the form of the literature study, while the fourth section presents the literature research results and 

discussion. The fifth section includes the results evaluation and future productions. 

2. Business process mining: an overview 

Organizations' workflows have changed significantly with the innovations in computers and 

communication. Changing business processes brought complexity and increased the need for 

information systems. Visualization is critical to improving the understandability of business processes. 

Key actions of business process mining predict performance, provide insights, discuss responsibilities 

and analyze compliance. At the same time, it stands out as a new research area defined and promoted 

through process mining. Therefore, it most closely defines business process mining manifests of process 
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mining [10]. The primary function of process mining is to view the actual process and discover and 

improve it with the help of the analysis of event logs obtained from existing information systems [3]. In 

particular, a business process is a cross-section of any case or process instance. The activity is the 

executing transaction part of the business process segment. An event is a well-defined step in a process 

in a particular situation. The event is the first assumption that refers to the activity or task in the process 

example. The second assumption is that the events in question are sequential [13]. Event logs contain 

information about incidents and activities and store information about employees, devices, timestamps, 

and contributors in the data environment. Business process mining aims to bridge the gap between 

business process management (BPM), and workflow management (WFM) approaches on the one hand 

and data mining (DM), Machine Learning (ML) and business intelligence (BI) on the other. Process 

mining focuses on end-to-end process models, while DM, ML and BI concentrate on data. The results 

can detect/diagnose inefficiencies, performance, bottlenecks, risks and deviations. All disciplines 

affecting these points will, directly and indirectly, benefit from the process mining results. Institutions 

that improve and explore their processes will increase competitiveness while obtaining performance and 

productivity contributions. The following sections briefly share the stages, types, perspectives, tools, 

techniques, and main problems of process mining in achieving competitive advantage. 

 

Stages of process mining; 

• Extracting process models from event logs or performing automatic process discovery, 

• Comparison of model and event logs, detection of unusual executions and compliance control, 

• With the help of new models, techniques and technologies, steps can be taken for improvement and 

forward development. 

 

In Figure 1, the context of process mining is shared with its significant concepts. Data such as 

transactions (messages, work orders, etc.) and event logs of business processes in daily life are stored. 

Data is filtered, cleaned and extracted. The software performs the desired process mining (discovery, 

compliance and development) steps. 

 
Figure 1 Process mining context [10] 

 

Knowledge systems are the working plane of mining and automation Technologies. Process mining 

activities include data extraction, filtering and cleaning from information systems. Because, considering 

that data can be shared with various sources, it is necessary to correct existing data anomalies. Therefore, 

a set of manifests of event data is an implementation directive. In Figure 2, the principles to be 

considered in practice are below. 
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Figure 2 The high-level view [14] 

 

Figure 2 provides a high-level view of the information system to the success achieved. The process 

mining flow is defined as the upper level, from acquiring event data by inference from information 

systems to success [14]. Flow can be rearranged for unusual process flows. The guiding principles [15] 

to be considered in the figure are listed below. 

1. The quality of the process mining result is related mainly to the data and its quality; it should be 

acted on in this context. 

2. Extracting meaningful event data with concrete questions is a requirement. 

3. Basic control flow (concurrency, selection, etc.) structures should be supported. 

4. It should be related to events and model elements. 

5. Models derived from event data provide insights into reality. 

6. The continuity of process mining should be ensured. 

2.1. Process mining types 

It analyzes three types of event logs under process mining, discovery, compliance, and development 

[10]. 

 

• Discovery requires creating an event log and generating a model without prior knowledge. Typically, 

the model explored is a process model, similar to a Petri net, BPMN(Business Process Model and 

Notation), or UML(Unified Modeling Language)  activity diagram. In addition, the discovered model 

can also describe other perspectives, such as social networking [10]. 

 

• Compliance is an audit technique that uses event logs and the model as input. Explain the similarities 

and differences between the output, model and event logs. The fit check can be used to show the 

conformity or nonconformity of reality to the model, as in recorded event logs [10]. Compliance control 

is used mainly to detect, explain and analyze deviations in the process [16]. Two different types of 

metrics are used. It is the accuracy observed in the behaviour of the process model and the degree of 

openness it represents [17]. 

 

• Build is a model development technique that uses an event log and model as input. The resulting output 

defines the enhanced and extended model. It uses to process information describing event log records 
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to develop and extend the existing process model [10]. The process model can be changed, corrected 

and demonstrated at this stage. 

2.2. Process mining perspectives  

Process analysis of institutions is carried out using process execution data. Process data also stores 

information about its execution. The process perspective reveals the details of how a process is executed. 

Thus, the process perspective is based on the data and activities of an event log [10]. From the process 

perspective, the activity sequence is the study's focus. The work also referred to as the control-flow 

perspective, is to characterize all possible paths with Petri net or other process notations [10]. Control 

flow stakeholders, people, roles, and the relational status of departments are defined from the 

organizational perspective. The primary purpose is to observe the event logs and look for answers to 

many questions such as processing time estimates, bottlenecks, service levels, and resource usage [10]. 

2.3. Process mining software tools and techniques 

Process mining software analyzes hidden options, anomalies, and business processes using event logs. 

Process mining software tools primarily include process discovery, design, analysis and recovery 

functions. Provides feedback and recommendations for process design, improvement and development. 

Process analytics examines event log data to detect potential problems. Process recovery or 

revitalization takes the process one step further for dynamic improvement. 

 

Examples of process mining software include ProM (Open Source, TU/e'), ARIS PPM (Software AG), 

Icris (Icris), Process Mining, BusinessOptix, Disco (Fluxicon), and LANA Process Mining (Lana Labs). 

 

Preferred software should provide the necessary features to implement priority use cases and processes. 

It should be possible to process commonly used event logs in selecting software in which the user and 

place of use stand out. Otherwise, it will increase the user's workload in obtaining insights. 

 

Algorithms used in the general framework can be classified into three main categories. 

1. Deterministic algorithms: Since the algorithm's output, which accepts all variable data as input, is 

constant, it produces repeatable models [3]. 

2. Heuristic algorithms are solution approaches based on insights when the algorithm cannot 

conclude [3]. 

3. Genetic algorithms: Better solution models are sought by combining features and adding random 

variations in operations carried out with an arbitrary starting point. Although the approach is powerful 

and complex, it can yield many models [18]. 

2.4. Process mining problems 

In addition to many techniques applied in process mining, it also contains difficulties [19],[20]. In 

practice, the most crucial challenge of process mining is the preparation and processing of data. There 

are difficulties with event data such as non-process-oriented, incomplete, scattered, noisy, and 

mismatched timestamps. Concept shift concerning processes is another challenge [21]. Concept shift 

means that the process may change during the analysis. Data may vary due to changing business 

conditions. Choosing the appropriate data range based on changing business conditions can simplify the 

solution. Therefore, event data also changes due to changes in process models or information systems. 

For example, the content mismatch between old and new data will create a concept shift. Four different 

conceptual shifts are introduced as sudden, gradual, repetitive and incremental [22]. The different levels 

of detail of event logs is another challenge that should not be ignored [44]. 

 

Since process mining is an emerging discipline, various problems and difficulties arise during its 

application in business processes [10]. As process mining challenges and possible solutions is a topic of 

interest, the process mining manifest [10] may be needed for further reading. 
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Data is one of the most valuable assets of the organization's business processes. The data waiting to be 

evaluated added value in proportion to its impact on the entire functioning of the organization by refining 

potentially hidden patterns. For example, it allows them to correctly understand the processes operating 

during mining operations, check compliance and improve them. For organizations, the primary purpose 

of process mining is to obtain action-oriented information by refining event logs obtained from existing 

information systems. On the other hand, with the increasing amount of data, there is a need for 

techniques and methods to process the growing data. Case studies exist to refine the event logs of 

organizations built on distributed systems [24],[25]. It should be remembered that mining process 

models through event logs of different structured information systems can be challenging. 

3. Research design and methodology  

The research aims to make the current situation visible regarding process mining in production. It is to 

compile information about recent studies of software tools, types and perspectives with a focus on 

process mining within the scope of production. The Scopus and Google Scholar databases, including 

data sources, books, scientific journals and conference papers, were searched for the purpose. In Figure 

3, the stages of the literature review process are given with the evaluation parameters. 

 

Figure 3 Literature review process 

 

It is seen that the process mining studies carried out in the focus of production have started to attract 

new attention. So much so that the studies are compiled under business process mining in scientific 

publication environments. Under the title of business process mining, it is categorically collected in the 

content of production, management and accounting. While the categories do not give clear boundaries 

for new work, they define a facilitating framework for research. With the increase in interest and studies, 

the classes will become apparent as frames defined under a separate title. The research reports the trend 

and development of production-oriented studies from two different source collection points. 

 

It resulted in 2786 articles initially obtained from the SCOPUS resource. Research criteria start with 

process mining and narrow down to business process mining. They are reduced from 206 business 

process mining articles to 27 production content articles. When the production and process mining titles 

on the same source are searched together in keywords, 56 papers are compiled. Out of the 56 article 



Sakarya University Journal of Computer and Information Sciences 

 

Yüksel Yurtay 

 

347 

 

 

intersections, ten articles are obtained as a process mining study in production. Among the articles 

scanned in our research, no article with the title "production process mining" was found. 

 

Secondly, the number of articles obtained from the Google SCHOLAR resource is 95. The number of 

essays compiled in the scanning process narrowed by business process mining is 7. Scanned papers are 

gathered over the title. An article is obtained by searching the keywords "production" and "process 

mining". It is noteworthy that the related articles, titles, keywords and content are increasing daily. There 

was no study on a topic with the range of process mining in production and the expression of production 

process mining. In the literature review, the abstracts of the related articles were analyzed and scanned 

as in Table 1 and written according to their titles. In Table 1, examples of the articles that are the research 

subject are given. 

 
Table 1: Sample publications summarizing the work done 

Year Title Authors 

Purpose /  

Type of 

source 

Keywords: 

Conseptual / 

Theoretical 

framework 

Major 

themes 
 

2022 

Process Mining for 

Dynamic Modeling of 

Smart Manufacturing 
Systems: Data 

Requirements [26]. 

J.Friederich 

 etc. 

Designing 

consistent 

data 
structures / 

Research 

*Model generation 

*Discrete event simulation 

*Process mining 
*Machine behavior 

*Reliability models 

Developing new models 

and identifying data 

requirements by using 
process mining 

algorithms 

Dynamic 
modeling for 

smart 

manufacturin
g systems in 

process 

mining 

 2020 

 

Process mining-based 

anomaly detection of 
additive 

manufacturing process 

activities using a 
game theory modeling 

approach [27]. 

S.Saraeian 

etc. 

Anomaly 

detection in 

production / 

Research 

*Event-based anomaly 
detection 

*Additive manufacturing 

*Business process management 

system 

*Process mining technique 

*Game theory modeling 
*Distributed production system 

Intrusion detection 

through the integration 

of process mining and 

game theory techniques. 

Process 

improvement

/development 

in production 

2020 

 

An extended model 

for remaining time 
prediction in 

manufacturing 

systems using process 
mining [28]. 

A. Choueiri 

etc. 

Estimating 
cycle times in 

production / 

Research 

*Process mining 

*Remaining time prediction 
*Multiple linear regression 

Remaining time 

prediction 

Process 

improvement 
in production 

2017 

 

ERP Post 

Implementation 
Review with Process 

Mining: A Case of 

Procurement Process 
[29]. 

M.Er 

etc. 

Workflow 

process 

editing and 
development 

/ Research 

*Post Implementation review 
*Process Mining 

*Procurement 

*SAP Materials Management 

Purchasing process 

definition/editing and 
development 

Improvement 
in the 

purchasing 

process 

2015 

 

Process Mining 

Techniques in 

Conformance 
Testing of Inventory 

Processes: An 
Industrial 

Application [30]. 

Z.Paszkiewicz 

inventory 

processes 

analysis / 
Research 

*Process mining 
*Business process intelligence 

*Inventory management 

*Quality management 
*Warehouse management 

system. 

Compliance control in 

inventory processes 

Improvement 

in inventory 

management 
processes 

 

Although the studies in Table 1 are process mining studies that focus on production systems, they are 

mostly keyed as methods or analyses used as categories. 

4. Research results and discussion  

It is seen that the articles studied in terms of the use of process mining are primarily and mostly control-

flow, and secondly, case/time and organizational perspective. It is determined that there are studies for 

analyzing the expectation process that is prioritized in the field of exciting process mining [3]. Especially 

in process analysis, decision-makers who want to improve flow and control are representatives of 

different production sectors. The case/time perspective is studied for the needs of the process, such as 

analysis of processing, waiting, output times, discovering bottlenecks, anomalies and case frequencies. 

When evaluated from a higher level, studies have been carried out in the organization's title to support 
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strategic decisions and obtain an organizational perspective. While many papers apply more than one 

perspective, no significant model combines perspectives [3]. 

 

The article types reviewed in our searches are aligned in order of discovery, development, and relevance. 

It is seen that researchers care more about process improvement and solutions to problems. Emerging 

and prominent improvement options are flow and temporal requirements. Mining studies for compliance 

checking are less common in scanned articles and other sources [3]. Motivation is a need to identify 

compliance and deviations and make recommendations. They compare the model that 

emerged/discovered in the work of decision-makers with the reference model, with software tools such 

as "ProM" and "Disco", respectively. The digitization and evaluation of the appropriate metrics take 

place through the reports produced by the software tools. Considering the application areas, are listed 

as "Healthcare", "IT", "Finance", "Manufacturing", and "Education"[3]. The ranking is predictable, 

considering the rapidly changing digital world's expectations put pressure on industries. Especially in 

the health sector, it is known that the development, improvement or personalization of the variety of 

services given to the patient [31], [32], [33], [34], [35], [36], [37],[38], [39], [40] has come to the fore 

in the recent past. The contribution of the IT industry to other fields is an undeniable fact. In this respect, 

the software process, positive/negative user activities and service management process continue to 

attract attention [41],[42],[43]. While the finance sector has attracted interest in every period, analysis 

[23],[45] has been focused on deposit, customer and loan service points in the recent past. At the same 

time, studies on security [46] continue to attract attention. 

 

Even when the "Scopus" publication source of process mining is scanned for the last ten years, it is seen 

that the increasing interest continues (Chart 1). When the graph is examined, it is seen that institutions 

continue to apply for process mining instruments in a short time, and positive feedback is received. With 

the active use of software tools developed for solutions that can meet the needs of decision-makers, the 

application areas have differentiated. The development of the tools and the positive results in the 

application areas have highlighted the interest in process mining. Research results on "Scopus" and 

"Google Scholar" contain similar results. Below, the research results are shared via the "Scopus" 

publication source. 

 

  
Chart 1 Number of publications with "process mining" in the title 

 

Graph 2 of the application areas of interest in the same source and date range is shared. When the 

summaries of the studies appearing in Graph 2 are examined, it is seen that they are defined under 

different titles instead of the production title. Remarkably, "Computer Science" is continuing the 

development of algorithms and software tools in this new field of process mining. So much so that the 

modelling and development of mining techniques in all industries with processes led to publications in 

the areas of "Engineering", "Mathematics", and "Decision Sciences". Process mining in production is 

gathered under the title "Business, Management and Accounting". 

 

394

370

427

323

263

209

231
202194

173

0

50

100

150

200

250

300

350

400

450

2
0

11

2
0

12

2
0

13

2
0

14

2
0

15

2
0

16

2
0

17

2
0

18

2
0

19

2
0

20

2
0

21

2
0

22

SCOPUS 

TITLE(Process AND Mining) 



Sakarya University Journal of Computer and Information Sciences 

 

Yüksel Yurtay 

 

349 

 

 

 
Chart 2 Documents by subject area (in the title) 

 

Process mining solutions for production are shared under the "Business, Management and Accounting" 

title and the "Business" sub-title. In the "Business" heading, there are solutions for the production 

process and all solutions for business processes. From this point of view, the variety and number of 

methods in the production title will pave the way for examining process mining in production under a 

separate heading. 

 

The number of studies obtained with the keywords "KEY (manufacture OR production) AND KEY 

(business AND process AND mining)" in the scanned articles is 56. The distribution of article subject 

areas is given in graph 3. 

 

As can be seen in Graph 1, it is seen that the number of studies on "process mining" in the scanned 

article titles continues to increase rapidly. When the article contents are examined in Graph 2, scientific 

publications related to mining research are in the first three places. This output is geared towards 

developing tools and scientific approaches in the maturing field of "process mining". It determines the 

sectoral titles and boundaries of the studies following the first three lines. Remarkably, the studies 

defined by "Decision Sciences" are at the centre of attention of all sectors. So much so that the most 

effective support used in planning and management issues is sought under "decision sciences". Starting 

from the fourth row in Graph 2, the number of publications related to sectoral fields is shared. "Business, 

Management and Accounting" is one of the common sectoral areas. This title covers processes such as 

business, production, management and cost. As the variety and number of publications in the scope 

increase, new titles will emerge. 

 
 

Chart 3 Documents by subject area (in keywords) 
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"Busines, Management and Accounting" corresponds to 17.8% of the articles. Likewise, research on the 

content of production processes in 10 articles is collected under "Business". Although studies in the 

context of production are categorically under this title, the number of titles will increase with the increase 

in acquisition and use. Chart 4 shows the number of publications by keywords that support this situation. 

It is seen that the number of publications increases according to the keywords that support this situation. 

When queried with the term “KEY ( manufacture OR production ) AND KEY ( business AND process 

AND mining )”, the number of accessible publications in the last four years is shared in graph.4. 

 
Chart 4 Number of publications by keywords 

 

Graph 5 shows the citation numbers of process mining publications in the context of production for the 

last ten years. Process mining tends to decline after the 2019 pandemic as it corresponds to the 

application in the field. 

 

Char 5: The number of citations of publications with the title "Process Mining" between 2012-2022. 

 

Looking at the last four years, research studies defined under "Business" in the context of production 

continue to increase. Sharing the data of production processes by decision-makers and announcing their 

applications will attract attention to production processes. 

 

Therefore, after the readings, the possible benefits of use can be listed as follows, focusing on application 

in production processes today. 

1. Measurement and optimization of machine process performance 

2. Improve and better understand operations 

3. Identifying automation opportunities 
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4. Reducing operating costs 

5. Contribution to production planning 

6. Support for resource management 

 

Considering the listed benefits, awareness and interest in the production processes of organizations will 

increase. The interest turned into practice will open the door to businesses' competitive advantage in 

global markets. 

 

Knowing what you have in your system is a necessary and sufficient condition for change, 

transformation and competitive advantage. All resources are brought together with the help of intuitive 

dashboards and investigative interfaces, optimizing the collected data by analyzing the differences in 

your systems. Ensuring the synchronization of resources with customer expectations and needs with 

daily business operations is a challenging task. At this point, traceable process metrics, synchronization, 

and catching and correcting instant performance deviations are the result of process intelligence. Also, 

process mining provides a quick solution to understanding, sharing and improving the current situation. 

On the other hand, the correlation and meaningful association of the data supports the decision points. 

Decisions based on data and accurate process information empower organizations against risks. 

Therefore, a process-oriented shift enables organizations in all sectors to compare and position their 

current situation as they should in the future. Research conducted in this framework and solutions in the 

industries will increase the acceleration of the transformation process. In this context, analysis and 

solutions in the sectors will contribute to the transformation process. Working in a new discipline and 

using new research methods has lost the sensitivity of the title of "production". The term "production", 

especially in the title and keywords, will facilitate access to publications. At the same time, it was 

evaluated that the publications being easily accessible or found would contribute positively to the search 

and transformation process of the sectors. 

5. Conclusion  

Adequate information on performance, optimization, improvement in production processes, detection 

of downtime/faults and a better understanding of the process are among the indicators for the purpose. 

How to analyze actionable operational data to achieve the goal. How to provide end-to-end visibility 

into your system that hosts your crucial process metrics and key performance indicators (KPIs). How to 

analyze baseline models automatically. How to get the real reasons and compare the variables in the 

poorly performing processes. These and many more questions are among the questions that the 

manufacturing sectors urgently need to find answers to. One of the easy ways to reach answers and 

solutions is to access scientific publications. Our study draws attention to the definitions in titles and 

keywords in accessing publications. The article draws a general picture in which research and studies 

carried out within the scope of production are compiled. 

 

In the article, it is given under which headings the publications are distributed in the production field to 

increase the gains in mining works and production processes. While this distribution includes new 

methods and subheadings, the term "production" is not included in the top heading. Our study shows 

the place, status and result of production processes in process mining research areas quantitatively. At 

the same time, emphasis is placed on using the term "production" in developing mining studies in the 

context of access. The importance and conceptual framework of process mining are shared in the first 

stage. The second stage discusses the scope and development of business process mining. To answer 

our question, it is seen that the publications are classified under identical/similar titles in two different 

scientific databases. Both database sources show that the publications are classified under "Business, 

Management and Accounting" instead of "Production". The results obtained share limited examples of 

scientific publications. Apart from production, there is a need for research in the known titles of different 

sectors. Research needs more databases and methods for a general description. The results obtained in 

our study were scanned, evaluated and limited based on abstract, title and keywords. While the 

publications specific to the scope of process mining in production are compiled under the title of 

"business", they also include different business process publications. The results of changing the scan 
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sequence in Charts 3 and 4 show that process mining efforts are increasing in business and production. 

The works that emerge with a more accurate title definition or keywords will be more visible in the main 

title of the paper. Making the definitions correct in the classification of the studies, which is the article's 

main subject, will open the way for easier access to the researchers. As a result, it is evaluated that the 

remarkable process mining studies will continue to grow in production as the quality and access to 

mining techniques and scientific approaches increase. 

 

In future studies, it is noteworthy that mining studies and research of the production processes of 

enterprises with big data infrastructures, whose benefits we clearly show, are a niche area.  

 

Three critical benefits, in particular, attract the attention of relevant employees. 

1. Critical workflows and operational processes: User error is minimized by improving continuity 

and business process performance. Continuity in improvement is ensured by process mining. 

2. Adaptive technology: Warning and action are taken before potential bottlenecks occur. The 

automation potential can be determined, e.g. batch processing. 

3. Scalable: It can manage millions of events, tasks, multiple processes and workflows. A digital 

twin can be created at an appropriate scale.  

 

The automation era in production has brought industries to the brink of extensive data analysis. For this 

reason, the gaps between organizations' physical and digital structures make it difficult for developing 

institutions to mine. However, developments continue rapidly in creating dynamic manufacturing 

businesses capable of objective decision-making based on interconnected facts. Researches and 

solutions on process mining in production provide practical benefits in the digital twin of organizations, 

intelligent process management and mining studies.  

 

It will take place among the decision support tools quickly if comprehensive and high-quality process 

mining research is carried out in production. Interagency mining research is another interesting topic. 

In addition, process mining over the Internet and refining process and event data in real-time are other 

research subjects. 
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Abstract 

Parabolic blending (PB) is one of the important topics in applied mathematics and computer graphics. The use of 

generalized parabolic blending (GPB) for different scenarios adds flexibility to the polynomial. Overhauser (OVR) 

elements is a special case in GPB (r=0.5, s=0.5). GPB can also be used in estimation. In this study, data obtained 

from thickness distribution of a 3mm thick high impact polystyrene product after thermoforming using a mold was 

used for data estimation. For this purpose, software has been developed. The software development steps and 

formula usages are explained. Using the developed software, polynomials for GPB and default PB (OVR) were 

created. The data set was compared with the y values produced by the polynomials for certain x values. At the end 

of the research, it was determined that the results obtained from the GPB were 0.1728 percent more accurate than 

the data obtained from the PB for the default values. 

Keywords: Generalized parabolic blending, computer graphics, visualization, software development, thickness 

distribution 

1. Introduction 

Curves have been an important subject of mathematics and applied sciences for hundreds of years. It 

has been possible for curves to be applied in many different fields and to be defined in different ways 

in this old subject. In its general definition, it is possible to define a curve with at least a quadratic 

function. 

A curve can also be created by defining a function for the curve using existing vertices (control points, 

vectors). The basic approach in this matter can be shown by defining the smallest degree polynomial 

passing through all control points, as in the Lagrangian interpolation polynomial or the Newton divided 

difference polynomial. Parabolic curves also find a place in the areas of practical solutions of theoretical 

calculations such as multi-segment trajectory tracking of the redundant space robot for smooth motion 

[1], free vibration analysis of a variable stiffness composite laminate square plate with circular cutout 

[2] and describing the viscoelastic behavior of a shape memory polymer blend [3]. 

Curves can also be defined using the parabolic blending (PB) approach by following a different path 

than curve interpolation. PB, which is preferred especially in places where smooth transition should 

occur, is an important subject of computer graphics. Overhauser [4] created the primary definitions of 

PB. In later studies, PB was also referred to as Overhauser elements, Overhauser's parabolic blending 

interpolation, or Overhauser's curve [5-7]. Brewer & Anderson [8] presented the applications of PB in 

computer graphics. Schneider [9] has worked on adding tension to the formula. PB can be applied in 

boundary conditions [10-14] as Boundary Element Method (BEM). PB has also been an important field 

of study in the estimation process [18]. 

Having four control vertices/points/vectors in PB is sufficient to define the curve. The main difference 

between PB and the interpolation polynomial generation process is that the weights of the control 

vertices on the curve are calculated in different ways. When the interpolation polynomial is constructed 

for the curve passing through a multi-element series of vertices, the polynomial will have a high degree. 

This will cause cumbersome operations, especially for programs with multiple repetitions. 

https://orcid.org/0000-0001-9903-593X
https://orcid.org/0000-0001-9903-593X


Sakarya University Journal of Computer and Information Sciences 

 

Üstünel 

357 

 

Hadavinia et al. [17] named their work as general parabolic blending (GPB) elements by formulating 

the variation of the parameters used to give the general form of the PB and corresponding to the 

intermediate vertices. Thus, Overhauser (OVR) elements are shown as a special case of GPB.They 

claimed that the results obtained with the GPB elements would be more accurate than the OVR, and 

they formulated the parameter variation for the intermediate vertices in its general form. They supported 

their claims with the results they obtained from the sample functions they had used in their studies. 

In this study, the notation that Hadavinia et al. [17] call GPB is explained with examples for different 

parameters. Afterwards, multi-repetitive software was developed to be used in the estimation process to 

be run on a real dataset. The results obtained are visualized to facilitate comparison. 

2. Parabolic Blending for Changing Parameters 

The process of creating a cubic between two parabolas is called PB [17,18] (also called OVR elements). 

Three vertices are selected from four control vertices (P1-P4) to form two parabolas (Figure 1). P1-3 

defines the P(r) parabola, while P2-4 defines the Q(s) parabola [4,18]. 

 

Figure 1 Parabolas, parameters and control vertices that define parabolic blending 

 

With the effect of the weights of these two parabola, C(t) is given its general form. The effect of P(r) 

and Q(s) on C(t) is linear (line equation) (Formula 1). 

                                  𝑪(𝒕) = (𝟏 − 𝒕)𝑷(𝒓) + 𝒕 ∗ 𝑸(𝒔)     (1) 

In Formula 1, the weight of the parabolas on C(t) changes depending on the value of t (0≤ t ≤1). For the 

value of t 0.5, the weights of the parabolas on C(t) are equal. If the t value is less than 0.5, the effect of 

P(r) on the curve is greater than that of Q(s). If the t value is greater than 0.5, the effect of P(r) on the 

curve is less than that of Q(s). Depending on the t value, any vertices on C(t) (x,y) can also be reached 

depending on the control vertices. Equations of parabolas P(r) and Q(s) must be formed. 

If the general P(r) equation is created depending on the r values, Formula 2 is obtained (0≤ r ≤1). [B] is 

the coefficient matrix to be calculated based on the control vertices where the r parameter is equalized. 

                        𝑃(𝒓) =  [𝒓𝟐 𝒓 𝟏][𝑩]     (2) 

At this stage, the r value is used to give P(r) its general form. If the r value is 0, the P1 is obtained, and 

if the r value is 1, the P3 is obtained. Any r value between these two vertices is equated with the P2 to 

form the parabola equation. The value of r for P2 will give P(r) its general form. The default r value for 

P2 is 0.5 in parabolic blending. 

𝒓 = 𝟎   =>    𝑷(𝟎) = 𝑷𝟏;            𝑷𝟏 =  [𝟎𝟐 𝟎 𝟏][𝑩] 

𝒓 = 𝟎. 𝟓   =>    𝑷(𝟎. 𝟓) = 𝑷𝟐;            𝑷𝟐 =  [𝟎. 𝟓𝟐 𝟎. 𝟓 𝟏][𝑩] 

𝒓 = 𝟏   =>    𝑷(𝟏) = 𝑷𝟑;            𝑷𝟑 =  [𝟏𝟐 𝟏 𝟏][𝑩] 
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Formula 3 occurs when the accepted r values for control vertices are combined to the side. If the r value 

was 0.3 for P2, the row with index 1 of the matrix would be [0.32  0.3  1]. 

          

(3) 

If the matrix that creates the r values for the selected control vertices is called [Mp] and then [B] is left 

alone, Formula 4 is obtained.   

        

(4) 

If Formula 4 is substituted in Formula 2, Formula 5 is obtained. 

           

(5) 

As can be seen, depending on the r value at the P2, [Mp] and therefore [Mp]-1 will change, so the P(r) 

equation will also change (Formula 5). This change will also affect the general form of C(t) (Formula 

1). 

While creating the P(r) equation, it has been accepted that the P2 will be reached if the r value is 0.5 

(default state for PB). Until this stage, the equation will change, since [Mp] values will change for 

different values of the r value. For example, if P2 corresponds to r=0.2 or r=0.7 value instead of 0.5 

value of r; 

 

 

Formula 6 is obtained when the operations performed in P(r) are repeated for the vertices P2-4 to calculate 

the Q(s) equation. While creating the Q(s) equation, it has been accepted that P3 will be reached if the s 

value is 0.5 (default state for PB). Similar to P(r), it matters for the general form of Q(s) at which P3 is 

reached, versus which value of s (0≤ s ≤1). 

           

(6) 

If Formula 5 and Formula 6 are substituted in Formula 1, Formula 7 is obtained. 

 

(7) 

After Formula 7 is created, the value of r and s must be calculated for any value of t (for vertices where 

P(r) and Q(s) intersect with C(t); P2, P3). The variation of r with respect to t is their line equation 

(Formula 8).  

𝒓 = 𝒌𝟏 ∗ 𝒕 + 𝒌𝟐                                           (8) 

 

 

 

     

[
𝑷𝟏
𝑷𝟐
𝑷𝟑

] = [
𝟎 𝟎 𝟏

𝟎. 𝟐𝟓 𝟎. 𝟓 𝟏
𝟏 𝟏 𝟏

] [𝑩] 

[
𝑷𝟏
𝑷𝟐
𝑷𝟑

] = [𝑴𝒑][𝑩]; 

𝑷(𝒓) = [𝒓𝟐 𝒓 𝟏][𝑴𝒑]−𝟏 [
𝑷𝟏
𝑷𝟐
𝑷𝟑

] 

[𝑩] = [𝑴𝒑]−𝟏 [
𝑷𝟏
𝑷𝟐
𝑷𝟑

] 

[𝑴𝒑] = [
𝟎 𝟎 𝟏

𝟎. 𝟎𝟒 𝟎. 𝟐 𝟏
𝟏 𝟏 𝟏

] 

 

[𝑴𝒑] = [
𝟎 𝟎 𝟏

𝟎. 𝟒𝟗 𝟎. 𝟕 𝟏
𝟏 𝟏 𝟏

] 

 

𝑸(𝒔) = [𝒔𝟐 𝒔 𝟏][𝑴𝒒]−𝟏 [
𝑷𝟐
𝑷𝟑
𝑷𝟒

] 

𝑪(𝒕) = (𝟏 − 𝒕) ∗ [𝒓𝟐 𝒓 𝟏][𝑴𝒑]−𝟏 [
𝑷𝟏
𝑷𝟐
𝑷𝟑

] + t*[𝒔𝟐 𝒔 𝟏][𝑴𝒒]−𝟏 [
𝑷𝟐
𝑷𝟑
𝑷𝟒

] 
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In Formula 5, the k1 and k2 values must be calculated. If P2 is reachable for the default value (0.5) of r, 

Formula 9 is obtained. 

 𝑷𝟐:   𝒓 = 𝟎. 𝟓;           𝒕 = 𝟎 =>      𝒓 = 𝒌𝟏 ∗ 𝒕 + 𝒌𝟐               𝟎. 𝟓 = 𝒌𝟏 ∗ 𝟎 + 𝒌𝟐    => 𝒌𝟐 = 𝟎. 𝟓 

𝑷𝟑:   𝒓 = 𝟏;                  𝒕 = 𝟏 =>      𝒓 = 𝒌𝟏 ∗ 𝒕 + 𝒌𝟐               𝟏 = 𝒌𝟏 ∗ 𝟏 + 𝟎. 𝟓    => 𝒌𝟏 = 𝟎. 𝟓 

                                                                  𝒓(𝒕) = 𝟎. 𝟓 ∗ 𝒕 + 𝟎. 𝟓     (9) 

If P2 is reachable for the 0.3 of r, Formula 10 is obtained. 

 

𝑷𝟐:   𝒓 = 𝟎. 𝟑;           𝒕 = 𝟎 =>      𝒓 = 𝒌𝟏 ∗ 𝒕 + 𝒌𝟐               𝟎. 𝟑 = 𝒌𝟏 ∗ 𝟎 + 𝒌𝟐    => 𝒌𝟐 = 𝟎. 𝟑 

𝑷𝟑:   𝒓 = 𝟏;                  𝒕 = 𝟏 =>      𝒓 = 𝒌𝟏 ∗ 𝒕 + 𝒌𝟐               𝟏 = 𝒌𝟏 ∗ 𝟏 + 𝟎. 𝟑    => 𝒌𝟏 = 𝟎. 𝟕 

                                                                  𝒓(𝒕) = 𝟎. 𝟕 ∗ 𝒕 + 𝟎. 𝟑     (10) 

For different values of r, Formula 8 will change. If a pattern is extracted using Formula 8, Formula 9 

and Formula 10, the equation k1=1-r and k2=r can be formed. In this way, Formula 11 is obtained when 

Formula 5 is generalized. 

                                                                  𝒓(𝒕) = (𝟏 − 𝒓) ∗ 𝒕 + 𝒓     (11) 

With r(t) in Formula 11, an instant r value depending on the t value is obtained. It is the position of P2 

that gives its general form to P(r), with the r parameter on the right side of the equation. In order not to 

confuse the terms in the next stages, rinstant(t) will be used instead of r(t) and after the equality is solved, 

the value obtained is called rinstant and the formula is rearranged (Formula 12). 

                                                                  𝒓𝑰𝒏𝒔𝒕𝒂𝒏𝒕(𝒕) = (𝟏 − 𝒓) ∗ 𝒕 + 𝒓    (12) 

As with the t-dependent change in the r value, the t-dependent change in the s value is also a line equation 

(Formula 13). 

                                                                  𝒔 = 𝒌𝟑 ∗ 𝒕 + 𝒌𝟒      (13)    

In Formula 13, the k3 and k4 values must be calculated. If P2 is reachable for the default value (0.5) of 

s, Formula 14 is obtained. 

𝑷𝟐:   𝒔 = 𝟎;           𝒕 = 𝟎 =>      𝒔 = 𝒌𝟑 ∗ 𝒕 + 𝒌𝟒;                𝟎 = 𝒌𝟑 ∗ 𝟎 + 𝒌𝟒    => 𝒌𝟒 = 𝟎 

𝑷𝟑:   𝒔 = 𝟎. 𝟓;                  𝒕 = 𝟏 =>      𝒔 = 𝒌𝟑 ∗ 𝒕 + 𝒌𝟒               𝟎. 𝟓 = 𝒌𝟑 ∗ 𝟏 + 𝟎    => 𝒌𝟑 = 𝟎. 𝟓 

                                                                            𝒔(𝒕) = 𝟎. 𝟓 ∗ 𝒕      (14) 

If P2 is reachable for the 0.1 of s, Formula 15 is obtained. 

𝑷𝟐:   𝒔 = 𝟎;           𝒕 = 𝟎 =>      𝒔 = 𝒌𝟑 ∗ 𝒕 + 𝒌𝟒;                𝟎 = 𝒌𝟑 ∗ 𝟎 + 𝒌𝟒    => 𝒌𝟒 = 𝟎 

𝑷𝟑:   𝒔 = 𝟎. 𝟏;                  𝒕 = 𝟏 =>      𝒔 = 𝒌𝟑 ∗ 𝒕 + 𝒌𝟒               𝟎. 𝟏 = 𝒌𝟑 ∗ 𝟏 + 𝟎    => 𝒌𝟑 = 𝟎. 𝟏 

                                                                            𝒔(𝒕) = 𝟎. 𝟏 ∗ 𝒕      (15) 

For different values of s the Formula 13 will change. If a pattern is extracted using Formula 13, Formula 

14 and Formula 15, the equation k3=r and k4=0 can be formed. In this way, Formula 16 is obtained when 

Formula 13 is generalized. 

𝒔(𝒕) = 𝒔 ∗ 𝒕                                          (16) 

With s(t) in Formula 16, an instant s value depending on the t value is obtained. It is the position of P2 

that gives its general form to Q(s) with the s parameter on the right side of the equation. In order not to 

confuse the terms in the next stages, sinstant(t) will be used instead of s(t) and after the equality is solved, 

the value obtained is called sinstant and the formula is rearranged (Formula 17). 

𝒔𝑰𝒏𝒔𝒕𝒂𝒏𝒕(𝒕) = 𝒔 ∗ 𝒕                                       (17) 

As a result, it is first necessary to determine which r and s values will be used to reach the vertices P2 

and P3, respectively. Since these values will change the values of the matrices in the formula for P(r) 
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and Q(s) (Formula 5, Formula 6), the weights of the parabolas on C(t) will also change. In the next step, 

the rinstant and sinstant values for a given t value will be calculated using generalized formulas (Formula 

12, Formula 17), and should be written into the general formula (Formula 7). 

3.  Methodology 

In this section, the dataset and the pattern used in the research and the purpose of the research are 

mentioned. The dataset of this study was taken from a previous study, in which the author of this study 

was one of the researchers [18]. This dataset was created as a result of measuring the thickness 

distribution of a 3mm thick high impact polystyrene product after thermoforming using a mold (Column 

2 in Table 2). In a study by Ekşi and Üstünel [16], PB was used to estimate the thickness distribution of 

the thermoformed plate. With the coded program, correct estimation was performed with a 4.3866 

percent error value. In the same study, while determining the PB steps, P2 and P3vertices were accessed 

for the 0.5 value of the r and s parameters; that is, the default values were used. In this research, while 

determining the PB steps, instead of a fixed value such as 0.5 for the r and s parameters, access to the 

P2 and P3 vertices was provided for the values in a varying range depending on a certain precision value. 

This process can be expressed as optimizing the PB process depending on the r and s values that change 

independently of the t value. In order to compare the results obtained in the optimization of the PB with 

the results of the previous research [16], the same dataset and pattern were used in this study. 

The aim of this research is to ensure that more accurate results can be produced in the estimation 

processes by optimizing PB. For this purpose, software has been developed, and its steps are explained. 

Afterwards, the results of the error calculations performed using the software were examined. In C(t), 

the value of y is calculated based on the calculated x value for any value of t. Then, the error value is 

calculated by comparing this data with the dataset([16], Table 3 Column 2-4) regarding the thickness 

distribution of the thermoformed material. In this study, after this step, the case where the r and s 

parameters are 0.5 will be called the default PB (instead of OVR elements). In addition, the situation in 

which C(t) also changes with each change of the r and s parameters will be called GPB, depending on 

the nomenclature of Hadavinia et al. [17].  

The flow chart of the developed program is shown in Figure 2. Under this heading, flowchart sections 

are explained. In Section 1, variable definitions and value assignments, especially precision, are carried 

out. The program has been implemented as a Visual Studio 2019 C# form application. The results 

obtained from the calculations were transferred to an spreadsheetfile by the ptogram. The output file 

(spreadsheet file) is processed in MatLAB® in the next step, and the results are finally visualized. 

The developed software mainly consists of the following parts. Assigning the initial values (section 1), 

selecting the precision values to be used in the calculations (section 2), performing the assignments for 

the P(r) values (Section 3), performing the assignments for the Q(s) values (Section 4), for the C(t) 

values performing assignments and generating error values and saving them to the spreadsheet file 

(Section 5). 
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Figure 2 General flow diagram of the software 
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Assignment operations required for four different precision (i) values are performed in Section 2. For 

example, if the value of i is equal to 1 (Section 2.2.1), the precision value will be 0.1. A range for r and 

s will be defined, and C(t) will be calculated on this range. The closed interval [0.2, 0.9] is defined for 

r and s. A value of 0.1 (precision1) is determined as r/sDown and a value of 0.9 as r/sUp. For r and s 

values, the number of iterations to be made in the outer two-dimensional loop must be specified (Section 

2.8). 

After the first cycle of the loop, the results were filtered and examined. In case the i value is 2, 3 and 4 

(Section 2.2 – Section2.4), the necessary value assignment (r/sDown,r/sUp) operations were performed 

manually (Section 2.6 and Section 2.7). If i is equal to 3 (Section 2.4), precision value 0.001 (Section 

2.4.1) will be selected.  

For example, if the interval values for r and s were chosen as [0.45, 0.55], [0.32, 0.51], respectively, the 

calculated values for precision=0.01 (i=2) would be as shown below. 

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
𝑟𝑈𝑝 − 𝑟𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
0.55 − 0.45

0.01
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← 11 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
𝑠𝑈𝑝 − 𝑠𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
0.51 − 0.32

0.01
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← 20 

Thus, calculations will be made for rCount*sCount (11*20)with 220 different C(t) (Formula 7).P(r) will 

be in the row of the two-dimensional loop, where C(t) will be calculated for different r and s values 

(Section 3). P(r) will be in the row of the two-dimensional loop where C(t) will be calculated for different 

r and s values. For a certain value of r, the matrix [Mp] (Section 2.2) and the inverse matrix [Mp]-

1(Section 2.3) must be calculated. Then, the precision value, which has been assigned a value based on 

the value of i, is assigned to r. At each step of the loop, the s value is determined as the lower limit 

(sDown) of the range. 

The operations for r in Section 3 are repeated for s in Section 4. At the end of Section 4, the error and t 

values are also reset. 

After generating C(t) for a given r and s values, rinstant and sinstant values are calculated based on the 

t value. These three parameters are written into their places in Formula 7. This process is repeated twice 

for the x and y values of C(t). The x values of the control vertices are used in the calculation for x, and 

the y values of the control vertices are used for y. Thus, x and y values are produced for any value of t. 

For a given r-s combination, a C(t) is generated. In this study, C(t) is calculated by choosing the 

sensitivity value 10-5 for the sequential increase of the t value. For any value of t, when x parameters of 

control vertices are used in Formula 7, x value for C(t) is produced. For the same t value, when the y 

values of the control vertices are used in Formula 7, the y value for c(t) is produced. Thus, (x,y) values 

are produced for a certain t value. When this x value produced by the program matches the x value in 

the dataset, the relative difference between the y value in the dataset and the y value produced by the 

program creates the error value. The resulting error value is calculated by averaging these error values 

(16 vertices in the dataset). 

In the reference study, this error value was calculated as 4.386 for the default r-s values used for PB 

[16]. In this study, the aim is to obtain a lower error rate by changing C(t) and by changing the r-s values 

of PB. 
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4.  Experimental Study and Results 

A program was written using C# programming language to generate different C(t) equations using 

different r*s combinations. The results produced by the program were compared with the reference 

dataset (Column 2 in Table 2). The program exports these comparison results to the spreadsheet files. 

As a result of filtering the data in the exported file separately for each different precision value, the 

interval value for r and s in the next step (precision) is determined. An example of the results produced 

by the program for different r and s parameters is shown in Figure 3. The blue colored curve (“Real”) is 

the reference dataset used in the study. 

 

Figure 3 Calculated c(t) values for different r-s➔P2-P3; precision0.1 

The r and s interval values for precision=0.1 were determined as [0.2, 0.9] and [0.1, 0.8], respectively. 

Therefore, the r value is calculated as 8 and the s value as 8 (Figure 2, Section 2.2.1). 

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
𝑟𝑈𝑝 − 𝑟𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
0.9 − 0.2

0.1
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← 8 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
𝑠𝑈𝑝 − 𝑠𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
0.8 − 0.1

0.1
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← 8 

In this way, 8*8 (r*s) C(t) formulas are created (Formula 7). 64 error values are calculated by comparing 

the values calculated using these formulas with the measured thickness distribution of a 3mm thick high 

impact polystyrene product after thermoforming using a mold values ("Real" in Figure 3). The error 

values obtained for some r and s values from these 64 different error values are shown in Table 1 (Branch 

A). 

 

 



Sakarya University Journal of Computer and Information Sciences 

 

Üstünel 

364 

 

Table 1 Examples of error values calculated based on r and s values for different precision 

Branch R S Average Error 

A                     
precision 0.1                

i=1 

0.3 0.8 44.5248 

0.4 0.7 16.3331 

0.5 0.5 4.3861 

0.5 0.8 36.0096 

0.7 0.5 35.2096 

0.9 0.5 46.6825 

B                        
precision 0.01                

i=2 

0.49 0.53 4.2374 

0.49 0.51 4.3546 

0.49 0.54 4.239 

0.49 0.56 4.3507 

0.48 0.59 4.6175 

0.41 0.61 17.7456 

C                        
precision 0.001                

i=3 

0.487 0.539 4.2201 

0.487 0.541 4.2148 

0.487 0.543 4.22 

0.491 0.531 4.2416 

0.502 0.501 4.557 

0.502 0.506 4.5979 

D                        
precision 0.0001                

i=4 

0.487 0.5405 4.2139 

0.487 0.5407 4.2133 

0.4876 0.5387 4.2168 

0.4881 0.546 4.248 

0.4937 0.5403 4.3049 

0.4862 0.5259 4.4408 

The data related to these error values obtained were transferred to MatLAB® and graphed (Figure 4). 

In this graph, the vertices where the error value is small (r,s) are seen as darker blue. 

 

Figure 4 Visualization of the results achieved, precision0.1 
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The r and s interval values for precision=0.01 were determined as [0.40, 0.60] and [0.10, 0.70], 

respectively. Therefore, the r value is calculated as 21 and the s value as 61 (Figure 2, Section 2.3.1 - 

2.8).  

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
𝑟𝑈𝑝 − 𝑟𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
0.60 − 0.40

0.01
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← 21 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
𝑠𝑈𝑝 − 𝑠𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
0.70 − 0.10

0.01
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← 61 

In this way, 21*61 (r*s) C(t) formulas are created, and1,281 error values are calculated by comparing 

the values calculated using these formulas with the dataset. Some error values for r and s from these 

1,281 different error values are shown in Table 1 (Branch B). In addition, the results obtained are shown 

in Figure 5 as a graph. 

 

Figure 5 Visualization of the results achieved, precision0.01 

The r and s interval values for precision=0.001 were determined as [0.480, 0.510] and [0.480, 0.570], 

respectively. Therefore, the r value is calculated as 31 and the s value as 91 (Figure 2, Section 2.4.1 – 

2.8).  

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
𝑟𝑈𝑝 − 𝑟𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
0.510 − 0.480

0.001
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← 31 
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𝑠𝐶𝑜𝑢𝑛𝑡 ← (
𝑠𝑈𝑝 − 𝑠𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
0.570 − 0.480

0.001
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← 91 

In this way, 31*91 (r*s) C(t) formulas are created, and 2,821 error values are calculated by comparing 

the values calculated using these formulas with the dataset. Some error values for r and s from these 

2,821 different error values are shown in Table 1 (Branch C). In addition, the results obtained are shown 

in Figure 6 as a graph. 

 

Figure 6 Visualization of the results achieved, precision0.001 

The r and s interval values for precision=0.0001 were determined as [0.4860, 0.4940] and [0.5175, 

0.5475], respectively. Therefore, the r value is calculated as 81 and the s value as 301 (Figure 2, section 

2.5.1 – 2.8).  

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
𝑟𝑈𝑝 − 𝑟𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← (
0.4940 − 0.4860

0.0001
) + 1 

𝑟𝐶𝑜𝑢𝑛𝑡 ← 81 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
𝑠𝑈𝑝 − 𝑠𝐷𝑜𝑤𝑛

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← (
0.5475 − 0.5175

0.0001
) + 1 

𝑠𝐶𝑜𝑢𝑛𝑡 ← 301 

In this way, 81*301 (r*s) C(t) formulas are created, and 24,381 error values are calculated by comparing 

the values calculated using these formulas with the dataset. Some error values for r and s from these 

24,381 different error values are shown in Table 1 (Branch D). In addition, the results obtained are 

shown in Figure 7 as a graph. 
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Figure 7 Visualization of the results achieved, precision0.0001 

 

The error value decreased as the interval value for r and s values was reduced in a controlled manner, 

taking into account the precision value. The error value for r=0.487, s=0.5407 was calculated as 4.2133 

percent (Table 1, Branch D). This value was calculated as 4.3861 percent for r=0.5, s=0.5 (Table 1, 

Branch A) for PB's default state. This value also confirms the value obtained in the reference study. By 

optimizing the PB, the error value was reduced by 0.1728 percent. 

The total absolute percentage relative error value for generalized C(t) was calculated as 67.4132 

(∑ |𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑒𝑟𝑟𝑜𝑟|23
𝑛=8  ), and the average absolute percentage relative error value was 

calculated as 4.2133 ((∑ |𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑒𝑟𝑟𝑜𝑟|23
𝑛=8 )/16 ) (Table 2). This value means that the 

program produced a more accurate result in this study than in the previous study [16]. 

Table 2 PB curve values (default PB and GPB) for dataset 

 

 

X axis values 

 

 

Measured thick 

ness value (mm) 

Default PB(r=0.5; s=0.5) GPB (r=0.4870; s=0.5470) 

Y axis value produced 

by the program, C(t) 

Relative error 

(%) 

Y axis value produced 

by the program, C(t) 

Relative error 

(%) 

      

0.8 0.4283 0.4283 0 0.4283 0 

0.9 0.3866 0.4381 13.3213 0.4328 11.9503 

1 0.3883 0.4694 20.8859 0.4582 18.0015 

1.1 0.4716 0.5244 11.1959 0.5069 7.4852 

1.2 0.5816 0.6055 4.1094 0.5817 0.0172 

1.3 0.7183 0.7153 0.4177 0.6856 4.5524 

1.4 0.8766 0.8563 2.3158 0.8221 6.2172 

1.5 1.07 1.0312 3.6262 0.9948 7.028 

1.6 1.2383 1.2417 0.2746 1.2068 2.5438 

1.7 1.4566 1.4881 2.1626 1.4597 0.2128 
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Table 2 PB curve values (default PB and GPB) for dataset (cont.) 

 

 

X axis values 

 

 

Measured thick 

ness value (mm) 

Default PB(r=0.5; s=0.5) GPB (r=0.4870; s=0.5470) 

Y axis value produced 

by the program, C(t) 

Relative error 

(%) 

Y axis value produced 

by the program, C(t) 

Relative error 

(%) 

      

1.8 1.69 1.7667 4.5385 1.7509 3.6036 

1.9 2.01 2.0676 2.8657 2.0691 2.9403 

2 2.4483 2.3711 3.1532 2.3896 2.3976 

2.1 2.675 2.6471 1.043 2.6738 0.0449 

2.2 2.8683 2.8606 0.2685 2.8803 0.4184 

2.3 2.9833 2.9833 0 2.9833 0 

 

The mean percent error with the GPB was calculated as 4.2133. This value was 4.3861 for the default 

PB (Table 1 Branch A and [16]). By optimizing the PB, an improvement of 0.1728 percent was achieved 

in the error value. 

 

Figure 8 Default PB and GPB versus dataset (real measurement results) 

5.  Conclusion 

The comparison of the calculated C(t) for the default r:s values and the calculated C(t) for the generalized 

r:s values with the dataset is shown in Figure 8. When the figure is examined, it is seen that C(t) 

calculated with the GPB outside the range of [1.2, 1.6] approaches the dataset with less error than the 

GPB. 

The dataset used in this research was created as a result of measuring the thickness distribution of a 3 

mm thick high-impact polystyrene product after thermoforming using a mold. For this dataset, the most 

suitable r and s values that can be used with a precision of 10-4 were calculated as r=0.487 and s=0.5407. 

These r and s values may vary for another dataset. With the algorithm and software developed in this 

study, the most appropriate r and s values can be determined for a new dataset. In every study where PB 

can be applied, the optimization steps revealed in this study can be applied. 
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OVR is a special case of GPB for the values for which it will take the r and s parameters. For this reason, 

it is not possible to say unconditionally that GBP produces more accurate results in all cases or for all 

types of datasets. Hadavinia et al. [17], working on sample functions, stated that GPB can produce more 

accurate results than OVR. In this study, the results obtained by working on a real dataset were 

evaluated. The results obtained confirm the results and claims of Hadavinia et al. In addition, the results 

obtained through this study have been visualized in an easy-to-follow manner, and a software 

development process algorithm has been presented for use in further studies. In addition, it will be less 

costly for the software development process to fit curves in a flexible structure using four vertices 

instead of creating a high-order interpolation polynomial using all vertices. 
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Notation List 

P, Q  : Parabolas 

C  : Cubic function (curve) 

Pn  : nth point (It can take integer values between 1 and 4) 

r,s,t : Parameters of P, Q and C respectively (it can take float values between 0 and 1,  

including limit values) 

[B]  : Coefficient matrix for P 

kn  : Coefficients of the line equation used in the calculation of t-dependent change in the r 

and s values (1 and 2 for r, 3 and 4 for s) 

rinstant (t)  : The calculated r value for any value of the t parameter 

sinstant (t) : The calculated s value for any value of the t parameter 

rCount  : The number of steps in the loop for the precision value set for r (in the software) 

sCount  : The number of steps in the loop for the precision value set for s (in the software) 

rUp, rDown) : Upper and lower limit value for r value used when calculating rCount  (in the 

software) 

sUp, sDown) : Upper and lower limit value for s value used when calculating sCount  (in the 

software) 
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Abstract 

This study investigates how cargo companies managed their last-mile activities during the Covid-19 outbreak and 

suggest a solution to the adverse outcomes. The data used in the study included complaints made about cargo 

companies from sikayetvar.com between February 2020 and September 2021 and was collected using Python 

language and the Scrapy module web scraping methods. Multi-label classification algorithms were used to 

categorize complaints based on assessments of training data obtained according to the topics. Results showed that 

parcel delivery-related themes were the most often complained about, and a considerable portion were delay issues. 

Keywords: Covid-19, web scraping, cargo companies, customer complaints, multi-label classification, 

text mining 

1. Introduction 

A series of pneumonia cases of unknown origin emerged in Wuhan, China, in the late days of December 

2019, triggering an investigation that the source of this infection is thought to be linked to the Wuhan 

South China Seafood Market. In January, the Chinese government reported this situation to the World 

Health Organization (WHO), and the pathogen causing this epidemic was defined as a new type of 

coronavirus on January 7, 2020, and named Covid-19 [1]. The virus expanded to other nations and had 

a huge global impact when the number of cases increased rapidly till January 23, 2020 [2]. The first 

Covid-19 case in Türkiye was seen on March 11. WHO declared that this newly emerged virus was a 

pandemic on the same date [3]. Due to the coronavirus, nearly 527 million cases have been reported 

globally as of May 24, 2022, and as a result of this outbreak, it permanently influenced all aspects of 

consumers' needs and daily habits with a new lifestyle [4]–[7]. 

During the pandemic, e-commerce has increased globally, especially in countries where e-commerce 

was previously less developed have been more remarkable. The growth of the digital economy will 

undoubtedly continue to be influenced by the changing shopping and payment behaviors of customers 

brought about by the pandemic conditions [8]. In 2020, Türkiye's e-commerce volume increased 66% 

compared to 2019 and reached 226.2 billion TL from 136 billion TL [9]. In 2021, Türkiye's e-commerce 

volume climbed by 69% from the previous year and reached 381.5 billion TL, while the orders increased 

by 46%, from 2 billion 297 million to 3 billion 347 million [10]. The asymmetrical growth that resulted 

inevitably affected the delivery step, the most crucial part of e-commerce. According to Güven  [11], 

customers' main complaints during the Covid-19 outbreak were discovered to be customer service / live 

assistance and the delivery process, considering complaints received on e-commerce sites. 

Additionally, Parlakkılıç et al. [12] found a significant negative relationship between trust and cargo 

tracking during the Covid-19 period. A similar problem has also been mentioned from the industry side; 

for example, Etid's [13] report states that the high instantaneous increase in demand during the pandemic 

led to problems in the logistic organization, warehouse, and order preparation operations resulting in 
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customer dissatisfaction. In this regard, it is strategically vital for cargo companies to identify the reasons 

that trigger consumer complaints during the delivery phase of e-commerce to take the necessary 

precautions. 

In this sense, it is thought that this research will make an academic and practical contribution to the 

literature from a different perspective. First of all, this research fills the gap in the literature with sample 

size and puts forward an alternative method considering studies carried out by a relatively small number 

of complaints in the local literature. Hence, in this study, much more complaints were classified by 

machine learning approaches, and a method will be proposed for the literature. In addition, in 

extraordinary situations such as Covid-19, practical contributions to cargo firms will be provided 

according to research findings. 

2. Literature Review 

When a consumer has an issue with a product or service they purchase, they have three options under 

the complaint behavior. The first of these options is to cease buying the relevant brand and promote 

negative word of mouth among the social circle. The second is the direct contact of the consumers with 

the company, and the last way is to initiate the legal process [14]. Today, with social media applications, 

it has become easier for the consumer to use these different methods of complaint behavior 

simultaneously, and it has provided convenience for consumers in terms of solutions for complaints 

[15][16]. For example, sikayetvar.com [17] has emerged as an online platform that acts as a bridge 

between customers and brands by allowing companies to resolve complaints and increase customer 

satisfaction. Users who visit the system can easily see the brands that received the most complaints or 

those with the most resolved complaints. In this sense, the platform, which creates pressure on brands, 

has gained much popularity in Türkiye and has resolved approximately 2 million complaints. This 

platform is also a resource used in academic studies. For instance, Çallı and Çallı [16], who conducted 

research into the complaints mentioned by airline passengers during the Covid-19 pandemic on the 

sikayetvar.com platform, highlighted the service quality issues and proposed potential solutions for both 

low-cost carriers and full-service airlines. In another study that analyzed complaints regarding private 

hospitals, topics and sub-topics were revealed using data from sikayetvar.com [18]. In a qualitative 

study, Güler [19] found that half of the complaints against banks during the pandemic period were 

related to credit cards via sikayetvar.com. 

A limited number of studies in the academic literature focus on the topic of customer complaints made 

against cargo services at sikayetvar.com. All of these studies use a qualitative method, which means 

they can only deal with a small number of complaints. In this regard, this study is expected to fill a gap 

in the relevant literature in terms of the methodology applied and the number of complaints obtained. In 

the study conducted by Burucuoğlu and Yazar [20], which was prepared by considering 300 complaints, 

the main complaint topics for cargo services operating in Türkiye before the pandemic are; business 

processes, product-related problems, courier-related issues while receiving the parcel, 

delivery/distribution-related issues, pricing, communication, and personnel. According to Gürce and 

Tosun's [21] findings, the most common complaint themes for the cargo services were providing the 

promised service, timely delivery, fulfilling good service, willingness to assist, and sincere problem-

solving. The study considered 300 complaints made to various online shopping sites and found that one 

of the most frequently mentioned complaint topics in the Covid-19 period is mainly related to cargo 

services and was revealed as unfair shipping charges, sending to the wrong address, not receiving the 

orders, and not delivering the product on time [11]. In another study considering 690 complaints against 

online shopping sites during the Covid-19 outbreak [22], it is stated that similar complaints about the 

delivery process that Güven [11] mentioned are the second most frequently mentioned issues. 

Considering local research about complaints other than sikayetvar.com against cargo services, Deniz 

and Gödekmerdan [23] found that delay is the most common problem while determining the factors that 

cause dissatisfaction in cargo transportation in Türkiye with the survey method. According to Akkan 

[24], the first two most common service issues are delivery times, such as the delivery of the parcel late 

or delivery later than promised, and communication difficulties, like not answering calls or leaving a 

note even though the customer is at home for Turkish customers. Duran et al. [25] evaluated the opinions 
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of consumers about cargo services within the framework of five factors. The first is logistics values, 

including parcel delivery time and a widespread transportation network. Reliability, which includes the 

concepts of timely delivery of the product and easy communication with the customer, is another 

concept evaluated within the model's scope. Delivery speed is evaluated under the time factor, which 

includes the delivery at the promised time, the return process, and the provision of information to the 

customer. The factor that includes price-quality consistency, compensation for faulty situations, and 

promotional elements is the economic expense. Finally, the concept of personnel and service consists 

of dimensions that include fulfilling expectations, assurance, being kind to the customer, product follow-

up, and solving complaints in a short time. A study examining 300 complaints about the three largest 

cargo companies operating in Türkiye stated that the customers mostly expressed problems related to 

not being found at the address, issues with the delivery, not delivering to the address, and the attitudes 

and behaviors of the service personnel [20]. 

The practical solution to customer complaints is a critical factor in customer satisfaction and loyalty. 

For example, in their study, Cho et al. [26], considering the complaints of e-commerce customers, 

determined that customer service, product, price, delivery problems, misleading information, security 

& trust issues, tracking and tracing, and promotion are general complaints topics. They state that online 

customers should be provided with the best service, customer demands and complaints should be 

responded to more quickly than offline customers, and strategies should be developed in line with the 

product category, such as giving more detailed information with different multimedia tools for cosmetic 

products. 

If businesses manage complaints effectively, they can develop their products/services to meet the 

expectations of their customers. A dissatisfied customer decides whether to leave or stay based on the 

complaint's solution. If the business handles this process successfully, it will offer an excellent 

opportunity for the firm, considering that acquiring new customers is five or six times more expensive 

than retaining existing customers [27]. 

2.1 Machine Learning for Complaint Classification 

Many online customers experiencing issues with delivery service companies due to the pandemic have 

been looking for answers by posting their complaints on online complaint sites. Examining each 

complaint in a sector with a high volume of complaints can be costly for firms' budgets since it requires 

more human resources and intelligence. Instead, reviewing only a few complaints with machine learning 

algorithms allows future complaints to be categorized more quickly and at a lower cost. 

The concept of machine learning is an area of Artificial Intelligence that attracts excellent attention in 

the digital world and is a crucial component of digitization solutions. Depending on the types and 

categories of training data, methods such as supervised, unsupervised, semi-supervised, and 

reinforcement learning are used [28]. Basically, machine learning (ML) can define as a continually 

changing computing program that, in some ways, mimics human intelligence by learning from its 

surroundings [29]. Regression, classification, clustering, dimensionality reduction, ensemble methods, 

neural nets, deep learning, transfer learning, reinforcement learning, natural language processing, and 

word embeddings are commonly used machine learning approaches applied to any data scenario [30].  

Text mining, one of the fundamental techniques in data mining, is described as discovering knowledge 

by the computers automatically extracting information from various unstructured or structured textual 

sources [31], [32]. Natural Language Processing (NLP) is a branch of artificial intelligence in which 

computers efficiently analyze and understand human language with machine learning. While sentiment 

and grammatical structure can be extracted with NLP from language, frequency, correlation, and word 

patterns may be revealed with text mining as statistical indicators with a multidiscipline approach [33]–

[35]. 

A more complex situation is encountered in complaint cases in text mining practices. While the analysis 

process assumes that each item belongs to a single class in classification problems, this is not possible 

in complaints due to their nature. For example, a consumer complaining about undelivered cargo may 

also say he could not reach customer service in the same complaint message. Multi-label classification 
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is known as a solution for this type of challenge, which may categorize each complaint such that it may 

be allocated to more than one topic using machine learning techniques [36].  

In this study, Python language, which has become one of the leading technologies in creating models 

for the industry and developing new methods for researchers, together with machine learning libraries, 

was used to perform multi-label classification using the Scikit-multilearn [37]. 

3. Methodology 

3.1 Text Mining Process 

The data for the study were collected using Python scripts and the Scrapy module from the 

sikayetvar.com website, an online complaint management platform, between February 2020 and 

September 2021. The database consists of 16332 customers who received service from cargo companies 

in Türkiye and expressed their dissatisfaction on the sikayetvar.com website. Complaints against cargo 

companies in Türkiye during the Covid-19 outbreak were classified using machine learning and multi-

label classification algorithms. 

The qualitative approach was used to discover the most common complaints of cargo customers during 

the pandemic period by reviewing a random sample of the complaints in the database considering the 

literature findings. The frequent complaints were formed under six topics as follows; delayed or not 

delivered parcel, the note was written "customer was not at home" was left at the door or parcel not 

brought to the door, customer service has not answered the call, returning processes, parcel not 

received or delivered, and hygiene rules related issues. 

The dataset's first 3000 rows were used as training data and were refined using natural language 

processing (NLP) techniques. Labels were assigned to the training data using two approaches. The first 

method used a written python script to label complaints, while the second method included the survey 

method to label complaints based on participant responses. The text mining process used in the study is 

presented in Figure 1. 

 

Figure 1 Text Mining Process 

 

Logistic Regression, OneVsRest Classifier, and vectorization methods were used for multi-label 

classification. 

3.1.1 Multi-Label Classification 

This section explains the results of word-based and survey-based labeling methods for selecting the 

appropriate topics for each complaint in the training dataset. 
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3.1.1.1 Word-Based Labeling 

After tokenizing each complaint in the training dataset, a script written in Python programming language 

checked whether the determined words related to the relevant topic for labeling the complaint to the 

appropriate topics. This process is illustrated in figure 2. 

 

 

Figure 2 Word-based Labeling Flowchart 

3.1.2.2 Survey-Based Labeling 

Survey-based labeling aims to get more accurate labeling with human intelligence by having different 

participants assign labels to each complaint in the training dataset. Three thousand complaints from the 

training dataset were primarily uploaded to the Google Sheets platform in Turkish and English for 

Turkish and foreign participants to access the survey. The numbers generated between 3000 and 1 were 

assigned to the complaints as temporary random IDs, and a dynamic structure was obtained with the 

page renewed every 4 minutes.  

 

Figure 3 Google Form Survey 

Complaints with IDs between 1 and 10 were shown to the participants to show different complaints to 

the different participants at different times. The participant who accesses the web page is directed to the 

survey page created on Google Form by clicking the "Form" button, as seen in Figure 3. The participant 

is asked to determine which of the ten different complaints belong to the pre-determined categories on 

the survey page. 
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3.1.2 Text Vectorization Algorithms 

Vectorization is a crucial stage in NLP for machine interpretation of data by transforming textual 

materials into meaningful numerical representations [38]. This study used Tf-Idf Vectorizer, Hashing 

Vectorizer, and Count Vectorizer methods. 

One of the most widely used text vectorization algorithms in today's information retrieval systems is the 

Term frequency-Inverse Document Frequency (TF–IDF) [39]. TF-IDF method weights word counts by 

measuring how often they appear in documents. The equation is as follows. 

𝑤𝑖.𝑗 = 𝑡𝑓𝑖.𝑗  × log (
𝑁

𝑑𝑓𝑖
) 100 (1) 

The description of terms used in equation 1 is as follows [40]; 

wi,j : The weight for Term i in document j. 

N : The number of documents in the collection. 

tfi,j : The term frequency of Term i in document j. 

dfi: The document frequency of Term i in the collection. 

The second method used for text vectorization is hashing. Tokens are stored as strings in the hashing-

vectorizer, and the hashing trick is used to encode features as numerical indexes [41]. The hashing trick 

creates a unique association between the input and the hash value and replaces the authenticity of a large 

quantity of information with a much smaller hash value [42]. The Count Vectorizer is used as the third 

method for text vectorizing in this study as a simple technique based on the count of word occurrences 

in the document [41]. 

3.1.3 Classification 

One-vs-rest (OvR) method was used for the multi-label classification with Python coding, as seen in 

figure 4. OvR applies binary classification methods for multi-class classification by splitting the multi-

class dataset into multiple binary classification models. Then, each binary classification problem is used 

to train a binary classifier, and the most confident model is used to make predictions [43].  

 

Figure 4 Example of Python Coding 
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Logistic regression was used as the prediction method. The first five rows of the database are shown in 

Table 1 as an example of the coding procedure. The mean score of each category in the training dataset 

was used to determine categories for each complaint, and scores above the mean score were coded as 1, 

as seen in Table 2. 

 

Table 1 Category Prediction Scores of Complaints 

ID 

Delayed or 

Not Delivered 

Parcel 

The Note Was Written 

"Customer Was Not at Home" 

Was Left at The Door or 

Parcel Not Brought to The 

Door 

Customer 

Service Has Not 

Answered the 

Call 

Returning 

Processes 

Parcel Not 

Received or 

Delivered 

Hygiene 

Rules 

Related 

Issues 

1 0,2612 0,4362 0,44955 0,1009 0,0873 0,0633 

2 0,3179 0,2796 0,4277 0,2112 0,2756 0,094 

3 0,6167 0,3059 0,26176 0,1664 0,1481 0,5855 

4 0,3715 0,1817 0,64245 0,0859 0,1601 0,0408 

5 0,6186 0,2144 0,16975 0,0903 0,0893 0,0556 

 

Table 2 Binary Coding of Each Complaint 

ID 

Delayed or 

Not Delivered 

Parcel 

The Note Was Written 

"Customer Was Not at Home" 

Was Left at The Door or 

Parcel Not Brought to The 

Door 

Customer 

Service Has Not 

Answered the 

Call 

Returning 

Processes 

Parcel Not 

Received or 

Delivered 

Hygiene 

Rules 

Related 

Issues 

1 0 1 1 0 0 0 

2 0 0 1 1 1 1 

3 1 0 0 0 0 1 

4 0 0 1 0 0 0 

5 1 0 0 0 0 0 

Analysis processes were carried out with each text vectorization algorithm to discover the general 

complaint topics. The topics that lead to the most significant number of customer complaints were 

identified, and the rates of complaints topics according to the cargo firms were calculated. 

4. Results 

4.1 Density Map 

All complaints containing the words corona, covid, and pandemic listed on the sikayetvar.com website 

were acquired within the specified period with Python code using the Scrapy module, data including 

company name, number of reads, and created date. Complaints regarding cargo companies were 

isolated, and a density map was generated based on March 2020 to September 2020 data, as seen in 

Figure 5. 
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Figure 5 Density Map 

 

Accordingly, it is observed that the most intense complaints are made between the end of May 2020 and 

the beginning of July 2020, which shows a pattern with the Covid-19 cases in Türkiye that are most 

intense between April 2020 to May 2020 [44]. Following the peak of Covid-19 cases in April and May 

2020, it was observed that complaints increased between May and July 2020. 

4.2 Prediction Results 

A computer program was created to generate the training data by determining the words and word 

groups that are assumed to be related to each category, as illustrated in Figure 6. The first 3000 

complaints are used for creating the training dataset in this method. 
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Figure 6 Example of Word-Based Labeling Code 

 

Table 3 shows the confusion matrix based on 53.982 predictions using word-based labeling. The 

method's accuracy rate was calculated to be 92%. 

Table 3 Confusion Matrix Based on Word-Based Labeling 

% 92 
 

Prediction: No Prediction: Yes Total 

Actual: No 33528 1406 34934 

Actual: Yes 2874 16174 19048 

Total 36402 17580  

Two hundred forty-nine participants filled out the online survey, which was used to generate training 

data using human intelligence. A total of 1887 questionnaires were found to be suitable for the research 

after the filtering process. Table 4 shows the confusion matrix prepared according to 33.966 predictions, 

according to the model trained with survey-based labeling. The accuracy rate of this method was 

calculated as 87%. 

Table 4 Confusion Matrix Based on Survey-Based Labeling 

% 86 
 

Prediction: No Prediction: Yes Total 

Actual: No 21631 805 22436 

Actual: Yes 3620 7910 11530 

Total 25251 8715  

According to the results, the distribution of the complaint topics is shown in table 5. While considering 

the means values, It is seen that the most common complaint topics are as follows respectively: delayed 

or not delivered parcel, customer service has not answered the call, parcel not received or delivered, 

returning processes, and hygiene rules-related issues. 

Table 5 Distribution of Predicted Complaint Topics by Methods 

Method Text Vectorization 

Delayed 

or Not 

Delivered 

Parcel 

The Note Was 

Written 

"Customer Was 

Not at Home" 

Was Left at The 

Door or Parcel 

Not Brought to 

The Door 

Customer 

Service 

Has Not 

Answered 

the Call 

Returning 

Processes 

Parcel Not 

Received 

or 

Delivered 

Hygiene 

Rules 

Related 

Issues 

Word-Based 

TF-IDF Vectorizer 8156 6176 6902 4189 5696 3104 

Count Vectorizer 8614 6336 7610 3431 5100 1078 

Hashing Vectorizer 8075 5770 7001 3894 5375 4017 

Survey-

Based 

TF-IDF Vectorizer 7019 5991 6514 4751 7706 5196 

Count Vectorizer 5941 6265 5418 2542 6568 2958 

Hashing Vectorizer 7198 5961 6590 4617 7473 5605 

 Mean 7501 6083 6673 3904 6320 3660 
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Another goal of this research is to identify the most common complaints about each cargo operator 

during the pandemic. Table 6 shows the five cargo firms' complaint topics based on the prediction 

results. 

Table 6 Distribution of Predicted Complaint Topics According to Cargo Firms 

 
Delayed or 

Not Delivered 

Parcel 

The Note Was Written 

"Customer Was Not at Home" 

Was Left at The Door or Parcel 

Not Brought to The Door 

Customer 

Service Has Not 

Answered the 

Call 

Returning 

Processes 

Parcel Not 

Received or 

Delivered 

Hygiene 

Rules 

Related 

Issues 

Firm A 1549 1074 1337 961 1494 984 

Firm B 1725 1413 1550 1127 1853 1183 

Firm C 730 672 715 499 855 612 

Firm D 1660 1383 1548 1102 1823 1218 

Firm E 1354 1447 1364 1059 1678 1195 

Complaints involving non-delivery and delays are more common, while those about return processes 

and hygiene rules are relatively less frequent, as seen in Table 6. 

5. Conclusion 

As a result, our study shows that customers primarily complained about the delay or lack of delivery of 

their cargo. The least common complaint was that cargo staff did not follow the hygiene rules during 

the pandemic. According to the research results, the number of complaints about each topic and the total 

number of complaints reveals the best and worst parts of the leading cargo companies in Türkiye. While 

some companies have difficulties in specific areas, some have had a relatively successful period. In this 

context, adopting the decision support method used in the study to companies is critical for reviewing 

real-time complaints and discovering missing or unsatisfactory situations. The findings of this study 

reveal how the leading cargo companies in Türkiye manage the pandemic within the scope of the sample 

data. If cargo companies want to achieve customer satisfaction, receiving fewer complaints is the best 

method to be accomplished. They should focus on removing their shortcomings to be more successful 

and observe their competitors' activities by reviewing complaints. 

When the research findings are compared with the relevant literature, Burucuoglu and Yazar's [20] 

findings show high similarities in consideration of the topic called delivery/distribution, which includes; 

the issues of "you were not at the address" note, the return of the cargo without the knowledge of the 

customer, delivery to the wrong address, no delivery to the address, no delivery, late delivery, and 

delivery to the wrong person is considered as one of the most intense complaints of the customers that 

revealed. Güven [11], Kocabaş [22], and Tosun & Gürce's [21] studies partially show similarities with 

our findings, such as delayed or not delivered parcels, parcels not received or delivered, and returns 

processes. The issues related to hygiene rules revealed the complaint topic different from the relevant 

literature considering cargo services in our study. 

Within the scope of the research, it was seen that the word-based labeling method estimated a total of 

100,524 complaints, while the survey-based method estimated a total of 104,313 complaints. When we 

examined it for accuracy, the word-based label assignment method was found to be 92%, whereas the 

survey-based method was 87%. Although the survey-based labeling method predicts many more 

complaints, the prediction accuracy rate is decreased. The accuracy rates of each method are shown in 

Table 7. 
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Table 7 Accuracy Rates of Methods 

Word-Based Survey-Based 

TfidfVectorizer TfidfVectorizer 
  Prediction    Prediction  

  No Yes Total   No Yes Total 

Actual 
No 11059 519 11578 

Actual 
No 6950 252 7202 

Yes 1075 5341 6416 Yes 1467 2653 4120 
 Total 12134 5860 17994  Total 8417 2905 11322 
 Accuracy 91%    Accuracy 84%   

HashingVectorizer HashingVectorizer 
  Prediction    Prediction  

  No Yes Total   No Yes Total 

Actual 
No 10356 879 11235 

Actual 
No 6339 553 6892 

Yes 1778 4981 6759 Yes 2078 2352 4430 
 Total 12134 5860 17994  Total 8417 2905 11322 
 Accuracy 85%    Accuracy 76%   

CountVectorizer CountVectorizer 
  Prediction    Prediction  

  No Yes Total   No Yes Total 

Actual 
No 12113 8 12121 

Actual 
No 8342 0 8342 

Yes 21 5852 5873 Yes 75 2905 2980 
 Total 12134 5860 17994  Total 8417 2905 11322 
 Accuracy 99%    Accuracy 99%   

The CountVectorizer vectoring method has the highest accuracy rate of 99% in both labeling 

approaches. This result is believed to be related to the method's operating basis. The CountVectorizer 

vectoring approach makes vectorization by counting the words in the document. Since the training and 

test data were comprised of the same samples throughout the testing of the training data, it is likely that 

the approach discovered identical word counts on the same samples and, as a result, made highly 

accurate predictions. It should be noted that this result may be misleading. 

The period with the highest number of complaints followed a period in which the number of Covid-19 

cases increased in Türkiye dramatically for the first time. During this period, the Turkish Ministry of 

Health requested that citizens stay home. The main reason for the increase in complaints is the growing 

number of customers who prefer to order via the internet rather than traditional methods and that most 

cargo companies were caught unprepared for this demand. As a result, cargo companies should need to 

anticipate future demand and create a variety of operational approaches in the case of similar scenarios 

in the future. 

In general, it is seen that most complaints are experienced during the delivery of the parcels, which is 

the number of delayed cases is relatively high. In order to reduce the number of complaints about this 

theme, cargo businesses must increase the number of branches in proportion to the increase in business 

volume and employees. 

Another finding based on the research findings is that branch staff, and customer service professionals 

experience a lack of control in the face of increased business volume, just like field personnel. 

Customers have complained about the carelessness of customer service and the lack of consideration 

for their requests (for example, delivery in the branch, although customers were requesting delivery at 

the door). Undoubtedly, this research field should be handled with an interdisciplinary approach, as in 

this study, and the underlying causes of the complaints should be dealt with in more detail. For example, 

from the perspective of the management or human resources discipline, it can be said that the perception 

of burnout in the employees who were recruited with insufficient training due to the workload may be 

an important reason for these complaints. In this scenario, the cargo companies devoting emphasis to 

the in-company training and considering the aspects that motivate their personnel may significantly 

minimize the number of complaints. According to recent studies [11], [12] done during the pandemic, 

the number of orders on e-commerce sites has steadily grown, and logistics problems have become more 

challenging. In this sense, our study findings are similar to the literature studies. 
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6. Limitation and Future Studies 

Several limitations must be considered in evaluating the findings of this study. The first limitation is 

that the data used in this study was obtained only from a single web page. Using data from various 

platforms may reveal different outcomes. The second limitation of the study is that the complainants' 

demographic characteristics are unknown, and it cannot be determined whether they have written more 

than one complaint about the same problems or whether the complaints written are genuine. The third 

limitation is about methods. In the survey-based labeling method, the accuracy of the participants' 

answers could not be checked. 

Furthermore, the study solely used the logistic regression method to make the prediction. In this context, 

using different methods will be beneficial for the relevant literature, as it will provide the chance to 

make a comparison in future studies. Future studies in this field may improve predicted consistency by 

increasing the amount of learning data and employing various methods for estimating word weights or 

implementing different classification algorithms. 
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Abstract 

Robust Autoencoders separate the input image into a Signal(L) and a Noise(S) part which, intuitively speaking, 

roughly corresponds to a more stable background scene (L) and an undesired anomaly (or defect) (S). This property 

of the method provides a convenient theoretical basis for divorcing intermittent anomalies that happen to clutter a 

relatively consistent background image. In this paper, we illustrate the use of Robust Deep Convolutional 

Autoencoders (RDCAE) for defect detection, via a pseudo-supervised training process. Our method introduces 

synthetic simulated defects (or structured noise) to the training process, that alleviates the scarcity of true (real-

life) anomalous samples. As such, we offer a pseudo-supervised training process to devise a well-defined 

mechanism for deciding that the defect-normal discrimination capability of the autoencoders has reached to an 

acceptable point at training time. The experiment results illustrate that pseudo supervised Robust Deep 

Convolutional Autoencoders are very effective in identifying surface defects in an efficient way, compared to state 

of the art anomaly detection methods. 

Keywords: robust autoencoders, anomaly detection,  defect detection,  machine learning,  convolutional 

neural networks 

1. Introduction 

Detecting data samples with deviating features compared to a set of examples deemed as "normals", 

constitutes a major research area. Research communities with varying precedence and focus employ 

different names for this problem, such as outlier detection, novelty detection, anomaly detection, defect 

detection, noise detection, deviation detection or exception mining. Despite the variation in naming, the 

fundamental problem is to define a region in the feature space that represents "the normal" for a data 

set, and subsequently identify all cases that lie outside the boundaries of that region. The application 

areas of the problem include fraud detection, structural defect detection, intrusion detection, time-series 

monitoring, loan application processing, medical condition monitoring, motion segmentation, detecting 

novelty in text etc.  [1]. The solution space to the problem has been explored by different communities 

resulting in a partitioning along several axes, reflecting approaches, methodologies and tools adopted 

by those communities. Many surveys on the subject probe into different methods, techniques and 

approaches employed to solve the problem  [1, 2, 3]. As more recent developments in Deep Learning  

[4] offer promising results in extracting relevant features in an automated way, in particular for computer 

vision applications  [5], more recent surveys such as  [6] and  [7] provide a deep learning centric account 

of the subject. 

 
Anomaly detection problem is relatively difficult to solve in general. Therefore, most of the techniques 

in the literature tend to solve a specific instance of the general problem based on the type of application, 

the type of input data and model, the availability of labels for the training data, and the type of anomalies. 

The problem of defect detection in flat surfaces, where scarcity of defect samples is a common issue, is 

a good example of a research domain that stands to benefit from an anomaly detection perspective. 

Scarcity of abnormal data is something that promotes the use of anomaly detection as a candidate 

solution, since anomaly detection methods rely only on normal (as apposed to abnormal or anomalous) 

samples at training phase. In this domain, it is also important to increase the accuracy, recall and 

precision of the detection process to ensure the applicability of the method for complex real life 
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problems in industrial settings. So methods that avoid dependency on abundant defect samples whilst 

improving the detection performance are of particular interest. 
Recently, a specific form of neural networks, namely an Autoencoder (AE)  [8], has attracted the 

attention of researchers from different domains, due to its ability to learn an efficient, compressed 

representation of its input via its encoder part and reconstruct this input via its decoder part (see for 

instance  [9] and  [10]). The primary motivation for those researchers has been to exploit this capability 

to learn the features characterizing the normal samples and later use the error generated by the difference 

between the input and the reconstructed output to identify the anomalous samples. AEs, come in 

different flavors, such as Convolutional AE (CAE), Variational AE (VAE) and Robust AE (RAE) to 

name a few, each introducing an additional capability on top the central ability mentioned above. A 

variant of AEs called Robust Convolutional Autoencoder(RCAE) [11, 12] appears to be a particularly 

promising solution for two reasons:  

  
• First, Convolutional Autoencoders(CAE), in general, combine the good aspects of AEs and 

Convolutional Neural Networks (CNN). As stated above, an AE is known for its talent to learn a 

low level compressed representation of a normal class via minimization of the reconstruction error 

through its encoding and decoding layers. A CNN on the other hand preserves the spatial locality  

[13] of important features and this is very important for 2D images since defects are locally 

positioned in an image.  
• Second, Robust AEs, in particular, separate the input image into a Signal(L) and a Noise(S) part 

which, intuitively speaking, roughly corresponds to a more stable background scene (L) and an 

undesired anomaly (or defect) (S) for image based applications. This property of the method 

provides a convenient theoretical basis for divorcing intermittent anomalies that happen to clutter a 

relatively consistent background image. There is a large family of automated visual quality 

inspection applications that can benefit from such anomaly detection capability.  

 
As described by  [11], use of the Robust AE by feeding normal and anomalous samples during training 

and letting the RAE differentiate the anomalies as noise at the end of an iterative process, is relatively 

straightforward. However, this requires the availability of abnormal samples at training time and does 

not accommodate subsequent (post-training) anomalous instance identification. Training the RAE using 

only normal samples to specify a threshold based on a learned reconstruction score of the normal 

samples and later use that threshold to detect unseen anomalies is what we are interested in. This process 

is named as inductive anomaly detection by  [12] and can be challenging when RAE struggles to learn 

the distribution of the normal data to a sufficient degree that it can differentiate out of distribution (OOD) 

samples correctly. This may be due to two problems:   

 
1. the normal samples used for training may not be sufficiently representative (both in terms of quality 

and number), or  
2. the training architecture and process may not be vigorous enough to cater for signal-noise separation 

in the absence of some representative abnormal samples (i.e. qualitative noise).  
 

In this paper, we primarily target the improvement of the latter of the problems mentioned above. Our 

overall contribution is twofold:   

 
1. We illustrate the viability of Robust Deep Convolutional AEs as an efficient solution for surface 

defect detection utilizing two relatively recent industrial quality datasets.  
2. We propose a method to further enhance this solution, by introducing synthetic simulated defects 

(or structured noise) to the training process in a novel way, so that a safe discriminating threshold 

can be determined by relying on a more robust convergence criteria during training iterations, in the 

absence of true (real life) abnormal samples. As such, we offer a specific form of pseudo-supervised 

training process as a well defined mechanism to alleviate the dependency of RAEs to true abnormal 

samples.  
The rest of the paper is organized as follows: Section  2 provides some theoretical background and 

related work, Section  3 introduces the details of our methodology, Section  4 provides information on 
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the structure of the experiments, Section 5 presents results and discussions and finally Section  6 

provides some concluding remarks. 

2. Background and Related Work  

The problem of defect detection in textured surfaces is a good example of a research domain that stands 

to benefit from an anomaly detection perspective and therefore it is selected as the target case study for 

our method. Anomaly detection context, re-casts the defect identification problem into the problem of 

recognizing the divergence from the normal with reference to distinct features characterizing the normal. 

As such, relatively regular and uniform patterns that characterize a non-defected (normal) surface, 

provide a convenient referential basis for learning-based anomaly detection approaches. Traditionally, 

automated defect detection literature tend to categorize the solution methods into several groups 

including structural, statistical, spectral, model-based, learning-based and hybrid methods.  [14, 15] and  

[16], for instance, provide a comprehensive account of these methods including a comparative study of 

their detection and classification performance. The most important aspect of the classical methods is 

that they apply a processing pipeline to an image containing the surface to be inspected, that starts with 

low level image processing techniques such as filtering, transformation, distribution identification etc., 

continues with feature extraction and defect detection, and finally terminates with defect classification. 

More recent surveys such as  [17] focusing on textile domain and  [18] offering a more diverse view of 

industrial surface inspection applications, place greater emphasis on learning-based approaches and in 

particular on deep-learning. Both acknowledge that deep learning methods simplify the aforementioned 

processing pipeline since they automate feature extraction to a greater extent, but also note that they 

may require abundant and quality data samples for effective training of the classifiers. This latest trend 

in fabric defect detection research towards learning-based methods, suggests that the techniques and 

methods that are mostly developed by the machine learning community, are well placed to capitalize 

on. 
 

In that respect, there are several recent techniques and methods in the literature that are notably 

promising for anomaly detection cases that suffer from scarcity of abnormal samples. These are AEs  

[8], One-Class Support Vector Machines (OC-SVM)  [19], Isolation Forests (IF) [20, 21], One-Class 

Support Vector Data Description (OC-SVDD)  [22, 23] and One-Class Neural Networks (OC-NN)  [24]. 

Earlier anomaly detection methods such as the One-Class SVM (OC-SVM) or Kernel Density 

Estimation (KDE)  [25] are known to rely on tractable feature spaces with moderate dimensions and are 

prone to failure in cases involving large scale, complex data manipulation due to curse of dimensionality. 

More novel neural network based solutions such as Deep Convolutional Autoencoders(DCAE)  [26, 27] 

and Deep One-Class Neural Networks  [28, 29] have been on the agenda of contemporary research 

efforts, introducing some improvements that alleviate the deficiencies of the earlier methods. 
 

As stated in the introduction, Robust Convolutional Autoencoders(RCAE), in particular, exhibit 

distinctly useful behaviors since they combine the ability to learn a highly efficient, locality preserving 

and non-linear representation of their input, with the ability to progressively learn to separate signal 

(normal surface) from the noise (defects). These convenient properties form the rationale for our 

adoption of the RCAE as a viable solution. From a methodological point of view, the most relevant 

work in the literature to the work presented in this paper is that of  [11]. The authors augment an AE 

with a filter layer that culls out the anomalous parts of the input data, 𝑋, that are difficult to reconstruct. 

They then propose that the remaining portion of the data, 𝑆 can be represented by the low-dimensional 

hidden layer, 𝐿𝐷, with small reconstruction error. The problem of finding anomalies is than cast into the 

following optimization problem:  

 

 Min
𝜃,𝑆

= ∥ 𝐿𝐷 − 𝐷𝜃 (𝐸𝜃 (𝐿𝐷)) ∥2+ 𝜆 ∥  𝑆 ∥2,1;   𝑠. 𝑡. 𝑋 − 𝐿𝐷 − 𝑆 =  0 (1) 

 

Here the input data X is split into two parts, 𝐿𝐷 and 𝑆. 𝐿𝐷 is the input to an AE 𝐷𝜃 (𝐸𝜃 (𝐿𝐷)) and the 

AE is trained by minimizing the reconstruction error ∥ 𝐿𝐷 − 𝐷𝜃 (𝐸𝜃 (𝐿𝐷)) ∥2 through back-
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propagation. 𝑆, on the other hand, contains outliers which are difficult to represent using the AE. We 

use this general framework for the formulation of the problem at hand but there are some differences 

between their approach and ours, and also some improvements provided by our work that deserve 

mentioning:   
• They provide two distinct regularization methods one targeting denoising and the other targeting 

anomaly detection. We only aim at anomaly detection (or more specifically defect detection), so 

only 𝑙2,1 regularization is applied (as opposed 𝑙1 regularization which is used for denoising).  
• They require true anomalous samples (i.e. real samples labeled as defects) for tuning the 

hyperparameter controlling noise-signal separation (i.e. 𝜆 in the equation above). As such, part of 

the training has to be done in a semi-supervised manner. On the contrary, we perform the same 

hyper parameter tuning using synthetic defects leading to a pseudo-supervised training procedure. 

This divorces the training process from the dependency on labeled, true anomalous samples.  
• Their convergence control logic relies on the use of real defected samples and depend on the result 

of two conditional inquiry: 1 - check if 𝑋 − (𝐿𝐷 + 𝑆) < 𝜖 and 2 - check if 𝐿𝐷 and 𝑆 have converged 

to a fixed point (i.e. there is no a significant change any more). Whereas, we use synthetic defects 

in our training process and check the Area Under ROC Curve (AUC) score obtained by testing the 

AE performance in separating the (synthetic) defected samples from the normal samples. When the 

training ends we also obtain an outlier-threshold based on the reconstruction error that characterizes 

the normal samples (i.e. during actual testing, instances that produce a reconstruction error below 

that threshold are identified as normal).  
Before delving into the details of our methodology in the next section, we proceed by providing some 

background information on DCAE and RAE in the following subsections.  

2.1  Deep Convolutional Autoencoders (DCAE) 

An AE is known for its ability to compress its input into an efficient feature representation via its 

encoding part and then reconstruct it via its decoding part. In the middle of the two parts lies its 

bottleneck layer (also known as latent space) where the input is encoded into an efficient, much lower 

dimensional feature space. The encoder and decoder parts can be defined as transitions 𝐸 and 𝐷 , such 

that:  
𝐸: 𝒳 → ℱ 
𝐷: ℱ → 𝒳 

                                       𝐱′ = ∥ 𝐱 − 𝐷 (𝐸 (𝐱)) ∥ (2) 

 

where 𝐱 ∈ ℝ𝑑 = 𝒳 refers to an input in the 𝒳 domain and 𝐱′ denotes the reconstructed input. The 

hidden bottleneck layer, then, can be represented by 𝐳 = 𝐸(𝐱) ∈ ℝ𝑝 = ℱ in the ℱ domain. In the most 

popular form of AEs, 𝐷 and 𝐸 are neural networks. In the special case that D and E are linear operations, 

we get a linear AE, where we would achieve the same latent representation as Principal Component 

Analysis (PCA)  [30]. Therefore, an AE is in fact a generalization of PCA, where instead of finding a 

low dimensional hyperplane in which the data lies, it is able to learn a non-linear manifold  [8]. In 

particular, an AE can be viewed as a solution to the following optimization problem:  

 

                                                 min
𝐷,𝐸

= ∥ 𝐱 − 𝐷 (𝐸 (𝐱)) ∥ (3) 

 
 Where ∥. ∥ is usually the 𝑙2 norm. CAEs differ from conventional AEs in that their architecture contains 

an encoder part with convolutional and pooling layers, and an analogous decoder part with 

deconvolutional and upsampling layers. As such, recalling that 𝐱′ denotes the reconstruction, the 

encoder and decoder processes can be expanded as: 

 
𝐳 =  𝐸 (𝑊 ∘ 𝐱 + 𝑏) 

                                                           𝐱′ =  𝐷 (𝑊′ ∘ 𝐳 + 𝑏′) (4) 
where "∘" is the convolution process; 𝑊 and 𝑊′ are the weight matrices; 𝒃 and 𝒃′ are the bias vectors 

for the encoder and decoder, respectively; and 𝐸 and 𝐷 are the nonlinear mapping processes, 
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specifically, the convolutional, pooling, deconvolutional, and upsampling processes. Particularly, the 

pooling and upsampling processes are usually conducted in the form of max pooling and max unpooling. 

2.2  Robust Autoencoders (RAE) 

Robust AEs are built on a theoretical basis borrowed from Robust Principle Component Analysis 

(RPCA)  [31, 32]. Specifically, RPCA splits a data matrix X into a low-rank matrix 𝐿 and a sparse matrix 

𝑆 such that;  
 𝑋 =  𝐿 + 𝑆 (5) 

where the matrix 𝐿 contains a low-dimensional representation of 𝑋 and the matrix 𝑆 consists of element-

wise outliers, which can not be efficiently captured by the low-dimensional representation 𝐿. Similar to 

RPCA, a Robust Deep Autoencoder also splits input data 𝑋 into two parts;  
 𝑋 =  𝐿𝐷 + 𝑆 (6) 

where 𝐿𝐷 represents the part of the input data that is well represented by the hidden layer of the AE, and 

𝑆 contains noise and outliers which are difficult to reconstruct. So the idea is that, just as in RPCA, by 

iteratively separating out the noise and outliers from 𝑋 into 𝑆, the remaining data 𝐿𝐷 can be accurately 

reconstructed by an AE. As such, RAE combines non-linear representation capabilities of AEs with the 

anomaly detection capabilities of RPCA. The peculiar behavior of the AE that is conveniently exploited 

in reconstruction-based anomaly detection in a general context is that noise and outliers are essentially 

difficult to compress and therefore cannot effectively be projected to a low-dimensional hidden layer. 

So, if those outliers could be incorporated into the AE loss function in an appropriate way, then the low-

dimensional hidden layer could provide accurate reconstruction, except for those few outliers  [11]. 

3. Methodology 

Our method introduces synthetic simulated defects (or structured noise) to the training process, so that 

a safe discriminating threshold can be determined by relying on a more robust convergence criteria 

during training iterations, in the absence of true (real life) abnormal samples. As such, we offer a pseudo-

supervised training process to devise a well-defined mechanism for deciding that the defect-normal 

discrimination capability of the AE has reached to an acceptable point at training time. 
 

Using noisy inputs in the training of the robust AEs has been adopted by other researchers. For instance 

in  [33] white Gaussian random noise is used to simulate anomalous samples so that the AE can learn 

the distribution generating normal samples more efficiently. The main difference of our method is to 

use a more complex model (i.e. structured noise) for anomalies. Another example is the use of random 

noise in denoising AEs  [34]. A denoising AE is a stochastic extension to classic AE where the AE is 

forced to learn the reconstruction of input given its noisy version, usually using a stochastic corruption 

process to randomly set some of the inputs to zero. It is important to note that, the use of structured noise 

in our case is categorically different from this type of noise utilization. In contrast to denoising AEs, we 

force the AE to separate common, stable features from the anomalous ones. As it will be elaborated on 

in Section  5.1, our findings show that, for such cases, the incorporation of structured noise (or synthetic 

defects) produces better results compared to injecting random noise into some of the normal samples. 

A similar approach, in terms of incorporating structured synthetic noise at training time is used in more 

recent works (see for instance  [35] and  [36]). Of these two work,  [35] use an autoencoder equipped 

with skip connections and train it to reconstruct a clean image out of a synthetically corrupted version 

of it. To corrupt the training images they introduce a synthetic model, named Stain, that adds an irregular 

elliptic structure of variable color and size to the input image. Their main motivation for using synthetic 

anomalies is to alleviate a vulnerability of their skipped architecture that causes the network to perform 

identity mapping on uncorrupted clean images. In the work reported by  [36], on the other hand, 

synthetic anomalies are generated using a sort of “confetti noise”, a simple noise model that inserts 

colored blobs into images and reflects the local nature of anomalies. Since their approach is semi-

supervised, essentially they utilize the synthetic defects to model the incorporation of few known 

anomalies into the training process (in the absence of true anomalies), an approach which they report to 

be effective. Compared to our method, there are some differences, however, in the way both of these 
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approaches generate the synthetic defects as well as the exact purpose of and the final benefits obtained 

from using those synthetic defects:   

 
1. Our defect generation model is based on a more complex, Julia set-based algorithm that facilitates 

modeling of pseudo-topological patterns that are well suited to structured fabric surfaces. The merits 

of modeling the defects in a structured way, compared to simple statistical noise, has been explored 

in this paper. However exploring the impact of modeling structured synthetic defects relatively more 

faithfully compared to other structured modeling approaches would require a thorough 

experimentation and analysis using different types of datasets, something we do not intend to 

endeavor in this particular paper. Intuitively speaking, our approach may stand to benefit from 

increased defect modeling fidelity for certain datasets by causing AE to learn normal/abnormal 

separation earlier and more effectively. A more extensive comparative analysis remains as an 

interesting future work.  
2. The use of synthetic defects in our work is an integral part of the optimization process, both in terms 

of constituting an important ingredient of the noise component 𝑆 in Equation  6 and also being an 

important facilitator for deciding on the outlier threshold during the training phase. Determining a 

threshold at training time with good discriminating power for testing phase is an important success 

factor for reconstruction based approaches and synthetic defects in our method play a critical role 

in managing this process.  
 

Note that, in our case, synthetic defects are not used to train a classifier for defect classification, so 

extensive defect modeling is not needed here. Structured noise is used only to better exploit the signal-

noise separation capability of the robust auto encoder for efficient and effective defect detection, not to 

ensure accurate classification of different defect types. In the following three subsections, the 

formulation of the optimization problem, the algorithm used to generate synthetic defects and the 

optimization algorithm are explained in more detail. 

3.1  Formulation of the Optimization Problem 

The optimization problem is formulated along similar lines to the one given by  [11] for anomaly 

detection. Specifically; 
 

       Min
𝜃,𝑆

= ∥ 𝐿𝐷 − 𝐷𝜃 (𝐸𝜃 (𝐿𝐷)) ∥2+ 𝜆 ∥  𝑆𝑇 ∥2,1 (7) 

      𝑠. 𝑡. 𝑋 − 𝐿𝐷 − 𝑆 =  0 
 
where 𝐸𝜃(⋅) denotes an encoder, 𝐷𝜃(⋅) denotes a decoder, and 𝑆 captures the anomalous data, 𝐿𝐷 is a 

low dimension manifold and 𝜆 is a parameter that tunes the level of sparsity in S. Here the loss function 

for a given input 𝑋 could be thought of as the ‘grouped 𝑙2,1 norm of 𝑆, balanced against the 

reconstruction error of 𝐿𝐷. The 𝑙2,1 norm of any 𝑋 is defined as: 

 

              ∥ 𝑋 ∥2,1= ∑𝑛
𝑗=1 ∥ 𝑥𝑗 ∥2= ∑𝑛

𝑗=1 (∑𝑚
𝑖=1 |𝑥𝑖𝑗|2)

1

2 (8) 

 
and, it can be viewed as inducing a 2 norm regularizer over members of each group and then a 1 norm 

regularizer between groups. In equation  7, 𝜆 plays an essential role in the defect and background 

separation. In particular, a small 𝜆 will encourage much of the data to be isolated into 𝑆 as noise or 

outliers, and therefore minimize the reconstruction error for the AE. Similarly, a large 𝜆 will discourage 

data from being isolated into 𝑆 as noise or outliers, and therefore increase the reconstruction error for 

the AE. 
 

Note that here the 𝑙2,1 norm minimization problem can be implemented efficiently as a proximal 

problem as defined by [37] and adopted by [11], where the proximal operator is a block-wise soft-

thresholding function. 
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3.2  Synthetic Defect Modeling 

Algorithm 1 Pseudo Code for Julia Set Defect Generator 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Procedure GenerateDefect (𝛼, 𝛽, Δ𝑥, Δ𝑦, 𝑐𝑥, 𝑐𝑦, 𝑧𝑓, 𝑤, ℎ)  

   𝑅 = escape radius            //such that 𝑅 > 0, 𝑅2 − 𝑅 > √𝑐𝑥2 + 𝑐𝑦2  

   For each pixel (x, y) on the image of size (w, h) 

             𝑧𝑥 =
𝛼 (𝑥 −

𝑤
2

)

0.5 ∗ 𝑧𝑓 ∗ 𝑤
+ Δ𝑥 

             𝑧𝑦 =
𝛽 (𝑦 −

ℎ
2

)

0.5 ∗ 𝑧𝑓 ∗ ℎ
+ Δ𝑦 

     max_iter = 255 

     i = max_iter 

     While 𝑧𝑥2 + 𝑧𝑦2 < 𝑅2 and i>max_iter 

        zy = 2zx * zy + cy 

        zx = 𝑧𝑥2 + 𝑧𝑦2 + 𝑐𝑥  
        i = i – 1 

     End While 

     image[x,y] = i 

   End For  

End Procedure  

  

 
As mentioned earlier we are not using the synthetic defects for high fidelity defect simulation, so 

decoration of the normal fabric surface with defect-like structures are deemed sufficient. To this aim, 

we employ Julia set fractals  [38]. Note that, other fractal pattern generation mechanisms can potentially 

be used for this purpose. However, Julia sets have a feature known as centro-symmetry  [39] that 

facilitates modeling of some pseudo-topological patterns. As such, with proper parameter tuning it is 

possible to create certain Julia Set patterns that mimic some common defects in textured fabric surfaces, 

such as yarn tails, thick bars, holes, stains etc. Julia set fractals can be obtained by using a complex 

number 𝑧 = 𝑥 + 𝑦𝑖 where 𝑖2 = −1 and 𝑥 and 𝑦 are image pixel coordinates. The fractal is generated by 

repeatedly updating 𝑧 using the formula 𝑧 = 𝑧2 + 𝑐, where 𝑐 is another complex number that gives a 

specific Julia set. After numerous iterations, if the magnitude of 𝑧 is less than a certain escape radius we 

say that pixel is in the Julia set and color it to generate desired patterns. Performing this calculation for 

a whole grid of pixels gives a fractal image. 

 
We employ a parametric algorithm to generate different defect patterns. Algorithm 1 given above is 

controlled by nine parameters, where 𝛼 and 𝛽 determine the extent (i.e. length) and alignment of the 

defect (i.e. horizontally extended, vertically extended, point-like), Δ𝑥, Δ𝑦 are used as position offsets 

with respect to the center of the image; 𝑐𝑥, 𝑐𝑦 are coefficients that determine the shape of the fractal 

pattern, 𝑧𝑓 is the zoom factor to determine coverage area of the defect, and finally 𝑤, ℎ are width and 

height of the image to be generated.  

 

   
Figure 1 Examples of synthetic defects generated by decorating normal fabric samples. Various different types 

of defects (i.e. horizontal, vertical, point-like etc.) are shown using four different fabric type. 

 

Figure 1 illustrates examples generated using four different fabric types in our dataset. The 32𝑥32 image 

patches are first extracted from non-defect fabric images and then they are decorated using the above 

algorithm. The original non-defect image patch and the 32𝑥32 matrix returned by the defect generator 

algorithm are blended by averaging the weighted pixel values to obtain a smoother overlay.  
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3.3  Optimization Algorithm 

Algorithm 2 The pseudo code for our optimization procedure 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

Procedure Optimize (𝛼, 𝛽, Δ𝑥, Δ𝑦, 𝑐𝑥, 𝑐𝑦, 𝑧𝑓, 𝑤, ℎ)  
   Input X                       //X is a set of input images 

         LD = 0                         //init  LD to 0(same size as X) 

   while upper-limit not reached 

     LD = X − S                    //Remove S from X, use LD to train the AE 

             𝑡𝑟𝑎𝑖𝑛𝑒𝑟. 𝑡𝑟𝑎𝑖𝑛(𝐷(𝐸(. )), LD, 𝑒𝑝𝑜𝑐ℎ𝑛𝑢𝑚)//Minimize recons. error using ADAM 

             LD = D(E(LD))             //Set LD to reconstruction from trained AE  

          S = X − LD                                  //Set S to be the difference between X and LD 

             𝑝𝑟𝑜𝑥𝜆,𝑙2,1
 (𝑆𝑇)              //Optimize 𝑆𝑇 using a proximal operator 

             𝑡𝑟𝑎𝑖𝑛𝑒𝑟. 𝑡𝑒𝑠𝑡(𝐷(𝐸(. )), X)      //test X for defect/non-defect separation 
     If AUC > 0.999 then  

        Break               //convergence criteria met, so break 

     End If      

   End While 

   Return LD,   𝑆  and outlier_treshold 
End Procedure  

 
Our optimization procedure (given in Algorithm 2) starts with reading the input 𝑋 and initializing 𝑆 and 

𝐿𝐷 to zero. X contains all the images used for training (i.e normal images and images with synthetic 

defects). Note that synthetic defects and normal samples are explicitly labeled (-1 and 0 respectively). 

X is a 4 dimensional tensor, so if the training set size is 𝑡, dimensions of 𝑋 would be (𝑡, 𝑤, ℎ, 𝑐), where 

𝑤 and ℎ are width and height of the image in pixels; and 𝑐 is the number of color channels of the images. 

The optimization loop starts by first setting 𝐿𝐷 to 𝑋 − 𝑆. Thus, in the first iteration 𝐿𝐷 becomes equal 

to 𝑋 since 𝑆 is zero. Then the AE (𝐷(𝐸(. )) is trained with the objective of minimizing the reconstruction 

error via the ADAM  [40] optimization algorithm. The next step is to use the trained AE to get the 

reconstructed 𝐿𝐷 set and assigning it onto itself, and later to set 𝑆 to be the difference between 𝑋 and 

𝐿𝐷. So the purpose of lines 3.3 and 3.3 is to capture features that are easy to reconstruct in 𝐿𝐷 and isolate 

the difference of the reconstructed and the original (which are supposed to be the features that are hard 

to reconstruct, and hence the noisy parts) in 𝑆. Then the second part of our optimization formulation 

given in Equation 7 (i.e. 𝜆 ∥  𝑆𝑇 ∥2,1) is handled using a proximal operator  [37, 11]. Finally we test for 

defect/ non-defect separation by checking the Area Under ROC Curve (AUC) score. If AUC is greater 

than 99.9%, then the  algorithm returns 𝐿𝐷, 𝑆 and an outlier_treshold to be used for further defect 

identification. The outlier_treshold is obtained by finding the highest 99.9% quantile of the set 

containing the reconstruction errors of non-defect (normal) samples.  [11] use a different convergence 

criteria in their method using actual abnormal samples. They calculate the sum of 𝐿𝐷 and 𝑆 to see if the 

sum is close to the input 𝑋, and also they check if 𝐿𝐷 and 𝑆 have converged to a fixed point (i.e. there 

is no a significant change any more). Our AUC score calculation serves a similar purpose, but prioritizes 

the learning level of the AE. In both approaches it is necessary to put an upper limit on the iterations to 

avoid cases leading to futile convergence. 

4. Experiments 

4.1  The Experimental Setup 

The architecture of our AE follows the style of a LeNet type CNN  [41], where each convolutional 

module consists of a convolutional layer followed by leaky ReLU activation and 2 × 2 max-pooling. 

Our CNN contains three modules, 32 × (5 × 5 × 3)-filters, 64 × (5 × 5 × 3)-filters, and 128 ×
(5 × 5 × 3)-filters, followed by a final dense layer of 256 units. This final dense layer implements the 

compressed latent representation. The batch size used in the experiments was 128 and weight decay 

hyper-parameter was set to 𝛾 = 10−6. The workstation used had an i5 CPU with 6 cores and an NVIDIA 

GTX 1060 graphics card with 6GB RAM and 1280 GPU cores. We used PyTorch  [42] as our main 
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machine learning framework. All of the neural networks and associated optimizers of our method are 

implemented in PyTorch with CUDA option enabled, to exploit the multi core capability of our GPU. 

We also utilized the popular python machine learning library scikit-learn  [43] for generating the results 

of other methods we endorsed for comparison (see Section  5.3).  

4.2  The Datasets Used 

We used two main datasets for the experiments: 1 - The AITEX Fabric Dataset is a recently introduced 

industrial quality image dataset targeted for fabric defect detection  [44]. The dataset consists of 245 

images of 4096 × 256 pixels captured by the system of seven different fabric structures. The fabrics in 

the dataset are mainly plain, which is very convenient for illustrating the utility of our method, yet covers 

a reasonable range of fabric types. There are 140 defect free images in the database, sampled from 20 

different types of fabric. The remaining 105 images are defected, containing 12 different types of fabric 

defects which commonly appear in the textile industry. 2 - The Kolektor Surface Defect Dataset 2 

(KSDD2) is yet another recently introduced dataset that is constructed from images of defected 

production items that were provided and annotated by Kolektor Group d.o.o.  [45]. The images were 

captured in a controlled industrial environment. The dataset consists of 356 images with visible defects 

and 2979 images without any defect, with image sizes of approximately 230 x 630 pixels. The defected 

images contain several different types of defects (scratches, minor spots, surface imperfections, etc.). 

Both of the datasets contain a number of mask images each of which corresponds to a unique image 

containing one or more defects. The mask image is a black-and-white image depicting the exact pixel 

wise location of a defect, in an unambiguous way. This enabled us to generate labels for defected and 

defect-free patches of arbitrary sizes, in an automated and deterministic way.  

   
Figure 2 Examples of original samples and mask images from AITEX and KSDD2 datasets. Note that mask 

images pinpoint the position of defects 

    

   
Figure 3  Examples of actual defect samples of size 32x32 pixel each, generated using both defect images and 

corresponding mask images provided by the AITEX and KSDD2 datasets. 
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Thus, we implemented a custom sample generator class that can be configured to generate defect free 

and defected patches of different sizes (e.g. 32 × 32, 64 × 64 pixels etc) using the original images 

contained in both of the datasets. The custom generator is also able to decorate the samples with 

synthetic structural defects or random noise (e.g. Gaussian, Poisson etc.) with a pre-defined ratio of the 

total training set. We assume that in a typical industrial setting an image scan camera would send image 

frames to a processing computer at a certain rate, and that the processing unit would generate small 

patches (32 × 32 pixel in our case) to be fed into the defect detector to facilitate easier localization of 

defects. So an input image to our neural network is a 32𝑥 × 32 × 3 matrix (3 at the end is for RGB 

color channels). Figure 2 illustrates the original and the mask image examples from both datasets, and 

Figure 3 shows 32 × 32 patches generated from images containing defects, and some corresponding 

mask image patches. 

4.3  Performance Evaluation Method 

Table 1 AUC, F1 Score and Accuracy results for different lambda values. 

 

We conducted the experiments using 1600 defect-free patches. 70% of these defect-free patches are 

used for training and 30% are left for testing. The number of defect samples for testing depends on the 

   

Dataset  

   

 𝝀  

 Noise  

 Ratio  

 Noise  

 Type  

  RDCAE   

  AUC   

    

  F1 Score   

    

  Accuracy   

  

 

𝑓𝑎𝑏𝑟𝑖c_00  

 

 

 1.0   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.993 ± 0.005   0.208 ± 0.006   0.135 ± 0.032  

 1.55   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.994 ± 0.009   0.999 ± 0.002  

 1.6   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.998 ± 0.004   1.000 ± 0.001  

 1.65   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.991 ± 0.008   0.998 ± 0.002  

 2.5   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.992 ± 0.011   0.936 ± 0.069   0.987 ± 0.013  

  

 

𝑓𝑎𝑏𝑟𝑖c_01  

 

 1.0   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.999 ± 0.001   0.715 ± 0.028   0.576 ± 0.054  

 1.55   3  𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   1.000 ± 0.000   1.000 ± 0.000  

 1.6   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   1.000 ± 0.000   1.000 ± 0.000  

 1.65   3  𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   1.000 ± 0.001   1.000 ± 0.001  

 2.5   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.990 ± 0.006   0.990 ± 0.006  

 

 

𝑓𝑎𝑏𝑟𝑖c_02  

 

 1.0   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.918 ± 0.112   0.940 ± 0.090  

 1.55   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.999 ± 0.002   1.000 ± 0.001  

 1.6   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.999 ± 0.002   1.000 ± 0.001  

 1.65   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.999 ± 0.002   0.999 ± 0.001  

 2.5   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.995 ± 0.004   0.997 ± 0.002  

  

 

𝑓𝑎𝑏𝑟𝑖c_03  

 

  

 1.0   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.865 ± 0.011   0.795 ± 0.019  

 1.55   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   1.000 ± 0.000   1.000 ± 0.000  

 1.6   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   1.000 ± 0.000   1.000 ± 0.000  

 1.65   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   1.000 ± 0.000   1.000 ± 0.000  

 2.5   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.001   0.987 ± 0.011   0.983 ± 0.014  

   
   

𝑓𝑎𝑏𝑟𝑖c_04  

   

 1.0   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.995 ± 0.004   0.186 ± 0.022   0.230 ± 0.106  

 1.55   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.994 ± 0.007   0.999 ± 0.001  

 1.6   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.997 ± 0.006   0.999 ± 0.001  

 1.65   3   𝑠𝑡𝑟𝑢𝑐𝑡.   1.000 ± 0.000   0.992 ± 0.017   0.998 ± 0.003  

 2.5   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.998 ± 0.002   0.934 ± 0.109   0.991 ± 0.015  

 

 

𝑓𝑎𝑏𝑟𝑖c_06  

 

 

 1.0   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.929 ± 0.041   0.260 ± 0.167   0.950 ± 0.035  

 1.55   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.951 ± 0.040   0.323 ± 0.249   0.977 ± 0.007  

 1.6   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.951 ± 0.040   0.287 ± 0.191   0.976 ± 0.005  

 1.65   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.951 ± 0.040   0.287 ± 0.191   0.976 ± 0.005  

 2.5   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.953 ± 0.041   0.210 ± 0.128   0.974 ± 0.003  

  

 

𝐾𝑆𝐷𝐷2  

  

 1.0   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.863 ± 0.047   0.903 ± 0.003   0.824 ± 0.004  

 1.55   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.939 ± 0.041   0.903 ± 0.056   0.856 ± 0.078  

 1.6   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.976 ± 0.012   0.960 ± 0.015   0.936 ± 0.024  

 1.65   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.938 ± 0.038   0.903 ± 0.053   0.855 ± 0.074  

 2.5   3   𝑠𝑡𝑟𝑢𝑐𝑡.   0.838 ± 0.033   0.759 ± 0.032   0.674 ± 0.034  
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number of defects available in each of the dataset. For instance, some fabric types in the AITEX dataset 

include a wider range of defect types and so a higher number of defects. For each dataset type we 

generated synthetic defects by a pre-determined percentage of normal samples using Julia set fractals as 

described in Section  3.2. The metrics used for performance evaluation are Area Under ROC Curve 

(AUC), F1 Score and Accuracy. We resort to these metrics selectively depending on their utility. For 

instance to compare the performance of our method with respect to the use of different noise types (i.e. 

random or structured), or to assess the effect of 𝜆 parameter we employ all of the metrics above. Whereas 

to compare our method to other state of the art methods we use AUC only. 

5. Results and Discussions 

5.1  Tuning the Lambda parameter and comparison of noise types 

As indicated in Section  3.1 the value of the 𝜆 parameter is critical to ensure that the signal and noise 

(normal background and defect) separation is optimal. This requires many experiments for tuning. We 

experimented extensively to search for an optimal value. Although dataset type seem to have an effect 

on the optimal value to a certain degree, 𝜆 = 1.6 offers a reasonable compromise for the whole dataset 

range. This is illustrated in Table 1. So in subsequent runs we set 𝜆 = 1.6.  

 
Table 2 AUC, F1 Score and Accuracy results for different image patch sizes. 

    
Another important observation during our experiments was the effect of the image patch size (i.e. the 

size of the input image given to the autoencoder in pixels) on the detection performance of the 

autoencoder. As indicated in Table 2, smaller patch size leads to much better performance. In fact, 

smaller patch sizes are also better for more precise defect localization especially for small defects. One 

drawback of small patch sizes, however, may emerge when the defect (on the actual surface being 

inspected) is much larger compared to the patch size, which would entail a certain level of additional 

processing for higher level interpretation and classification of the defect. We also investigated the effect 

of using synthetic defects as opposed to random noise for pseudo supervised training. The results are 

illustrated in Table 3. Both in Table 2 and in Table 3 noise ratio refers to the percentage of the noisy 

samples with respect to the total number of samples in the training dataset. Note that using different 

defect types (i.e. structured or random noise) leads to different behavior of the AE during the 

optimization loop, which in turn causes our conversion logic to result in varying iteration numbers for 

the training. Depending on the fabric type, this may have dramatic effects on the performance of RAE 

during the test phase. To ensure fair comparison of the two types of defect modeling, we fixed the 

number of training loops to a total of 630 (including regularization iterations as well as AE training 

epochs) for this particular exercise. Notice that, by observing accuracy and F1 scores in addition to AUC 

scores, it can be concluded that for all dataset types synthetic defects perform better, and that for some 

fabric types (e.g. fabric_00, fabric_04, fabric_06 and KSSD2) the improvement induced by using 

Dataset   𝝀   patch size    RCAE AUC     F1 Score    Accuracy   

  

𝑓𝑎𝑏𝑟𝑖𝑐_00  

 1.6   32 × 32   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟎. 𝟗𝟏𝟖 ± 𝟎. 𝟎𝟓𝟎   𝟎. 𝟗𝟕𝟗 ± 𝟎. 𝟎𝟏𝟒  

 6.7   64 × 64   0.132 ± 0.012   0.169 ± 0.000   0.092 ± 0.000  

 

𝑓𝑎𝑏𝑟𝑖c_01  

 1.6   32 × 32   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎  

 6.7   64 × 64   0.955 ± 0.012   0.931 ± 0.016   0.934 ± 0.015  

  

𝑓𝑎𝑏𝑟𝑖𝑐_02  

 1.6   32 × 32   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎  

 6.7   64 × 64   0.999 ± 0.001   0.933 ± 0.008   0.950 ± 0.007  

 

𝑓𝑎𝑏𝑟𝑖c_03  

 1.6   32 × 32   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎  

 6.7   64 × 64   0.491 ± 0.012   0.800 ± 0.000   0.667 ± 0.000  

  

𝑓𝑎𝑏𝑟𝑖𝑐_04  

 1.6   32 × 32   𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎   𝟎. 𝟗𝟗𝟑 ± 𝟎. 𝟎𝟎𝟕   𝟎. 𝟗𝟗𝟗 ± 𝟎. 𝟎𝟎𝟏  

 6.7   64 × 64   0.929 ± 0.000   0.854 ± 0.004   0.965 ± 0.000  

   

𝑓𝑎𝑏𝑟𝑖𝑐_06  

 1.6   32 × 32   𝟎. 𝟗𝟗𝟑 ± 𝟎. 𝟎𝟎𝟑   𝟎. 𝟗𝟓𝟓 ± 𝟎. 𝟎𝟒𝟓   𝟎. 𝟗𝟗𝟕 ± 𝟎. 𝟎𝟎𝟑  

 6.7   64 × 64   0.510 ± 0.006   0.192 ± 0.058   0.921 ± 0.003  

  

𝐾𝑆𝐷𝐷2  

 1.6   32 × 32   𝟎. 𝟗𝟕𝟔 ± 𝟎. 𝟎𝟏𝟐   𝟎. 𝟗𝟔𝟎 ± 𝟎. 𝟎𝟏𝟓   𝟎. 𝟗𝟑𝟔 ± 𝟎. 𝟎𝟐𝟒  

 3.3   64 × 64   0.814 ± 0.023   0.919 ± 0.008   0.855 ± 0.014  
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synthetic structured defects as opposed to random noise is more significant. In all experiments the 

convergence criteria used to terminate the iterations is the same, as explained in Section  3.1.  

 
Table 3 Comparison of the Results When Using synthetic Defects (Structured Noise) vs. Random (Gaussian) Noise. 

Dataset  

Noise  

Type 

Noise  

Ratio  RDCAE RAUC F1 score  Accuracy  

𝑓𝑎𝑏𝑟𝑖𝑐_00  
struct.  5 𝟎. 𝟗𝟗𝟏 ±  𝟎. 𝟎𝟎𝟗  𝟎. 𝟕𝟎𝟏 ±  𝟎. 𝟐𝟕𝟖  𝟎. 𝟖𝟒𝟔 ±  𝟎. 𝟏𝟒𝟗 

 

random   5 0.618 ±  0.137  0.228 ±  0.024  0.228 ±  0.114 
 

𝑓𝑎𝑏𝑟𝑖𝑐_01  
struct.  5 𝟏. 𝟎𝟎𝟎 ±  𝟎. 𝟎𝟎𝟎  𝟎. 𝟗𝟗𝟔 ±  𝟎. 𝟎𝟎𝟒 𝟎. 𝟗𝟗𝟓 ±  𝟎. 𝟎𝟎𝟓 

 

random  5 0.999 ±  0.000  0.963 ±  0.025  0.959 ±  0.028 
 

𝑓𝑎𝑏𝑟𝑖𝑐_02 
struct.  5 1.000 ±  0.000  1.000 ±  0.000  1.000 ±  0.000 

 

random   5 1.000 ±  0.000  1.000 ±  0.000  1.000 ±  0.000 
 

𝑓𝑎𝑏𝑟𝑖𝑐_03 
struct.  5 𝟏. 𝟎𝟎𝟎 ±  𝟎. 𝟎𝟎𝟎  𝟎. 𝟗𝟗𝟖 ±  𝟎. 𝟎𝟎𝟐  𝟎. 𝟗𝟗𝟕 ±  𝟎. 𝟎𝟎𝟑 

 

random   5 0.996 ±  0.002  0.883 ±  0.034  0.863 ±  0.036 
 

𝑓𝑎𝑏𝑟𝑖𝑐_04  
struct.  5 𝟏. 𝟎𝟎𝟎 ±  𝟎. 𝟎𝟎𝟎  𝟎. 𝟕𝟔𝟑 ±  𝟎. 𝟐𝟐𝟑  𝟎. 𝟗𝟐𝟓 ±  𝟎. 𝟎𝟕𝟐 

 

random   5 0.976 ±  0.004  0.333 ±  0.004  0.659 ±  0.001 
 

𝑓𝑎𝑏𝑟𝑖𝑐_06  
struct.  5 𝟎. 𝟗𝟗𝟗 ±  𝟎. 𝟎𝟎𝟎  𝟎. 𝟖𝟒𝟎 ±  𝟎. 𝟎𝟏𝟕  𝟎. 𝟗𝟗𝟐 ±  𝟎. 𝟎𝟎𝟎 

 

random   5 0.983 ±  0.005  0.414 ±  0.014  0.977 ±  0.001 
 

𝐾𝑆𝐷𝐷2  
struct.  5 𝟎. 𝟗𝟓𝟑 ±  𝟎. 𝟎𝟑𝟐  𝟎. 𝟗𝟐𝟒 ±  𝟎. 𝟎𝟒𝟕  𝟎. 𝟖𝟖𝟓 ±  𝟎. 𝟎𝟔𝟕 

 

random   5 0.943 ±  0.006  0.813 ±  0.008  0.739 ±  0.010 
 

 

5.2  Illustration of the Outputs 

   
 

  
(a) Training samples 
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(b) Test samples 

    
Figure 4 An example set of L (signal) and S (noise) matrices of 32x32 patches corresponding to fabric_03, 

illustrating samples extracted from both training (a) and test (b) sets. 

 

We further exemplify the performance of the RDCAE, in Figure 4, by illustrating the visual outputs of 

our method for signal (background) and noise (defect) samples of one of the datasets (i.e. fabric_03). 

Figure 4 (a) depicts the original synthetic defects, the L (signal) part and S (noise) part corresponding 

to the same patches at the end of the training process. Note that the L matrices preserve the overall 

background pattern except where the defects were located. In contrast, the S matrices capture the defect 

areas. The figure includes both normal and defect images to highlight the difference. Observe that S 

images corresponding to the normal samples do not contain any pattern or pixels, indicating that there 

was no defect to separate out. Figure 4 (b) illustrates the same matrices obtained after the training of the 

AE, this time using the test samples that include the actual real world defects. This time instead of 𝐿𝐷 

we have the reconstructed input (i.e. 𝑅 = 𝐷(𝐸(𝑋))) in the middle of the Figure. Notice how the 

background (𝑅) of the defect images is distorted, and the defects are reflected in the 𝑆 images.  
 
 Figure 5 on the other hand presents the final reconstruction error scores of our RDCAE plotted against 

a Structural SIMilarity (SSIM) index  [46] calculated by comparing the input and output of the AE. The 

Structural SIMilarity (SSIM) index is a method for measuring the similarity between two images. In 

contrast to RDCAE reconstruction error scores, with SSIM we expect to have high scores (close to 1) 

for normal images, and relatively low scores for defect images. For the SSIM algorithm implementation 

we used the compare_ssim function provided by the scikit-image  [47] library. Note that the normal 

samples of both training and test datasets are clustered closely in a relatively dense area and that the 

defect samples included in test datasets (i.e. actual real-world defects) are distributed away from the 

non-defect samples. Also, it can be seen that the synthetic defects are noticeably separated away from 

non-defect samples of both training and test datasets. This indicates that the RDCAE has learned an 

efficient representation of the normal samples exceptionally well, such that the RDCAE reconstruction 

error now behaves as a sound discriminator.  
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 Figure 5 Scatter graphs illustrating a 2D distribution of RDCAE reconstruction errors plotted against structural 

similarity scores, corresponding to anomalous samples and normal samples of test datasets. Normal samples and 

synthetic defects used during training 

 
Each graph includes a legend indicating the number of normal training samples, synthetic defects, true 

positives, true negatives, false positives (if any) and false negatives (if any). The results show that our 

RDCAE has a remarkable performance for detecting defects in regard with fabric types provided in an 

industrial grade dataset. Note that throughout the performance tests reported up to this point, the dataset 

𝑓𝑎𝑏𝑟𝑖c_06 performs relatively poorly. This is likely to be due to its challenging features with regard to 

two aspects:   

1. The normal samples are relatively difficult to differentiate from the anomalous ones since they share 

more common features compared to other datasets. We note that this could be regarded as an 

illustrative example of challenges that may arise in real world industrial applications.  
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2. The number of anomalous samples is much less compared to other datasets (i.e. only 10 samples, 

compared to 46 for 𝑓𝑎𝑏𝑟𝑖c_00, 404 for 𝑓𝑎𝑏𝑟𝑖c_01, 135 for 𝑓𝑎𝑏𝑟𝑖c_02, 690 for 𝑓𝑎𝑏𝑟𝑖𝑐_03 and 34 

for 𝑓𝑎𝑏𝑟𝑖_04). Therefore, metric scores (F1 in particular) are much more sensitive to the number of 

false positives and false negatives.  

 
Note also that, there are some other elements that lead to exceptionally good results for other datasets. 

First, each of our datasets contains samples from a specific fabric type. So we perform training for a 

particular fabric type, and then carry out defect detection test for the same fabric type. This implies that 

in a real world industrial application we would need to train the visual inspection system for each fabric 

type. This should not be an important predicament, since training times are not huge (in the order of a 

couple of minutes) for even modest hardware specification we used, and using embedded software 

would dramatically improve the performance. Moreover, large-volume fabric production lines can 

tolerate such initial setup phases. However, this is something that should be recognized when 

interpreting the results. Second, combining AE optimization with pixel wise regularization in a single 

framework to achieve signal/noise separation and feature learning in a progressive way, seem to work 

particularly well for fabric defect detection.  

5.3  Comparison to Other Anomaly Detection Methods 

Table 4 Comparison of Area Under ROC Curve (AUC) Metric Results of Robust Deep Convolutional Autoencoder 

(RDCAE) to That of Other Methods 

Dataset Robust DCAE DCAE Deep SVDD OC-SVM-LREP 
OC-SVM-
AERE ISOF-LREP ISOF-AERE 

𝑓𝑎𝑏𝑟𝑖𝑐_00 𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎 0.973 ± 0.026 0.944 ± 0.030 0.676 ± 0.134 0.828 ± 0.028 0.669 ± 0.148 0.825 ± 0.042 

𝑓𝑎𝑏𝑟𝑖𝑐_01 𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎 0.994 ± 0.002 0.842 ± 0.111 0.762 ± 0.015 0.911 ± 0.011 0.781 ± 0.027 0.902 ± 0.017 

𝑓𝑎𝑏𝑟𝑖𝑐_02 𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎 1.000 ± 0.000 0.982 ± 0.012 0.665 ± 0.028 0.857 ± 0.009 0.664 ± 0.021 0.886 ± 0.008 

𝑓𝑎𝑏𝑟𝑖𝑐_03 𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎 1.000 ± 0.001 0.818 ± 0.092 0.476 ± 0.057 0.875 ± 0.007 0.505 ± 0.031 0.873 ± 0.011 

𝑓𝑎𝑏𝑟𝑖𝑐_04 𝟏. 𝟎𝟎𝟎 ± 𝟎. 𝟎𝟎𝟎 0.978 ± 0.006 0.774 ± 0.109 0.488 ± 0.065 0.865 ± 0.019 0.485 ± 0.024 0.857 ± 0.019 

𝑓𝑎𝑏𝑟𝑖𝑐_06 𝟎. 𝟗𝟗𝟑 ± 𝟎. 𝟎𝟎𝟑 0.955 ± 0.019 0.739 ± 0.127 0.384 ± 0.008 0.737 ± 0.063 0.468 ± 0.003 0.777 ± 0.074 

𝐾𝑆𝑆𝐷2 𝟎. 𝟗𝟕𝟐 ± 𝟎. 𝟎𝟏𝟐 0.787 ± 0.013 0.807 ± 0.002 0.704 ± 0.010 0.712 ± 0.003 0.661 ± 0.017 0.722 ± 0.003 

 

We compare the performance of our method with four different state of the art methods:   

 
1. Deep Convolutional Autoencoders (DCAE)  [26, 27]. We employed exactly the same neural 

network architecture as our Robust DCAE except that the optimization method is based only on 

minimizing the reconstruction error as in standard AEs. 
2. Isolation Forests (IF)  [20]. We used the latest stable version of the widely-used python machine 

learning library scikit-learn  [43]. The IsolationForest function provided by the library is an 

implementation of the algorithm presented in  [20]. 

3. One-Class SVM  [19]. We employ the implementation provided by scikit-learn  [43] as we did for 

the Isolation Forests. This is an implementation of the algorithm presented in  [19]. Once again, we 

used the latent representation of the DCAE above as input to the algorithm. 

4. One-Class Support Vector Data Description (OC-SVDD). We adapt the method provided by  

[23]. We used the PyTorch implementation available from their github repository at 

https://github.com/lukasruff/Deep-SVDD-PyTorch. To facilitate a meaningful comparison, we 

ensured that our RDCAE architecture and the AE architecture used in their method are exactly the 

same, and also used the encoder part in the corresponding one-class SVDD network as suggested 

by their method.  
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Figure 6 The graphs above illustrate the Receiver Operating Characteristic (ROC) curves generated by all the 

methods listed in Table  4, pertaining to datasets that are relatively more challenging. 

 

For DCAE and Deep SVDD we trained the AEs using a comparable epoch number. As our Robust 

DCAE uses a specific convergence criteria, the number of total training iterations is not fixed. However, 

for DCAE and Deep SVDD a pre-determined epoch number has to be set. So, for a fair comparison we 

used the average training epoch number obtained from our replicated runs and used that number as the 

epoch number for DCAE and Deep SVDD. For OC-SVM and Isolation Forest we used the 

recommended hyper-parameters in their documentation. To establish a well-founded basis for 

comparison with these two methods we used two different inputs to their algorithm: 1 - the latent 

representation of the AE (in DCAE) mentioned above which is a feature set of size 256 for each image. 

This is indicated by the suffix "-LREP" at the end of corresponding column label in Table 4 (e.g. OC-

SVM-LREP), 2 - the reconstruction error obtained from the AE, which is a single figure. This is 

indicated by the suffix "-AERE" at the end of corresponding column label (e.g. ISOF-AERE). In 

addition to AUC scores given in Table 4, we provide Receiver Operating Characteristic (ROC) curves 

generated by those methods in Figure 6, to illustrate a more comprehensive and discernible performance 

comparison of the methods. The ROC curve shows the trade-off between sensitivity (or True Positive 

Rate (TPR)) and specificity (1 – False Positive Rate(FPR)). For all methods, normalized raw scores are 

used (rather than predicted labels) to obtain smoother and more indicative curves. The four graphs in 

the figure pertain to relatively more challenging datasets, to further articulate the level of improvement 

achieved for those datasets. It can be observed that our method, Robust DCAE, outperforms all of the 

methods, in some cases with a significant margin. This can be attributed to the ability of the robust 

convolutional AEs to efficiently learn the stable representative features, through the separation of signal 

and noise during its training. 
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6. Concluding Remarks 

In this paper, we illustrated the use of Robust Deep Convolutional Autoencoders (RDCAE) for defect 

detection via two recently introduced industrial quality datasets and we presented some improvements 

to the training process of RDCAE, that enable us to more reliably manage the convergence of the 

training. We have illustrated the use of synthetic simulated defects (or structured noise), so that a robust 

convergence criteria can be settled without compromising the detection performance of the method. We 

believe that this introduces a plausible and efficient solution to the defect detection process in the 

absence of true (real life) abnormal samples. 
 

Our experiment results are a clear manifestation of the theoretical argument stating the competency of 

robust deep convolutional AEs in signal-noise separation and thus their ability to more effectively learn 

the common, stable features as opposed to subtle and inconsistent features that are exhibited by outliers. 

In other words, compared to plain AEs (e.g DCAE) and many other anomaly detection methods, robust 

AEs are more adept to learn the boundary between the normal and abnormal samples. There are many 

application areas, such as automated visual surface inspection systems, that can benefit from the 

strengths of this method. 
 

It is also worth noting that the clear separation of the noise (i.e. defects) into a separate image (e.g. S 

images in Figure 4) makes the method more amenable to either further image processing (as a post 

processing step), or various custom neural network architecture designs for further feature extraction to 

enable defect identification and classification. 
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Abstract 

Unloading and loading activities consume high operational expenses at cargo exchange terminals; for instance, 

the costs of these activities are approximately half of the total costs of the port. On the other hand, interest in 

modeling and simulation tools has increasingly grown to analyze operational and organizational systems. Where 

it is possible to build many systems and study their behavior, which saves a lot of effort, time, and cost by using 

some frameworks to implement modeling and simulation using the computer. In this paper, discrete events DEVS-

Suite is used to implement a simulation of the cargo unloading problem, which represents a study to estimate the 

optimal number of trucks and cranes required in the process of unloading cargo according to some parameters; 

and the simulation duration is one month, which is equivalent to 43200 minutes. Based on the performance 

measures adopted in this study, the optimal number of trucks and cranes is 5 of three assumptions which are 3, 5, 

and 10, where the work will be in a permanent working condition, with high productivity and low cost. 

Keywords: Modeling and Simulation, Model, System, DEVS-Suite, Cargo Problem 

1. Introduction 

In cargo exchange terminals, unloading and loading activities suffer from high operational costs; for 

example, loading and unloading operations account for nearly half of the total costs of the port [1]. As 

a result, there is a growing interest in increasing the efficiency of unloading and loading activities while 

reducing operational costs. 

On the other hand, Researchers typically use simulation software to analyze the interoperability of 

different peripheral areas or to examine the operation of a sub-system in greater detail to save effort, 

costs, and time with a clear visualization of system implementation [2]. Many analysts, project 

managers, and those engaged in research and development must use modeling and simulation techniques 

[3]. In addition, Modeling and Simulation (M&S) systems have become widely used in a wide range of 

application areas as computing technology advances at a rapid pace, allowing for the production of much 

faster computers every day [4], it has the potential to improve modeling and simulation performance 

significantly. 

Simulating a real-world process or system over time is referred to as simulation. Simulations require 

models; the model represents the major features or behaviors of the chosen system or process, while the 

simulation depicts the model's evolution across time. The relationship between modeling and simulation 

can be described as shown in Figure 1. 

Simulation is utilized in a variety of situations, including technology simulation for performance tuning 

or optimization, complex manufacturing systems [5], safety engineering, education, training, testing, 

video games, networks, and human movement [6],[7],[8]. Simulation may be used to demonstrate the 

real-world consequences of certain situations and actions. Simulation is employed when the real system 

cannot be utilized because it is not accessible, unsafe, or inappropriate to use, or created but not yet 

built, or does not exist. In economics, simulation is utilized alongside scientific modeling of natural or 

human systems to obtain insight into how they work [9]. Furthermore, simulation modeling offers 

https://orcid.org/0000-0002-3923-7430
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significant and distinctive capabilities for analyzing and designing service-oriented computing systems 

that must satisfy various and conflicting quality of service (QoS) standards [10]. 

 
Figure 1 Relationship between modeling and simulation [17] 

Several frameworks may be utilized to implement modeling and simulation concepts; in this study, the 

DEVS-Suite is used to implement the problem [16]. The DEVS-Suite simulator is one of the most 

commonly used modeling and simulation tools for parallel DEVS formalism [18]. DEVS describes a 

hierarchy structure for models using a few fundamental components. The coupling and decoupling ideas 

are supported by this framework, which is also very scalable [19]. The Discrete Event System 

Specification (DEVS) formalism allows a mathematical entity known as a system to be specified. A 

system has a time basis, inputs, states, and outputs, as well as functions that predict future states and 

outputs from current states and inputs [11],[12],[13],[20]. 

The case study in this paper is a simulation application of the problem of unloading goods that represents 

an investigation in determining the ideal number of trucks and cranes needed during the process of 

unloading products according to specific parameters. According to the performance metrics used in this 

study, the best number of trucks and cranes is 5 out of three assumptions of 3, 5, and 10, where the task 

will be in a steady state of work and good productivity. 

2. Problem Description 

This section contains a detailed description of the problem at hand, estimating the optimal number of 

trucks and cranes required for unloading goods shipments for a company. In this system, one container 

at a time can be handled by a cargo crane, and one container can typically be transported by a truck [14]. 

Trucks loaded with goods arrive randomly 24 hours a day, seven days a week, and are stored in the 

company's warehouses. To correctly complete the simulation process, a set of parameters is assumed. It 

is expected that these parameters are actual and obtained from a relevant company, but it is considered 

here for study [15]. They are as follows: 

- The company has an equal number of truck and forklift drivers, referred to as C. 

- The wages of each driver working for the company is 10 Turkish Liras per hour, in addition to 

a fixed salary of 20 Turkish Liras per day. 

- The company adopts the principle of unloading the truck upon its arrival to avoid the significant 

fines imposed on it if it causes delays in the trucks. 

- The unloading rate for each crane driver is fixed and equal to 7 tons per hour. 

- The following cases were neglected: 

• The occurrence of malfunctions in the cranes owned by the company. 

• Absence or illness of any driver working for the company. 

• Filling the stores, as it was assumed that the company’s stores are enormous and cannot 

be filled. 
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3. System Description 

3.1 System Analysis 

To understand the system well and then analyze it accurately, it is necessary to refer to the following: 

- System type: Queue system. 

- Simulation type: Discrete Event 

- Performance measures: Total unloading costs. 

- System entities: Generate Truckload, Truck_Crane, Unloading management 

- Events: 

• The arrival of a truck 

• Start unloading the truck 

• Finish unloading the truck 

- Relationships: 

• The service time (truck unloading time) is directly proportional to the number of cargo 

trucks, assuming that the unloading rate of trucks is fixed. 

- System goal: 

Determine the optimum number of truck drivers and cranes to obtain the lowest total unloading 

costs. 

The number of drivers should not be more than required because this causes additional costs to 

the company without any benefit. The number of drivers should not be less than the optimum 

number, which may cause delays in unloading the load, and consequently, the company may 

incur significant delay penalties. 

3.2 Statistical distributions of the system 

The statistical distributions of random system inputs can be described as follows: 

- The times between the arrival of the trucks follow an exponential distribution. 

- Truck load weights are random, follow a uniform distribution, and are close to each other. 

So, suppose that: 

- Average time between the arrival of trucks is 140 (adhere to the exponential distribution) 

- Truckload weights between 20 and 40 (stick to the exponential distribution). 

Since the unloading rate for all drivers is fixed and is seven tones, the service time (the time required to 

unload any truckload) is directly proportional to the weights of truck loads. It is random and follows the 

same uniform distribution, and is specified during a certain period that can be calculated as follows: 

The smallest period of time = 20 / 7 = 2.85 Hour * 60 minutes = 171.4  

The largest period of time = 40 / 7 = 5.7 Hour * 60 minutes = 342.8 

4. Modeling Components of Cargo Unloading 

This section shows the proposed scenario design for the problem described according to the system 

described in the previous section. 
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4.1 Cargo Coordinator model 

This model is of multi-server coordinator type and is responsible for receiving trucks and distributing 

them to unloading stations, consisting of a truck and a crane for each truck with their drivers. This model 

is always active and represents a transit area only, so the truck arrival time does not affect its condition 

(See Figure 2). 

4.2 Cargo Coordinator model 

This model is an atomic model that represents the process of unloading the truckload of each truck using 

a crane, as it takes time (uniform distribution between (171.4 and 342.8)) as mentioned earlier. This 

model also has two states: passive and busy. Passive implies that this station can accept a truck to unload 

its cargo if its sequence is in the queue, while busy means that the station is currently unloading a 

previous cargo. After completing the unloading process, a notification of the completion of the 

unloading process will be returned to the transducer model. 

4.3 Experimental Frame 

The model's experimental frame is a coupled model. Consisting of two basic models: Generator and 

Transducer. 

4.4 Generator Truckload model  

This is an atomic model responsible for generating truckloads to observe their behavior within the 

proposed model. Also, the input ports in this model are (in, start, stop) through the port (in), so it is 

possible to inject input data for testing this model. As for the output, there is one output port (out) (See 

Figure 2). 

4.5 Transducer model 

This model is an atomic model responsible for measuring performance indices such as “turnaround 

time” and “throughput” for the truckloads processed by an unloading station model during a specified 

period (See Figure 2). Also, the input ports in this model are (ariv, solved, in) so that the “ariv” port for 

receiving a copy of the truckload generated by Generate Truckload model, solved for receiving the 

truckload processed number, In addition, (TA, Thru, out) are the outports, with "TA" standing for 

"turnaround time" and "Thru" for "throughput.” 

 

Figure 2 Simulation model of cargo unloading problem with five unloading stations 
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5. Simulation Experiments 

In this section, the parameters of the built model will be placed with the parameters of the proposed 

system as follows: 

- The state of Generate Truckload and Transducer models are always active. 

- Sigma value of Generate Truckload model equals exponential distribution of (140) between 

each generating process. 

- Sigma value of the Transducer model equals one month in minutes, which means 

(30*24*60=43,200) minutes, representing the total simulation time. Thus, this time will 

decrease after each step by processing time value. 

- The sigma value of the Cargo Coordinator model is always infinity, and its state value can take 

these values: 

• passive: in one of the two cases: 

▪ First case: On the initial run of the simulator (See Figure 3). 

▪ Second case: sending the truckload on “y” outport to all (Unloading station) 

models. 

• send_y: when the generated truckload by (Generate truckload) model 

is received by “in” inport and sent to “y” outport. 

• send_out: When the truckload that has been processed is sent from 

outport “outName” of one of the (unloading station) models to “x” 

inport. 

- The sigma value of each (unloading station) model is (infinity) when start running the 

simulation; after that, it will be taken (uniform distribution between (171.4 and 342. 8)), and 

then it decreases gradually. 

- On the other hand, the state will take “passive or busy.” 

 
Figure 3 The initial run of the simulation 

According to the previous parameters, the steps of the simulation will be as follows: 

Step 1: Create a truckload by the (Generate Truckload) model, and send it to the (Cargo Coordinator) 

model (See Figure 4). 
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Step 2: Send the truckload to ALL (Unloading station) models for processing by one of them if its state 

is passive and its order equivalent to the next order in the queue, and change its state to “busy” also, 

decrease its sigma value by truckload processing time.  (repeat this step until complete processing 

truckload) (See Figure 5). 

Step 3: send the processed truckload information by the (unloading station) model to the (Cargo 

Coordinator) model (See Figure 6). 

Step 4: send the processed truckload information from the (Cargo Coordinator) model to the 

(Transducer) model for computing some performance measures (See Figure 7). 

 
Figure 4 Step 1: Creating a truckload 

 
Figure 5 Step 2: Send the truckload to ALL (Unloading station) models 
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Figure 6 Step 3: send the processed truckload information to (Cargo Coordinator) model 

 
Figure 7 Step 4: send the processed truckload information from (Cargo Coordinator) model to (Transducer) 

5.1 The metrics used in the simulation 

It is assumed that this goal is achieved by finding the optimal number of trucks and cranes required to 

unload cargo. All stations must be in use to ensure that there are no idle drivers so that if drivers stop 

working, there is a loss when paid work wages and salaries for them without work. Accordingly, to find 

the value of this measure by simulation, it is assumed that the optimal number of trucks and cranes 

required is (10), then running the simulation for a month and extracting the available calculations 

(turnaround time, throughput), then repeating the same scenario if the number is (5) and finally compare 

the results obtained from the simulation of the three models. 

6. Results And Discussion 

This section contains simulation results for three models according to the number of unloading stations, 

with charts showing each model's throughput. 
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6.1 Simulation results of a model with ten (unloading stations) 

Table 1 Simulation results with ten unloading stations 

Metric Value 

The total truckload arrived 986 

The total truckload solved 986 

Average turnaround time (TA) 212.6279416460899 

Throughput 0.02270396289958388 

Iteration 3946 

Time 43428.5417202682 

 

 

Figure 8 Throughput over time (in minutes) for a model of 10 unloading stations 
 

As shown in Figure 8. We can see that the result gives high throughput on the 0.015 clocks even if it’s 

good throughput, but in this case, we have wasted the workers. We will get at least four workers as idle 

workers. Results are summarized in Table 1. 

6.2 Simulation results of a model with five (unloading stations) 

Table 2 Simulation results with five unloading stations 

Metric Value 

The total truckload arrived 986 

The total truckload solved 986 

Average turnaround time (TA) 212.6279416460899 

Throughput 0.02270396289958388 

Iteration 3946 

Time 43428.5417202682 
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Figure 9 Throughput over time (in minutes) for a model of 5 unloading stations 

Figure 9 shows that the time is very close to the ten unloadings because our simulation depends on the 

milliseconds. When we put the real-time, it is possible to recognize the real difference. Compared to the 

previous simulation, this case (5 unloadings) is better and closer to the optimum condition of the project 

because we always have one standby unloaders to cover the difference between each two unloading of 

a total of 5 cars. The results of this case are summarized in Table 2. 

6.3 Simulation results of a model with three (unloading stations) 

Table 3 Simulation results with three unloading stations 

Metric Value 

The total truckload arrived 986 

The total truckload solved 986 

Average turnaround time (TA) 212.62794164609028 

Throughput 0.013631588272366794 

Iteration 2764 

Time 43428.5417202682 

 

 
 

Figure 10 Throughput over time (in minutes) for a model of 3 unloading stations 
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Figure 10 shows that the throughput it’s more intense in the clock 0.01 than the Figures 8. and 9. This 

is because the simulation iteration was less than the simulation iteration for the cases 10 and 5 

unloadings, which means the longest simulation time shows us more accurate results than the shorter 

simulation time. Table 3 gives a summary of the results in this case. 

7. Conclusion 

According to the charts and tables above, if ten trucks and cranes are assigned to each truck with its 

driver, about half of the trucks would be idle, which will result in a loss of pay for five drivers who have 

no or very little work. Additionally, if three trucks and cranes exist, productivity will be reduced. 

Therefore, based on the simulation metric that was proposed, the model with five unloading stations 

will be in a state of permanent work and high productivity, which means that it is the optimal number 

of trucks and cranes according to the parameters specified in this study is (5) trucks and cranes for each 

truck with their drivers. 

The contribution of this study is the possibility of building an application based on a DEVS-suite 

simulator to simulate the process of unloading cargo so that this application was used to calculate the 

optimal number of cranes and trucks required for the operation of unloading cargo by applying multiple 

scenarios and finding what achieves the goal, which is here a permanent state of work and high 

productivity without loss of wages. 

In future work, the ideal number and type of trucks will be investigated in case there are various truck 

sizes (big, medium, and small) with a fixed crane size. 
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Abstract 

Stock price prediction is an important topic for investors and companies. The increasing effect of machine learning 

methods in every field also applies to stock forecasting. In this study, it is aimed to predict the future prices of the 

stocks of companies in different sectors traded on the Borsa Istanbul (BIST) 30 Index. For the study, the data of 

two companies selected as examples from each of the holding, white goods, petrochemical, iron and steel, 

transportation and communication sectors were analyzed. In the study, in addition to the share analysis of the 

sectors, the price prediction performances of the machine learning algorithm on a sectoral basis were examined. 

For these tests, XGBoost, Support Vector Machines (SVM), K-nearest neighbors (KNN) and Random Forest (RF) 

algorithms were used. The obtained results were analyzed with mean absolute error (MAE), mean absolute percent 

error (MAPE), mean squared error (MSE), and R2 correlation metrics. The best estimations on a sectoral basis 

were made for companies in the Iron and Steel and Petroleum field. One of the most important innovations in the 

study is the examination of the effect of current macro changes on the forecasting model. As an example, the effect 

of the changes in the Central Bank Governors, which took place three times in the 5-year period, on the forecast 

was investigated. The results showed that the unpredictable effects on the policies after the change of Governors 

also negatively affected the forecast performance.  

Keywords: Borsa Istanbul, machine learning, stock price prediction,  

1. Introduction 

Persons and institutions investing in the capital market should know and follow the market in which 

they invest. Therefore, all individual and institutional investors are required to make market forecasts 

by providing accurate and fast all economic and financial information about the general economy, 

sectors and the institutions they invest in. However, the difficulty of predicting people's feelings and 

expectations reduces the chances of any analysis system that can be considered fully successful. In 

addition, the fact that the people who set the prices (market professionals, institutional investors, 

speculators, manipulators) have different cultural, educational and knowledge structures make the 

situation even more difficult. There are different methods for stock price analysis in the literature. 

Fundamental analysis, technical analysis and statistical forecasting methods are the most frequently used 

methods [1]. 

In fundamental analysis, which is the most comprehensive method used in the evaluation of stocks, the 

actual value of the stock is tried to be calculated by considering all possible factors that may affect the 

value of stocks. The factors that can affect the value of the stock can be grouped under three main titles: 

economic analysis, sector analysis and firm analysis. As a result of these analyzes, the risk and return 

relationship of the stock is revealed and its real value is calculated with the help of various methods. If 

the calculated real value is higher than the market value, the share is purchased; otherwise, it will not be 

traded. In fundamental analysis, there are stages such as economic analysis, sector analysis, firm 

analysis, risk and return estimation, respectively. The first stage of fundamental analysis is economic 

analysis. With this analysis, it is checked whether the general economic conjuncture is suitable for 

investing in stocks affected by general economic conditions. When a positive result is obtained from the 

economic analysis for stock investment, the second stage of the fundamental analysis, the industry 

analysis, is started. At this stage, it is tried to determine which of the many sectors in the economy 

should be invested in.  
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In technical analysis, it is aimed to determine the direction of the market and stock prices by using 

certain market data. Market data used in technical analysis consists of stock market index or price 

transaction volume information for stocks. Technical analysts try to predict the future direction of stock 

prices based on past market data. With statistical forecasting methods, time series analysis is used to 

predict the future, and it is tried to determine the attitudes of the series towards the future outside the 

forecast period. The traditional time series analyzes past data and tries to calculate its future 

approximation in the form of linear combinations of this historical data. In other words, a model is tried 

to be established in relation to the past values of the nonlinear values of a variable [2]. 

Professional knowledge and skills are very important for analyzes made with traditional methods. It is 

necessary to evaluate many parameters together and to read the behavior of the market from past to 

present. So, in recent years, it has become very popular to use artificial intelligence methods to make 

stock analysis and forecasting processes faster and easier. Models trained with the features in the 

datasets make successful predictions in the face of a situation they have never seen before. Modeling of 

stocks has become easier thanks to machine learning and deep learning algorithms [3],[4]. 

In this study, it is aimed to predict stock prices by machine learning method. In the literature, it has been 

seen that machine learning and deep learning algorithms such as Artificial Neural Networks, Random 

Forest, XGBoost, SVM, KNN and Long Short-Term Memory are used for prediction [5]. In this study, 

Random Forest, XGBoost, SVM and KNN, which are the most used machine learning algorithms, were 

used. It has been observed that the existing studies in the literature generally predict BIST-30 or BIST-

100 index, and when stock-based prediction are made, stocks are randomly selected. The most important 

contribution of this study proposed in this article to the literature is to make a sector-based estimation. 

Another important contribution of our study is the analysis of the effect of some specific periods, such 

as the change of the Central Bank governors, on the stock price prediction with the machine learning. 

The rest of the paper is organized as follows; section 2 the similar literature studies are summarized. 

Details of the machine learning methods are given in section 3. The proposed methods and experimental 

results are given in section 4. In the last section the conclusions are summarized. 

2. The Related Studies 

The increasing effect of machine learning methods in every field has also become important for stock 

forecasting. In this section, some of the existing machine learning and deep learning studies in the 

literature are summarized. 

In the [6], the price estimates of the stocks of 5 Turkish Banks were made according to the stock market. 

By using various indicator values of the shares, estimation was made with decision tree, multiple 

regression, and random forest machine learning models. The success of the estimation results obtained 

was evaluated with the R2 metric and values between 0.95-0.98 were reached. In the [7], the direction 

of change of the BIST 50 index was estimated with artificial neural networks (ANN), KNN, Naive 

Bayes and C4.5 decision tree models. The success of the estimation results obtained was evaluated with 

the classification accuracy, and the highest value was obtained as 92.71% with the C4.5 decision tree 

model. In the [8], the SP500 stock market index was estimated using a CNN-based forecasting model. 

In the study, an answer was sought on how to use the convolutional neural networks (CNN) model in 

stock market forecasting and how to optimize it. For the estimation process, 4 different CNN models 

based on different parameters were used. The obtained results were compared with the support vector 

machine (SVM) model and artificial neural network (ANN) model. In [9] ,daily returns of stocks in the 

Macedonian Stock Exchange were tried to be estimated based on linear regression and correlation 

analysis. The daily statistical forecast values of the stocks were evaluated over the R2 metric. 

In the study of [10], a forecasting system is proposed for stocks in NYSE, NASDAQ and NYSE MKT 

stock exchanges using deep learning models LSTM (Long Short-Term Memory), Gated Recurrent Unit 

(GRU) and Bidirectional LSTM. Experimental results were obtained with the BLSTM model with an 

accuracy of 63.54%. According to [11] a study was conducted on Coca-Cola Company shares. The 

study aimed to determine whether SVM is more accurate than Linear Regression. The estimation results 

were evaluated using Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Absolute 
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Percent Error (MAPE), Mean Square Error (MSE) and Correlation Regression (R2) and nonlinear 

multiple correlation factor evaluation criteria. As a result of the analysis, it was seen that SVM achieved 

more accurate results than LR. In the method of the [12], it is aimed to overcome the difficulty of 

forecasting crude oil prices due to the chaotic behavior of the time series. In the study, a wrapper-based 

feature selection approach using the multi-objective optimization technique and a support vector 

regression (SVR)-based prediction model are proposed. In the proposed model, features based on 

technical indicators such as simple moving average (SMA), exponential moving average (EMA) and 

Kaufman's adaptive moving average (KAMA) are used. 

A data set was created by collecting the financial values of 22 companies traded on BIST-30 between 

the years 2010-2019 in the [13]. The stock prices of the companies were estimated using Artificial 

Neural Networks (ANN), Random Forest (RF) and XGBoost algorithms. The estimation results were 

compared over the R2 metric, and the highest value was obtained with XGBoost as 0.758. In the study 

of [14], price prediction was made on the trading data on the Bitcoin stock market. The Linear 

Regression model was used for the estimation process and the results were evaluated over the R2 metric. 

In the study of [15],stock price prediction was made by using machine learning and deep learning 

methods. Polynomial Regression, Random Forest Regression, Recurrent Neural Networks (RNN) and 

Long-Short-Term Memory (LSTM) methods were used for estimation. The estimation results were 

evaluated with RMSE, MAE, MSE metrics. The lowest error value was obtained with the Random 

Forest Regression model and the highest error value was obtained with the Polynomial Regression 

model. In addition to financial values, the authors of the [16] predicted stock market trends by making 

use of gold and oil prices. LSTM and CNN models were used to classify the data of SP500 index and 

compare investment returns. In experimental studies, the accuracy rate of the model increased up to 

67%. In addition, it has been determined that this method will provide a return of around 13% with the 

investment. A 2-dimensional CNN-based forecasting approach is proposed for stocks in the Dow30 

index proposed in the [17]. In the created rule-based model, the next day's buying, selling, or holding 

position of the stock is tried to be estimated. 

Various machine learning algorithms were used for empirical asset pricing on the Chinese stock market 

in [18]. In the study, a comprehensive set of return estimation factors was created and analyzed. On the 

dataset, least absolute shrinkage and selection operator (LASSO), ordinary least squares (OLS) 

regression, partial least squares regression (PLS), gradient boosted regression trees (GBRT), elastic net 

(Enet), random forest (RF), variable subsampling Estimation aggregation (VASA), and neural networks 

methods based predicitons were made. The prediction performance of the models was examined through 

the R2 metric in the predictions. In addition, predictability between different sub-samples was evaluated. 

In the [19], it is aimed both to predict the price of the stock and to compare the results obtained with 

Kalman filters, XGBoost and Auto Regressive Integrated Moving Average (ARIMA) models. We also 

compare the results of four models, including a hybrid model combining Kalman filters and XGBoost, 

to predict the price of New York Stock Exchange (NYSE) and National Stock Exchange (NSE) stocks. 

In the comparison, the lowest accuracy was obtained with the NYSE data set of the Kalman filter model 

as 64.96%. The highest accuracy was found to be 90.11% with the NYSE dataset of the XGBoost model. 

3. The Machine Learning Methods 

In this section, the machine learning methods used in the article will be briefly explained. In the article, 

four different regression methods were used for the stock analysis process. Fort he regression of the 

stock price prediciton Support Vector Machines (SVM), K-nearest neighbors (KNN), XGBoost and 

Random Forest (RF) based algorithms were used. 

3.1 Support Vector Machine (SVM) Regression 

Support Vector Regression is a regression model which uses the SVM approach that supports both linear 

and nonlinear regression operations. SVM based machine learning algorithm is used for both regression 

and classification problems. In the SVM, each data element is plotted as a point in the corresponding 

space such that the value of each attribute is a certain value in the coordinate system. Then, the 
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classification is made by obtaining the hyperplane that best separates the two classes. Support Vector 

Regression works according to the SVM principle with minor differences [20]. The points given in the 

data are used to find the regression curve. Since the process is done with a regression algorithm, the 

curve obtained is not used as a decision limit, but to obtain the match between the vector and the curve. 

In normal regression, the aim is to minimize the error rate. In SVR, it is aimed to fit the error within a 

threshold. Therefore, the SVR model is used to estimate the best value for data in a given range.  

3.2 K-Nearest Neighborhood (KNN) Regression 

Although linear regression cannot provide very precise estimates of time, it is very useful for some 

critical problems. Thanks to the linear regression approach, many alternative models such as KNN have 

emerged that can be used in the field of machine learning. The KNN algorithm is a supervised learning 

algorithm in which a target variable is estimated using one or more independent variables [21]. 

Regression is the construction of a predictive function in which the target variable is numeric. Some 

algorithms can only classify, some can only regress, and some can do both classification and regression. 

The KNN algorithm adapts seamlessly to both classification and regression. 

3.3 Extreme Gradient Boosting (XGBoost) Regression 

XGBoost as a community learning method has been showing significant results recently. Relying on the 

results of a single machine learning model is not enough for some critical prediction and classification 

operations. Community learning offers more valuable results for combining the predictive power of 

multiple students. This result is achieved with a single model that consists of several models and gives 

a collective output. In the strengthening phase of the model, trees are created sequentially, so each 

subsequent tree aims to reduce the errors of the previous tree. Each tree learns new information from its 

predecessors, reducing existing errors. Therefore, a tree in a queue will learn from an updated version 

of what remains. The basic learners used for support are weak learners and their power for prediction is 

slightly better than random prediction. Each of weak learners contributes some critical information for 

prediction. Despite the weaknesses of these learners, by combining them effectively, the reinforcement 

technique reveals a powerful learning method. Parameters such as the number of trees or iterations, the 

depth of the tree can be optimally selected through validation techniques such as the learning rate of 

gradient boosting and k-fold cross validation [22]. 

3.4 Random Forest (RF) Regression 

This regression is a collection of prediction trees based on the RF classifier. Each tree has a similar 

distribution to other trees in the random forest and depends on independently sampled random vectors. 

Random forest is an RF-based modeling technique used in behavior analysis and predictions. It contains 

several decision trees that represent a different classification example of random forest data entry. The 

random forest technique considers the samples one by one and takes the most voted sample as the 

selected prediction. Each tree in the classifications receives its inputs from the samples in the first 

dataset. Then, randomly selected features are used to grow the tree at each node. Each of the trees in the 

forest should not be pruned until the end of the exercise until the estimate is reached with certainty. In 

this way, the random forest ensures that any classifier with weak correlations will be a strong classifier. 

The random forest technique can also process big data with thousands of variables. A class can 

automatically balance datasets when data is less sparse than other classes[23]. 

4. The Proposed Method and Experimental Studies 

The flow chart of the proposed method of this study for the analysis of stocks of different sectors given 

in Figure 1. First, the data set was collected and prepared by examining the data of two companies 

selected as examples from the Holding, White Goods, Petrochemical, Iron and Steel, Air Transport and 

Communication sectors. In Table 1, the company shares, and the sectors of the companies used for the 

experimental studies are given. The end-of-day closing prices of the stocks, which are the output of the 
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models used in this study, are taken from the publicly available data on the website of IS Investment 

(https://www.isyatirim.com.tr) [24] for the last five-year period (01.10.2016 – 30.09.2021).  

Table 1 Stock dataset information 

Stock Name Sector 

SAHOL Holding 

KCHOL Holding 

EREGL Iron and Steel 

KRDMR Iron and Steel 

TUPRS Petrochemical 

PETKM Petrochemical 

ARCLK White Goods 

VESTL White Goods 

TRCELL Communication 

TTKOM Communication 

THYAO Air Transport  

PGSUS Air Transport  

The financial statement data used in the technical analysis of the companies were obtained from the 

website of IS Investment. Various firm ratios (current ratio, acid-test ratio, cash ratio, net profit margin) 

revealed by these data are used as inputs in our model. Macro data such as policy rate, inflation, and 

USD/TL parity used in the fundamental analysis of the companies were obtained retrospectively from 

institutional websites such as the Central Bank of the Republic of Turkey (TCMB) and the Turkish 

Statistical Institute (TUIK). 

 

Figure 1 Flow chart of the proposed method 

The frequency with which data is disclosed to supply the forecast model varies. Therefore, an imbalance 

arises in the training of machine learning models. To eliminate this imbalance, certain arrangements 

have been made to convert the data to the ones with the highest frequency. Since the interest rate data 

are shared weekly by the TCMB, the announced weekly rate has been retrospectively accepted as the 

same every day for seven days. Inflation rate data is shared monthly by TUIK, and the announced 

monthly rate has been accepted as the same every day for thirty days retrospectively. Since the USD/TL 

exchange rate data is announced by the TCMB every weekday, the daily data is used without any 

changes. The financial data of the companies are published quarterly, and the announced quarterly data 

has been retrospectively accepted as the same every day for ninety days. All the data studied within the 

scope of the article are for the time interval of 01.10.2016 – 30.09.2021 and weekday data were used. 

The characteristics and explanations of the data used in the study are given in Table 2. The data used 

are 10 types for each day and include values for a total of 1256 days. 
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Table 2 Features used for stock analysis 

Feature Name Description 

Date Transaction day 

Closing Value (TL) The closing price of the stock 

Volume (TL) 
Multiplying the total amount of trading in the relevant stock during 

the day with the price of the stock at the time of the transaction. 

Market Value (mn TL) 
The value found by multiplying the share price of the company with 

the total number of shares 

Current Rate The ratio of current assets of the company to short-term liabilities 

Acid Test Ratio 
The ratio of the value resulting from the deduction of company stocks 

from current assets of the company to short-term liabilities 

Cash Ratio 
Ratio of cash and cash equivalents of the company to short-term 

liabilities 

Net Profit Margin The ratio of the company's net profit to its net sales 

Dollar exchange rate USD/TL rates announced by the TCMB every weekday 

Interest rates Interest rates announced weekly by the TCMB 

Inflation Value Inflation rates announced monthly by TUIK 

Some operations were performed to select the best features to use in the prediction model. First, the 

'Date' variable has been removed since the period that the data represents is now known. Data for all 

features and all companies were examined in detail, and missing value and outlier values were checked. 

Values that are far outside the general limits of the data are considered outliers. Outlier analysis on our 

data set in the proposed study was evaluated with the box plot approach, and some results are given in 

Figure 2. As a result of the examinations made on both the features in the data set and the figures, it has 

been determined that all the features are numerical and there are no missing or outlier values.  

  

Figure 2 Outlier analysis with boxplot of the features 

In order to prevent the machine learning model from being exposed to the multicollinearity problem 

caused by similar features, correlation analysis between features was performed. The results of the 

correlation analysis are given in Figure 3. Variables with more than 80% correlation in Figure 3 were 

excluded from the analysis in order not to cause multicollinearity problems. According to Figure 3, there 

is a 99% correlation between the closing prices and the Market value. There is a 91% correlation between 

the current rate and the Acid test rate. There is an 87% correlation between the inflation rate and the 
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interest rates. Market value, Acid test rate and Inflation rate data were removed from the data to 

eliminate the multicollinearity problem. 

 

Figure 3 Correlation analysis results of the features 

To obtain the experimental results in the proposed study, all algorithms are coded in Python language. 

The data obtained were separated as training and test data, and it was tried to determine which of them 

was more successful in which sector by using various algorithms. For the prediction model to classify 

the data it will see for the first time more successfully, 5-fold cross validation is used on the training set.  

Table 3 The hyperparameter space for the machine learning models  

Model Hyperparameter Space 

SVM 

C: [0.1, 0.5, 1, 1.5] 

epsilon: [0.01, 0.1, 1] 

gamma: ['auto'] 

kernel: ['linear', 'poly', 'rbf'] 

degree: [2,3,5] 

KNN 
n_neighbors: [4-20] 

p: [1,2,3] 

XGBoost 

learning_rate: [0.01, 0.02, 0.09] 

The maximum depth: [2, 3, 4, 5, 6] 

Number of estimators: [100, 200, 500, 2000] 

RF 

The maximum depth: [80, 90, 100, 110] 

max_features: [2, 3] 

min_samples_leaf: [3, 4, 5] 

min_samples_split: [8, 10, 12] 

Number of estimators:[100, 200, 300, 1000] 
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In this approach, the training set is divided into 5 equal parts, each time 4 of these parts are used for 

model training and one for validation [25][26]. In this study, the dataset is divided into two parts as 70% 

training and validation set, and 30% test set. After the training process was over, the final success of the 

model was tested on the test set that aside and never encountered in the training process. SVM, KNN, 

XGBoost and RF regression models were used to predict future prices of stocks. The performance of 

regression models is directly related to the hyperparameters selected for the model to run. For the 

optimization of algorithms, it is very important to find the most optimal parameters instead of directly 

giving values. In this study, to find the optimum parameters, the parameters with the highest accuracy 

were selected automatically from the hyperparameter space in Table 3 with the grid search approach. 
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For the performance measurement of the experimental results, the real values of the stocks and the 

values predicted by the model were compared. Mean absolute error (MAE), mean absolute percent error 

(MAPE), mean square error (MSE), and R2 metrics were used for comparisons. 𝑦𝑘 k. actual value, �̂�𝑘 k. 

The metrics used to be the predicted value are given in Equation 1 to Equation 4 for test set size N. A 

small positive number ϵ is defined to prevent the value of the MAPE score from going to infinity where 

𝑦𝑘  is zero. 

A lower value in the MAE, MAPE, and MSE metrics indicates a better estimate. The value of the R2 

score, which is the most popular metric in linear regression models, is usually between 0 and 1, although 

sometimes it can be negative. At the highest regression fit, the value of the R2 score approaches 1. The 

�̅�𝑘 used in calculating R2 represents the average of all real values as shown in Equation 5. 

Table 4 MAPE results for all models of stock price prediction algorithms 

 Prediction Models 

Stock Name SVM KNN XGBoost RF 

SAHOL 0,035 0,027 0,023 0,023 

KCHOL 0,052 0,031 0,023 0,025 

EREGL 0,054 0,035 0,029 0,032 

KRDMR 0,061 0,041 0,037 0,043 

TUPRS 0,078 0,028 0,025 0,026 

PETKM 0,047 0,029 0,024 0,027 

ARCLK 0,053 0,027 0,022 0,024 

VESTL 0,084 0,045 0,043 0,044 

TRCELL 0,037 0,024 0,022 0,023 

TTKOM 0,046 0,031 0,024 0,028 

THYAO 0,081 0,046 0,028 0,031 

PGSUS 0,155 0,049 0,046 0,047 

Average 0,065 0,034 0,029 0,031 

The experimental results obtained in the tests carried out based on companies and sectors are given 

below. First, MAPE error values for all forecasting models are given in Table 4. A low MAPE value 
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indicates that the best estimation is made with the relevant regression model. According to Table 4, 

when the average MAPE values were examined, the lowest average was obtained as 0.029 for XGBoost. 

The second-best performance was obtained with RF as 0.031, while the lowest estimation results were 

obtained with SVM as 0.065. Although the estimation values on a share basis are close to each other, 

the shares of TRCELL and ARCLK companies reached the best estimation with MAPE values of 0.022. 

Secondly, in the experimental results, all prediction models were evaluated in terms of the R2 metric. In 

Table 5, the values of the R2 metric obtained by estimating the shares for four different models are given. 

The high value of R2 indicates that the best estimation is made with the relevant regression model. When 

the average R2 values are examined according to Table 5, the best value was obtained as 0.989 for 

XGBoost. The second-best performance was obtained with RF as 0.987, while the lowest predictive 

value was obtained with SVM as 0.946. While the shares of seven companies have R2 values of 0.990 

and above, the shares of EREGL, KRDMR and VESTL have reached R2 values of 0.995 and above. 

When the results in Table 5 are analyzed by sector, it is seen that the models used make the best 

estimation for the iron and steel sector and the white goods sector. 

Table 5 R2 results for all models of stock price prediction algorithms 

 Prediction Models 

Stock Name SVM KNN XGBoost RF 

SAHOL 0,920 0,949 0,965 0,966 

KCHOL 0,902 0,961 0,981 0,976 

EREGL 0,987 0,992 0,996 0,995 

KRDMR 0,987 0,991 0,995 0,993 

TUPRS 0,888 0,985 0,988 0,988 

PETKM 0,971 0,985 0,993 0,991 

ARCLK 0,970 0,990 0,994 0,993 

VESTL 0,978 0,993 0,995 0,994 

TRCELL 0,968 0,985 0,989 0,988 

TTKOM 0,951 0,976 0,988 0,983 

THYAO 0,911 0,972 0,990 0,987 

PGSUS 0,917 0,986 0,992 0,991 

Average 0,946 0,980 0,989 0,987 

Among the forecasting models, the best results were obtained with the XGBoost model, both on a 

sectoral and company basis. Therefore, XGBoost has come to the fore as the most successful model. In 

Table 6, the estimation results of all companies' stocks with the XGBoost model are evaluated in terms 

of MAE, MAPE, MSE and R2 metrics. MAE, MAPE and MSE values are preferred to be low as they 

indicate estimation errors. According to Table 6, MAE and MSE values of TUPRS and PGSUS stocks 

are quite high compared to other stocks. 

Tablo 6 Results of forecasting stock prices with the XGBoost model for all metrics 

 Metrics 

Stock Name MAE MAPE MSE R2 

SAHOL 0,190 0,023 0,069 0,965 

KCHOL 0,366 0,023 0,270 0,981 

EREGL 0,217 0,029 0,113 0,996 

KRDMR 0,116 0,037 0,032 0,995 

TUPRS 2,469 0,025 11,153 0,988 

PETKM 0,086 0,024 0,016 0,993 

ARCLK 0,424 0,022 0,352 0,994 

VESTL 0,386 0,043 0,314 0,995 

TRCELL 0,242 0,022 0,106 0,989 

TTKOM 0,133 0,024 0,032 0,988 

THYAO 0,341 0,028 0,233 0,990 

PGSUS 1,722 0,046 6,996 0,992 

Average 0,558 0,029 1,640 0,989 

The lowest MAE values were obtained for PETKM, KRDMR and TTKOM shares as 0.086, 0.116 and 

0.133, respectively. The lowest MSE values were also 0.016, 0.032 and 0.032 for the same shares, 
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respectively. Considering all metrics and evaluated on a share basis, the best estimation is made in 

KRDMR shares. According to error metrics, the worst estimation is for PGSUS stocks. For the sector-

based evaluation, the best estimations were made for the companies in the Iron-Steel and Petroleum 

field. 

One of the most important contributions of the proposed study is to examine the effect of current macro 

changes on the forecasting model. As an example, the effect of the changes in the Central Bank 

Governors, which took place three times in the 5-year period, on the forecast was investigated. To 

include this variable in the model, it is assumed that the effect on the market will continue for three 

months from the date of the change of Governors. A new synthetic variable is used in addition to the 

previous features for the relevant 90-day period. The results after adding this variable to the model as 

an independent variable are shown in Table 7. As stated above, since the most successful model is 

XGBoost, this model has been compared. For all sectors, the effect on share prices before and after the 

change of Governor was evaluated over the R2 value.  

As can be seen from the table, a decrease is observed in the success of stock forecasting in most 

companies. While the forecast success of PETKM and ARCLK stocks increased insignificantly, success 

decreased in SAHOL, KCHOL and TUPRS stocks. This is because the unpredictable impact of the 

chairman change on policies also affects forecast performance. From an economic point of view, it is 

thought that the information of companies with foreign exchange deficit and surplus will be important. 

Looking at the markets after the Central Bank chairman changes, it is seen that there was an increase in 

the dollar exchange rate and a decrease in stock prices. 

Table 7 The effect of the Central Bank's governors changes on the stock price prediction  

Stock Name 
R2 Before Governor 

Change 

R2 After Governor 

Change Difference 

SAHOL 0,9650 0,8990 -0,0660 

KCHOL 0,9810 0,9345 -0,0465 

EREGL 0,9960 0,9926 -0,0034 

KRDMR 0,9950 0,9793 -0,0157 

TUPRS 0,9880 0,9057 -0,0823 

PETKM 0,9930 0,9951 0,0021 

ARCLK 0,9939 0,9943 0,0005 

VESTL 0,9953 0,9864 -0,0089 

TRCELL 0,9892 0,9901 0,0009 

TTKOM 0,9880 0,9851 -0,0030 

THYAO 0,9905 0,9682 -0,0223 

PGSUS 0,9922 0,9875 -0,0047 

Although the increase in the dollar exchange rate seems to be a positive development in terms of balance 

sheet for companies with excess foreign exchange position, these stocks also decline with the effect of 

the general decline in the stock market index, and thus, the explanation success of the model decreases 

due to the share price, which is negatively affected because of the positive development. For companies 

with short foreign exchange position, the increase in the dollar exchange rate is a negative development 

in terms of the balance sheet, and these stocks also decline with the effect of the general decline in the 

stock market index, and thus, the share price is adversely affected because of the negative development. 

4. Conclusions 

In this study, the prices of the stocks of companies in different sectors traded in the BIST 30 Index were 

examined. The data of two companies selected as examples from Holding, White Goods, Petrochemical, 

Iron and Steel, Air Transport and Communication sectors were examined. The study has shown that the 

Xgboost algorithm is the most successful algorithm based on both sectors and companies. While the RF 

algorithm has the second-best performance on the basis of industry and company, the worst performance 

belongs to the SVM algorithm. In the current literature studies, BIST30 and BIST100 index estimations 

are made. When stock-based forecasting was made, stocks were randomly selected. In the proposed 
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study of this article, the effects of some specific periods such as the fact that a sector-based analysis was 

made and the change of the central bank governor effect on the sectors were examined by machine 

learning methods. As a result of the studies, it has been determined that the machine learning-based 

estimation of stocks in the iron and steel, petrochemical and communication sectors has achieved more 

successful results. 
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Abstract 

Malaria is a disease caused by a parasite. The parasite is transmitted to humans through the bite of infected 

mosquitoes. Thousands of people die every year due to malaria. When this disease is diagnosed early, it can be 

fully treated with medication. Diagnosis of malaria can be made according to the presence of parasites in the blood 

taken from the patient. In this study, malaria detection and diagnosis study were performed using The Malaria 

dataset containing a total of 27,558 cell images with samples of equally parasitized and uninfected cells from thin 

blood smear slide images of segmented cells. It is possible to detect malaria from microscopic blood smear images 

via modern deep learning techniques. In this study, 5 of the popular convolutional neural network architectures 

for malaria detection from cell images were retrained to find the best combination of architecture and learning 

algorithm. AlexNet, GoogLeNet, ResNet-50, MobileNet-v2, VGG-16 architectures from pre-trained networks 

were used, their hyperparameters were adjusted and their performances were compared. In this study, a maximum 

96.53% accuracy rate was achieved with MobileNet-v2 architecture using the adam learning algorithm. 

Keywords: malaria detection, deep transfer learning, Matlab, Convolutional Neural Network 

1. Introduction 

Malaria; is a disease that is transmitted to humans by the bite of a mosquito that carries parasites, can 

be fatal if not treated in time, and causes fever and chills in seizures. Anemia and jaundice may develop 

in cases where diagnosis and treatment are delayed. In some types of parasites that cause malaria, if 

treatment is not started within 24 hours, it can progress and lead to death. Malaria is a disease that can 

be treated with drugs. If the disease is diagnosed early and treated appropriately, patients can fully 

recover [1]. 

According to The World Health Organization's report, globally 229 million malaria cases were 

estimated. It is more common, especially in the Africa region. In 2019, 409 thousand people died from 

malaria disease. In the 2000s, this number was 736 thousand. Between 2000 and 2019, there were 1.5 

billion cases of malaria globally, and 7.6 million people died from this cause [2]. Because malaria causes 

so much illness and death, the disease is a huge burden for many national economies. Most of the 

countries with malaria are already among the poor countries, and the economy of these countries is 

badly affected by the disease. The malaria parasite resides in the red blood cells of an infected person. 

Malaria can also be transmitted through blood transfusions, organ transplants, or the shared use of 

needles or syringes. Malaria can also be transmitted to an unborn baby [3]. 

Artificial intelligence techniques are effective methods that can produce solutions to optimization, 

prediction, fault diagnosis, image processing problems [4]–[6]. Artificial intelligence has entered a new 

phase with the start of running multi-layer neural networks on graphics cards. Thus, it became easier to 

solve problems such as image processing where too much data is processed. Multilayer deep 

convolutional neural networks produce very successful results for image processing problems [7]–[10]. 

In classical image processing, feature extraction is required to determine representation from the image. 

In contrast to this situation, raw pixel values are used in the CNN (Convolutional Neural Network) 

model. Deep learning techniques are also successfully used in the diagnosis of diseases in the field of 

health [11]. 

https://orcid.org/0000-0003-2774-9778


Sakarya University Journal of Computer and Information Sciences 

 

Emel SOYLU 

428 

 

In the last decades, great advances have been made in the diagnosis of disease from medical images. 

Researchers have developed techniques that produce highly accurate results with various image 

processing operations. Examples of these techniques are artificial neural networks, machine learning, 

and deep learning techniques. According to the type of disease, images can be obtained and analyzed 

from sources such as microscopic, x-ray, MR, and ECG, and computer-assisted disease diagnosis can 

be made [12]–[17]. 

Training a deep network from scratch takes a lot of time. Retraining a previously trained model saves 

time. Re-training of a previously trained class network with a new data set is called DTL (Deep Transfer 

Learning). Using DTL provides a great advantage. There are many deep network models currently 

developed. These networks have been obtained as a result of days-long training on very powerful 

computers using millions of data [18]. Fig. 1. shows how DTL works [19].  

Source 
Labels

Source 
Model

Large 
Dataset

Target 
Labels

Target 
Model

Small 
Dataset

Transfer
Learned 

knowledge

Hyperparameter 
tuning

 

Figure 1 Concept of DTL 

In this study, five of the deep network models available in the Matlab environment were retrained for 

the malaria data set. These are AlexNet, GoogLeNet, ResNet-50, MobileNet-v2, VGG-16 models. When 

previous studies were examined, no study was found to compare these five architectures. In this study, 

it has been seen that high performance can be achieved with DTL when hyperparameters are adjusted 

appropriately. 

Information about the data set and deep learning architectures used in the rest of the study was given. 

After the hyperparameter settings are made, the training and comparison results are given. 

2. Relevant Work 

Scientists have done many studies around the world on the detection of the deadly malaria disease. With 

the technological improvements in computer hardware, software styles based on running parallel 

programs on graphics cards, great progress has been made in image processing studies. Image 

processing techniques have become frequently used in the field of health sciences, especially in disease 

detection. Deep artificial neural network techniques with a high number of neurons and layers are the 

technique with the highest performance today. Unlike machine learning, deep learning architectures 

with millions of parameters do not have feature extraction. The fact that high-performance results 

without a laborious process such as feature extraction increases the preference rate of convolutional 

neural networks by people. 

Existing deep learning approaches applied to Malaria detection are given in Table 1. Vijayalakshmi et 

al. Retrained the Visual Geometry Group (VGG) by replacing some of its layers with the Support Vector 

Machine (SVM) and achieved 93.1% accuracy in malaria detection [20]. Dong et al. In their study on 

Identification of Malaria Infected Cells, they used transfer-based deep learning techniques and achieved 

a success rate of over 95% [21]. Yang et al. created a dataset with 1819 thick smear images collected 

from 150 patients. They reached a maximum of 94.33% accuracy in their malaria detection study using 

deep learning techniques on this data set [22]. According to Pan et al., It demonstrated that the deep 

convolutional network based on LeNet-5 can achieve very high classification accuracies for automatic 

malaria diagnosis. They analyzed the performance effect of the dataset by running their method on 



Sakarya University Journal of Computer and Information Sciences 

 

Emel SOYLU 

429 

 

datasets containing different numbers of images [23]. Reddy et al. reached a 95.91% accuracy rate with 

ResNet50 architecture for malaria detection.  They used a dataset containing 27558 images [24]. Fuhad 

et al. used a variety of techniques including knowledge distillation, data augmentation, autoencoder, 

feature extraction by a CNN model, and classified by Support Vector Machine (SVM) or K‐Nearest 

Neighbors (KNN). They reached a 99.23% accuracy rate for malaria detection problems with training 

the network using 32 × 32 images. 

Table 1 Existing deep learning approaches applied to Malaria detection 

Authors Methods Year Images 
Best Accuracy rate 

(%) 

Reddy et al. [24] ResNet50 2019 27558 95,91 

Fuhad et al. [25] CNN-SVM, CNN-KNN 2020 26161 99,23 

Vijayalakshmi et 

al. [20] 

Visual Geometry Group (VGG) 

network and Support Vector Machine 

(SVM) 

2019 2550 93,1 

Dong et al. [21] LeNet, AlexNet and GoogLeNet 2017 2565 98,13 

Yang et al. [22] ResNet50, VGG19, AlexNet, CNN 2020 1443 93,46 

Pan et al. [23] LeNet-5 2018 800 99 

 

In this study, different from the others, 5 types of methods were compared according to the learning 

algorithm. High performance has been achieved without applying pre-image processing techniques in 

the dataset. The data set was applied directly to the input of the networks. Each architecture has been 

tested for 3 types of learning algorithms for two different initial learning rates (lr). The effect of learning 

algorithm selection on success was investigated. After 2x15 re-network training, it was observed that 

the success rates were between 50% and 96.53%.  

3. Materials and Methods 

The technical features of the computer used in this study are as follows: 

• GPU: NVIDIA GeForce GTX 1070 8GB 

• CPU: Intel I7 3.4 GHz 

• Ram: 12 GB  

• Operating System: Windows 10, 64 bit  

The entire study has been done in the Matlab development environment using Deep Network Designer 

application. The last layer of the models is updated according to the number of categories, parameter 

settings are made and training of the network is carried out. 

One of the most popular types of deep neural networks is the Convolutional Neural Network (CNN). 

CNN has a very good performance especially when a lot of images need to be processed. CNN has more 

than one layer. These are the convolutional layer, non-linearity layer, pooling layer, fully connected 

layer [26]. 

The first layer is the convolutional layer. In this layer, the image is passed through more than one parallel 

convolutional filter. These filters act as feature extractors. The output of the filters is a feature map [27]. 

The nonlinear transform layer normalizes between nearby feature maps [28]. With the pooling layer, the 

number of parameters and dimensions of the network is reduced. In the fully connected layer, data from 

previous layers are combined by weighting, and thanks to a loss function, the optimal weight to be given 

to neurons during training is found. Usually, the softmax activation function is used in this layer, and 

classification is made as probabilistic [29]. 

Three different optimizers are available in Matlab deep network designer tool as Stochastic Gradient 

Descent with Momentum(sgdm), Adaptive Moment Estimation (adam), and Root Mean Square 

Propagation (rmsprop). In this study their performance according to network models are compared. 

Sgdm is the preferred optimization method for many large-scale learning problems. Adam is a form of 

optimization that can be used instead of stochastic gradient descent. Quickly achieving good results on 

net weights makes this method popular. Rmsprop divides the learning rate by an exponentially 
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decreasing square gradient average. Rmsprop produces effective results for online and unstable 

problems [30]. 

Deep Neural 
Network

Input Image

Parasitized

Uninfected

 

Figure 2 Block Diagram of the System 

In this study, pre-trained networks are used to detect malaria disease. In deep learning, retraining a 

previously trained model for another problem is called transfer-based deep learning. Transfer learning 

is an approach in deep learning where knowledge is transferred from one model to another. The 

information obtained from the pre-trained model that was previously trained with a large-scale data can 

be used in a new model. Using a pre-trained network, especially for applications where the number of 

data is low, produces satisfactory results in the field of deep learning. When transfer-based learning is 

used, it is necessary to make changes in the last layers according to the number of classes to be classified, 

and to retrain the model after making the hyperparameter settings [31]. 

The block diagram of the system is given in Fig. 2. Deep network classifies input image as infected from 

parasite or not. The used networks and their properties are given in Table 2.  In this study there are two 

classes, so the last classification layers of network models are modified to classify new images. For 

comparison when setting training parameters, batch size and epoch number set the same. 

Table 2 Properties of network models 

Network 
Year of 

development 

Input Image 

Size 
Depth 

Number of 

parameters 

Number of 

categories 

AlexNet 2012 224x224x3 8 61 million 1000 

GoogLeNet 2014 224x224x3 22 7 million 1000 

VGG-16 2014 224x224x3 16 138 million 1000 

ResNet-50 2015 224x224x3 50 25,6 million 1000 

MobileNet-v2 2018 224x224x3 53 3,5 million 1000 

 

3.1. AlexNet 

AlexNet is a convolutional neural network with 8-layer deep CNN. It has been trained with 1.2 million 

images in the ImageNet dataset and can classify 1000 objects [32]. AlexNet is designed by Alex 

Krizhevsky in collaboration with Ilya Sutskever and Geoffrey Hinton [33]. The detailed configuration 

of AlexNet model for this study is given in Table 3. 
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Table 3 The architecture of AlexNet model 

No Layer Properties No Layer Properties 

1 Image Input 227×227×3 14 

2-D Grouped 

Conv. 

2 groups of 128 

3×3×192 

2 2-D Conv. 96 11×11×3 15 ReLU ReLU 

3 ReLU ReLU 16 2-D Max Pooling 3×3 

4 

Cross Channel 

Norm. 5 channels per element 17 Fully Connected 4096 

5 2-D Max Pooling 3×3 18 ReLU ReLU 

6 

2-D Grouped 

Conv. 

2 groups of 128 

5×5×48 19 Dropout 50% dropout 

7 ReLU ReLU 20 Fully Connected 4096 

8 

Cross Channel 

Norm. 5 channels per element 21 ReLU ReLU 

9 2-D Max Pooling 3×3 22 Dropout 50% dropout 

10 2-D Conv. 384 3×3×256 23 Fully Connected 2 

11 ReLU ReLU 24 Softmax softmax 

12 

2-D Grouped 

Conv. 

2 groups of 192 

3×3×192 25 

Classification 

Output 2 classes 

13 ReLU ReLU    
 

3.2. GoogLeNet 

GoogLeNet is developed by researchers working at Google. GoogLeNet was the winner of ILSVRC 

2014 competition [34]. GoogLeNet’s other name is Inception block.  It has a 22-layer deep CNN and 7 

million parameters. Pre-trained network can classify 1000 objects. The detailed configuration of 

GoogLeNet model for this study is given in Table 4. 

Table 4 The architecture of GoogLeNet model 

No Layer Properties No Layer Properties No Layer Properties 

1 Image Input 224×224×3 49 
2-D 

Convolution 
48 5×5×16 97 

2-D 

Convolution 

256 

1×1×528 

2 
2-D 

Convolution 
64 7×7×3 50 ReLU ReLU 98 ReLU ReLU 

3 ReLU ReLU 51 
2-D Max 

Pooling 
3×3 99 

2-D 

Convolution 

160 

1×1×528 

4 
2-D Max 

Pooling 
3×3 52 

2-D 

Convolution 

64 

1×1×480 

10

0 
ReLU ReLU 

5 

Cross 

Channel 

Norm. 

channels 

per 

element 

53 ReLU ReLU 
10

1 

2-D 

Convolution 

320 

3×3×160 

6 
2-D 

Convolution 
64 1×1×64 54 

Depth 

concatenatio

n 

4 inputs 
10

2 
ReLU ReLU 

7 ReLU ReLU 55 
2-D 

Convolution 

160 

1×1×512 

10

3 

2-D 

Convolution 

32 

1×1×528 

8 
2-D 

Convolution 

192 

3×3×64 
56 ReLU ReLU 

10

4 
ReLU ReLU 

9 ReLU ReLU 57 
2-D 

Convolution 

112 

1×1×512 

10

5 

2-D 

Convolution 

128 

5×5×32 

10 

Cross 

Channel 

Norm. 

5 channels 

per 

element 

58 ReLU ReLU 
10

6 
ReLU ReLU 

11 
2-D Max 

Pooling 
3×3 59 

2-D 

Convolution 

224 

3×3×112 

10

7 

2-D Max 

Pooling 
3×3 
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12 
2-D 

Convolution 

64 

1×1×192 
60 ReLU ReLU 

10

8 

2-D 

Convolution 

128 

1×1×528 

13 ReLU ReLU 61 
2-D 

Convolution 

24 

1×1×512 

10

9 
ReLU ReLU 

14 
2-D 

Convolution 

96 

1×1×192 
62 ReLU ReLU 

11

0 

Depth 

concatenation 
4 inputs 

15 ReLU ReLU 63 
2-D 

Convolution 
64 5×5×24 

11

1 

2-D Max 

Pooling 
3×3 

16 
2-D 

Convolution 

128 

3×3×96 
64 ReLU ReLU 

11

2 

2-D 

Convolution 

256 

1×1×832 

17 ReLU ReLU 65 
2-D Max 

Pooling 
3×3 

11

3 
ReLU ReLU 

18 
2-D 

Convolution 

16 

1×1×192 
66 

2-D 

Convolution 

64 

1×1×512 

11

4 

2-D 

Convolution 

160 

1×1×832 

19 ReLU ReLU 67 ReLU ReLU 
11

5 
ReLU ReLU 

20 
2-D 

Convolution 
32 5×5×16 68 

Depth 

concatenatio

n 

4 inputs 
11

6 

2-D 

Convolution 

320 

3×3×160 

21 ReLU ReLU 69 
2-D 

Convolution 

128 

1×1×512 

11

7 
ReLU ReLU 

22 
2-D Max 

Pooling 
3×3 70 ReLU ReLU 

11

8 

2-D 

Convolution 

32 

1×1×832 

23 
2-D 

Convolution 

32 

1×1×192 
71 

2-D 

Convolution 

128 

1×1×512 

11

9 
ReLU ReLU 

24 ReLU ReLU 72 ReLU ReLU 
12

0 

2-D 

Convolution 

128 

5×5×32 

25 

Depth 

concatenatio

n 

4 inputs 73 
2-D 

Convolution 

256 

3×3×128 

12

1 
ReLU ReLU 

26 
2-D 

Convolution 

128 

1×1×256 
74 ReLU ReLU 

12

2 

2-D Max 

Pooling 
3×3 

27 ReLU ReLU 75 
2-D 

Convolution 

24 

1×1×512 

12

3 

2-D 

Convolution 

128 

1×1×832 

28 
2-D 

Convolution 

128 

1×1×256 
76 ReLU ReLU 

12

4 
ReLU ReLU 

29 ReLU ReLU 77 
2-D 

Convolution 
64 5×5×24 

12

5 

Depth 

concatenation 
4 inputs 

30 
2-D 

Convolution 

192 

3×3×128 
78 ReLU ReLU 

12

6 

2-D 

Convolution 

384 

1×1×832 

31 ReLU ReLU 79 
2-D Max 

Pooling 
3×3 

12

7 
ReLU ReLU 

32 
2-D 

Convolution 

32 

1×1×256 
80 

2-D 

Convolution 

64 

1×1×512 

12

8 

2-D 

Convolution 

192 

1×1×832 

33 ReLU ReLU 81 ReLU ReLU 
12

9 
ReLU ReLU 

34 
2-D 

Convolution 
96 5×5×32 82 

Depth 

concatenatio

n 

4 inputs 
13

0 

2-D 

Convolution 

384 

3×3×192 

35 ReLU ReLU 83 
2-D 

Convolution 

112 

1×1×512 

13

1 
ReLU ReLU 

36 
2-D Max 

Pooling 
3×3 84 ReLU ReLU 

13

2 

2-D 

Convolution 

48 

1×1×832 

37 
2-D 

Convolution 

64 

1×1×256 
85 

2-D 

Convolution 

144 

1×1×512 

13

3 
ReLU ReLU 

38 ReLU ReLU 86 ReLU ReLU 
13

4 

2-D 

Convolution 

128 

5×5×48 
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39 

Depth 

concatenatio

n 

4 inputs 87 
2-D 

Convolution 

288 

3×3×144 

13

5 
ReLU ReLU 

40 
2-D Max 

Pooling 
3×3 88 ReLU ReLU 

13

6 

2-D Max 

Pooling 
3×3 

41 
2-D 

Convolution 

192 

1×1×480 
89 

2-D 

Convolution 

32 

1×1×512 

13

7 

2-D 

Convolution 

128 

1×1×832 

42 ReLU ReLU 90 ReLU ReLU 
13

8 
ReLU ReLU 

43 
2-D 

Convolution 

96 

1×1×480 
91 

2-D 

Convolution 
64 5×5×32 

13

9 

Depth 

concatenation 
4 inputs 

44 ReLU ReLU 92 ReLU ReLU 
14

0 

2-D Global 

Avg. Pooling 
2-D 

45 
2-D 

Convolution 

208 

3×3×96 
93 

2-D Max 

Pooling 
3×3 

14

1 
Dropout 

40% 

dropout 

46 ReLU ReLU 94 
2-D 

Convolution 

64 

1×1×512 

14

2 

Fully 

Connected 
2 

47 
2-D 

Convolution 

16 

1×1×480 
95 ReLU ReLU 

14

3 
Softmax softmax 

48 ReLU ReLU 96 

Depth 

concatenatio

n 

4 inputs 
14

4 

Classification 

Output 
2 classes 

 

3.3. ResNet-50 

ResNet stands for Residual Network introduced in the 2015 p by He Kaiming et. al.[35] ResNet50 is a 

CNN architecture with 50-layer deep CNN. Pre-trained network can classify into 1000 categories. The 

architecture has 25.6 million parameters. The detailed configuration of ResNet-50 model for this study 

is given in Table 5. 

Table 5 The architecture of ResNet-50 model 

No Layer Properties No Layer Properties No Layer Properties 

1 

Image 

Input 224×224×3 60 

2-D 

Conv. 

128 

1×1×512 119 Batch Norm. 

1024 

channels 

2 

2-D 

Conv. 64 7×7×3 61 

Batch 

Norm. 

128 

channels 120 Addition 2 inputs 

3 

Batch 

Norm. 

64 

channels 62 ReLU ReLU 121 ReLU ReLU 

4 ReLU ReLU 63 

2-D 

Conv. 

128 

3×3×128 122 2-D Conv. 

256 

1×1×1024 

5 

2-D Max 

Pooling 3×3 64 

Batch 

Norm. 

128 

channels 123 Batch Norm. 

256 

channels 

6 

2-D 

Conv. 64 1×1×64 65 ReLU ReLU 124 ReLU ReLU 

7 

Batch 

Norm. 

64 

channels 66 

2-D 

Conv. 

512 

1×1×128 125 2-D Conv. 

256 

3×3×256 

8 ReLU ReLU 67 

Batch 

Norm. 

512 

channels 126 Batch Norm. 

256 

channels 

9 

2-D 

Conv. 64 3×3×64 68 Addition 2 inputs 127 ReLU ReLU 

10 

Batch 

Norm. 

64 

channels 69 ReLU ReLU 128 2-D Conv. 

1024 

1×1×256 

11 ReLU ReLU 70 

2-D 

Conv. 

128 

1×1×512 129 Batch Norm. 

1024 

channels 

12 

2-D 

Conv. 

256 

1×1×64 71 

Batch 

Norm. 

128 

channels 130 Addition 2 inputs 

13 

2-D 

Conv. 

256 

1×1×64 72 ReLU ReLU 131 ReLU ReLU 
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14 

Batch 

Norm. 

256 

channels 73 

2-D 

Conv. 

128 

3×3×128 132 2-D Conv. 

256 

1×1×1024 

15 

Batch 

Norm. 

256 

channels 74 

Batch 

Norm. 

128 

channels 133 Batch Norm. 

256 

channels 

16 Addition 2 inputs 75 ReLU ReLU 134 ReLU ReLU 

17 ReLU ReLU 76 

2-D 

Conv. 

512 

1×1×128 135 2-D Conv. 

256 

3×3×256 

18 

2-D 

Conv. 

64 

1×1×256 77 

Batch 

Norm. 

512 

channels 136 Batch Norm. 

256 

channels 

19 

Batch 

Norm. 

64 

channels 78 Addition 2 inputs 137 ReLU ReLU 

20 ReLU ReLU 79 ReLU ReLU 138 2-D Conv. 

1024 

1×1×256 

21 

2-D 

Conv. 64 3×3×64 80 

2-D 

Conv. 

256 

1×1×512 139 Batch Norm. 

1024 

channels 

22 

Batch 

Norm. 

64 

channels 81 

Batch 

Norm. 

256 

channels 140 Addition 2 inputs 

23 ReLU ReLU 82 ReLU ReLU 141 ReLU ReLU 

24 

2-D 

Conv. 

256 

1×1×64 83 

2-D 

Conv. 

256 

3×3×256 142 2-D Conv. 

512 

1×1×1024 

25 

Batch 

Norm. 

256 

channels 84 

Batch 

Norm. 

256 

channels 143 Batch Norm. 

512 

channels 

26 Addition 2 inputs 85 ReLU ReLU 144 ReLU ReLU 

27 ReLU ReLU 86 

2-D 

Conv. 

1024 

1×1×256 145 2-D Conv. 

512 

3×3×512 

28 

2-D 

Conv. 

64 

1×1×256 87 

2-D 

Conv. 

1024 

1×1×512 146 Batch Norm. 

512 

channels 

29 

Batch 

Norm. 

64 

channels 88 

Batch 

Norm. 

1024 

channels 147 ReLU ReLU 

30 ReLU ReLU 89 

Batch 

Norm. 

1024 

channels 148 2-D Conv. 

2048 

1×1×512 

31 

2-D 

Conv. 64 3×3×64 90 Addition 2 inputs 149 2-D Conv. 

2048 

1×1×1024 

32 

Batch 

Norm. 

64 

channels 91 ReLU ReLU 150 Batch Norm. 

2048 

channels 

33 ReLU ReLU 92 

2-D 

Conv. 

256 

1×1×1024 151 Batch Norm. 

2048 

channels 

34 

2-D 

Conv. 

256 

1×1×64 93 

Batch 

Norm. 

256 

channels 152 Addition 2 inputs 

35 

Batch 

Norm. 

256 

channels 94 ReLU ReLU 153 ReLU ReLU 

36 Addition 2 inputs 95 

2-D 

Conv. 

256 

3×3×256 154 2-D Conv. 

512 

1×1×2048 

37 ReLU ReLU 96 

Batch 

Norm. 

256 

channels 155 Batch Norm. 

512 

channels 

38 

2-D 

Conv. 

128 

1×1×256 97 ReLU ReLU 156 ReLU ReLU 

39 

Batch 

Norm. 

128 

channels 98 

2-D 

Conv. 

1024 

1×1×256 157 2-D Conv. 

512 

3×3×512 

40 ReLU ReLU 99 

Batch 

Norm. 

1024 

channels 158 Batch Norm. 

512 

channels 

41 

2-D 

Conv. 

128 

3×3×128 100 Addition 2 inputs 159 ReLU ReLU 

42 

Batch 

Norm. 

128 

channels 101 ReLU ReLU 160 2-D Conv. 

2048 

1×1×512 

43 ReLU ReLU 102 

2-D 

Conv. 

256 

1×1×1024 161 Batch Norm. 

2048 

channels 
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44 

2-D 

Conv. 

512 

1×1×128 103 

Batch 

Norm. 

256 

channels 162 Addition 2 inputs 

45 

2-D 

Conv. 

512 

1×1×256 104 ReLU ReLU 163 ReLU ReLU 

46 

Batch 

Norm. 

512 

channels 105 

2-D 

Conv. 

256 

3×3×256 164 2-D Conv. 

512 

1×1×2048 

47 

Batch 

Norm. 

512 

channels 106 

Batch 

Norm. 

256 

channels 165 Batch Norm. 

512 

channels 

48 Addition 2 inputs 107 ReLU ReLU 166 ReLU ReLU 

49 ReLU ReLU 108 

2-D 

Conv. 

1024 

1×1×256 167 2-D Conv. 

512 

3×3×512 

50 

2-D 

Conv. 

128 

1×1×512 109 

Batch 

Norm. 

1024 

channels 168 Batch Norm. 

512 

channels 

51 

Batch 

Norm. 

128 

channels 110 Addition 2 inputs 169 ReLU ReLU 

52 ReLU ReLU 111 ReLU ReLU 170 2-D Conv. 

2048 

1×1×512 

53 

2-D 

Conv. 

128 

3×3×128 112 

2-D 

Conv. 

256 

1×1×1024 171 Batch Norm. 

2048 

channels 

54 

Batch 

Norm. 

128 

channels 113 

Batch 

Norm. 

256 

channels 172 Addition 2 inputs 

55 ReLU ReLU 114 ReLU ReLU 173 ReLU ReLU 

56 

2-D 

Conv. 

512 

1×1×128 115 

2-D 

Conv. 

256 

3×3×256 174 

2-D Global Average 

Pooling 2-D 

57 

Batch 

Norm. 

512 

channels 116 

Batch 

Norm. 

256 

channels 175 Fully Connected 

Fully 

Connected 

58 Addition 2 inputs 117 ReLU ReLU 176 Softmax softmax 

59 ReLU ReLU 118 

2-D 

Conv. 

1024 

1×1×256 177 

Classification 

Output 2 classes 

 

3.4. MobileNet-v2 

MobileNet-v2 has an architecture designed to be used mostly on mobile devices. With 3.5 million 

parameters, it has fewer parameters than other architectures. It has 53-layer deep CNN. It is trained with 

over a million data from the ImageNet dataset. The pre-trained network can classify into 1000 

categories. The low number of parameters also reduces the training time. The detailed configuration of 

MobileNet-v2 model for this study is given in Table 6. 

Table 6 The architecture of MobileNet-v2 model 

Layer Properties No Layer Properties No Layer Properties 

Image 

Input 
224×224×3 53 

2-D 

Conv. 
192 1×1×32 105 2-D Conv. 576 1×1×96 

2-D 

Conv. 
32 3×3×3 54 

Batch 

Norm. 

192 

channels 
106 Batch Norm. 576 channels 

Batch 

Norm. 
32 channels 55 

Clipped 

ReLU 
ceiling 6 107 Clipped ReLU ceiling 6 

Clipped 

ReLU 
ceiling 6 56 

2-D 

Grouped 

Conv. 

192 groups 

of 1 3×3×1 
108 

2-D Grouped 

Conv. 
576 groups 

2-D 

Grouped 

Conv. 

32 groups 57 
Batch 

Norm. 

192 

channels 
109 Batch Norm. 576 channels 

Batch 

Norm. 
32 channels 58 

Clipped 

ReLU 
ceiling 6 110 Clipped ReLU ceiling 6 

Clipped 

ReLU 
ceiling 6 59 

2-D 

Conv. 
64 1×1×192 111 2-D Conv. 96 1×1×576 

2-D 

Conv. 
16 1×1×32 60 

Batch 

Norm. 
64 channels 112 Batch Norm. 96 channels 
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2-D 

Conv. 
32 1×1×192 93 

Clipped 

ReLU 
ceiling 6 145 Clipped ReLU ceiling 6 

Batch 

Norm. 
32 channels 94 

2-D 

Conv. 
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Norm. 
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Norm. 
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Clipped 
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2-D 

Conv. 
32 1×1×192 102 

2-D 

Conv. 
96 1×1×576 154 

Classification 

Output 
2 classes 

Batch 

Norm. 
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Batch 

Norm. 
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3.5. VGG-16 

It is trained with more than 14 million data in the VGG-16 ImageNet dataset. It’s training took weeks. 

It has 41 layers. With 138 million parameters, it is the architecture with the most parameters among 

those used in this study. The pre-trained network can classify into 1000 categories. The detailed 

configuration of VGG-16 model for this study is given in Table 7. 

Table 7 The architecture of VGG-16 model 

No Layer Properties No Layer Properties No Layer Properties 

1 Image Input 224x224x3  15 ReLU ReLU 29 ReLU ReLU 

2 Convolution 64 3x3x3  16 Convolution 
256 

3x3x256  
30 Convolution 

512 

3x3x512  

3 ReLU ReLU 17 ReLU ReLU 31 ReLU ReLU 

4 Convolution 64 3x3x64  18 
Max 

Pooling 
2x2 32 Max Pooling 2x2 

5 ReLU ReLU 19 Convolution 
512 

3x3x256  
33 Fully Connected 4096 

6 
Max 

Pooling 
2x2 20 ReLU ReLU 34 ReLU ReLU 

7 Convolution 
128 

3x3x64  
21 Convolution 

512 

3x3x512  
35 Dropout 

50% 

dropout 

8 ReLU ReLU 22 ReLU ReLU 36 Fully Connected 4096 
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9 Convolution 
128 

3x3x128  
23 Convolution 

512 

3x3x512  
37 ReLU ReLU 

10 ReLU ReLU 24 ReLU ReLU 38 Dropout 
50% 

dropout 

11 
Max 

Pooling 
2x2 25 

Max 

Pooling 
2x2 39 Fully Connected 2 

12 Convolution 
256 

3x3x128  
26 Convolution 

512 

3x3x512  
40 Softmax softmax 

13 ReLU ReLU 27 ReLU ReLU 41 
Classification 

Output 
2 classes 

14 Convolution 
256 

3x3x256  
28 Convolution 

512 

3x3x512        

 

3.6. Dataset 

The data set used in this study was created with a mobile application developed to take microscopic 

images and samples taken from patients and non-sick individuals in Mahidol-Oxford Tropical Medicine 

Research Unit in Bangkok [36]. The data set was shared on the internet available to researchers. It is 

possible to reach the data set from many different links. In this study, the data obtained from the Kaggle 

platform was used [37]. The Malaria dataset contains a total of 27,558 cell images with samples of 

equally parasitized and uninfected cells from thin blood smear slide images of segmented cells. Sample 

images from dataset is given in Figure 3. Parasitized cells contain Plasmodium in different sizes and 

shapes. 

 

(a) 

 
(b) 

Figure 3 Sample dataset images (a) uninfected (b) parasitized 

The image sizes in the data set are resized according to the input sizes of the network to be used. In this 

study data augmentation was not applied. 70% of the data were used as training data and 30% as test 

data. Number of images for training is 19290 and number of images for validation is 8268. Number of 

parasitized and uninfected images are equal. 

4. Training of models 

Learning curves that showing the progress over the experience during the training of a machine learning 

models are just a mathematical representation of the learning process. We observe accuracy and loss 

performances from plots according to validation data. In this section training progress of models are 

given. 

Screenshots of the training window for AlexNet are given in Fig. 4, Fig. 5, and Fig.6 respectively. 

Accuracy and loss rates according to iteration are shown in these graphs. The validation accuracy is 

obtained 95,9% with sgdm optimizer, 50% with adam optimizer, 95,22% with rmsprop optimizer at 
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learning rate of 0.001 and 96.08% with sgdm optimizer, 94.19% with adam optimizer, 95.85% with 

rmsprop optimizer learning rate of 0.0001. 

 

   
                                           (a)                                                                           (b) 

Figure 4 Re-training of AlexNet Network Model with sgdm Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 5 Re-training of AlexNet Network Model with adam Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 6 Re-training of AlexNet Network Model with rmsprop Optimizer (a)lr=0.001 (b) lr=0.0001 

 

Screenshots of the training window for GoogLeNet are given in Fig. 7, Fig. 8, and Fig.9 respectively. 

Accuracy and loss rates according to iteration are shown in these graphs. Accuracy and loss rates 

according to iteration are shown in these graphs. The validation accuracy is obtained 95,22% with sgdm 

optimizer, 95,46% with adam optimizer, 95,54% with rmsprop optimizer and 96.07% with sgdm 

optimizer, 96.26% with adam optimizer, 96.73% with rmsprop optimizer learning rate of 0.0001. 
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                                           (a)                                                                           (b) 

Figure 7 Re-training of GoogLeNet Network Model with sgdm Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 8 Re-training of GoogLeNet Network Model with adam Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 9 Re-training of GoogLeNet Network Model with rmsprop Optimizer (a)lr=0.001 (b) lr=0.0001 

 

Screenshots of the training window for ResNet-50 are given in Fig. 10, Fig. 11, and Fig.12 respectively. 

Accuracy and loss rates according to iteration are shown in these graphs. The validation accuracy is 

obtained 95,57% with sgdm optimizer, 95,66% with adam optimizer, 95,05% with rmsprop optimizer 

at learning rate of 0.001 and 95.65% with sgdm optimizer, 96.76% with adam optimizer, 96.07% with 

rmsprop optimizer learning rate of 0.0001. 
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                                           (a)                                                                           (b) 

Figure 10 Re-training of ResNet-50 Network Model with sgdm Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 3 Re-training of ResNet-50 Network Model with adam Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 4 Re-training of ResNet-50 Network Model with rmsprop Optimizer (a)lr=0.001 (b) lr=0.0001 

 

Screenshots of the training window for MobileNet-v2 are given in Fig. 13, Fig. 14, and Fig.15 

respectively. Accuracy and loss rates according to iteration are shown in these graphs. The validation 

accuracy is obtained 95,09% with sgdm optimizer, 96,53% with adam optimizer, 96,31% with rmsprop 

optimizer at learning rate of 0.001 and 95.72% with sgdm optimizer, 95.63% with adam optimizer, 

96.13% with rmsprop optimizer learning rate of 0.0001. 



Sakarya University Journal of Computer and Information Sciences 

 

Emel SOYLU 

442 

 

  
                                           (a)                                                                           (b) 

Figure 5 Re-training of MobileNet-v2 Network Model with sgdm Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 6 Re-training of MobileNet-v2 Network Model with adam Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 7 Re-training of MobileNet-v2 Network Model with rmsprop Optimizer (a)lr=0.001 (b) lr=0.0001 

 

A large number of parameters also affects the retraining speed. Among the architectures used in this 

study, the longest training period belongs to this architecture. Screenshots of training window for VGG-

16 are given in Fig. 16, Fig. 17, and Fig.18 respectively. The validation accuracy is obtained 93,89% 

with sgdm optimizer, 50% with adam optimizer, 50% with rmsprop optimizer at learning rate of 0.001 

and 95.42% with sgdm optimizer, 96.46% with adam optimizer, 95.52% with rmsprop optimizer 

learning rate of 0.0001. 
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                                           (a)                                                                           (b) 

Figure 8 Re-training of the VGG-16 Network Model with sgdm Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 9 Re-training of the VGG-16 Network Model with adam Optimizer (a)lr=0.001 (b) lr=0.0001 

 

  
                                           (a)                                                                           (b) 

Figure 10 Re-Training of The VGG-16 Network Model with Rmsprop Optimizer (a)lr=0.001 (b) lr=0.0001 

 

5. Results 

Table 8. represents the entire training results for 0.001 initial learning rate, 30 batch size, and 10 epoch. 

The most successful results were obtained when the MobileNet-v2 network was trained using the adam 

optimizer. The network reached a 96,53% validation accuracy rate.  
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Table 8 Re-training results of network models at 0.001 learning rate 

No Architecture 
Learning 

Algorithm 

Learning 

Rate 

Batch 

Size 

Validation 

Accuracy 

1 AlexNet sgdm 0.001 30 95.9 

2 AlexNet adam 0.001 30 50 

3 AlexNet rmsprop 0.001 30 95.22 

4 GoogLeNet sgdm 0.001 30 95.46 

5 GoogLeNet adam 0.001 30 95.75 

6 GoogLeNet rmsprop 0.001 30 95.54 

7 ResNet-50 sgdm 0.001 30 95.57 

8 ResNet-50 adam 0.001 30 95.66 

9 ResNet-50 rmsprop 0.001 30 95.05 

10 MobileNet-v2 sgdm 0.001 30 95.09 

11 MobileNet-v2 adam 0.001 30 96.53 

12 MobileNet-v2 rmsprop 0.001 30 96.31 

13 VGG-16 sgdm 0.001 30 93.89 

14 VGG-16 adam 0.001 30 50 

15 VGG-16 rmsprop 0.001 30 50 

 

Performance rates from highest to lowest at 0.001 learning rate are given in Figure 19. According to the 

experimental results, the best results were obtained from the combination of MobileNet-v2 architecture, 

adam learning algorithm. Goodfits are obtained except three experiments. Combinations VGA16 -sgdm, 

VGA16-adam, AlexNet-adam failed with this problem. 

 

 
Figure 11 Success Rates of Models at 0.001 learning rate 

 

Table 9. represents the entire training results for 0.0001 initial learning rate, 30 batch size, and 10 epoch. 

The most successful results were obtained when the ResNet-50 network was trained using the adam 

optimizer. The network reached a 96,76 % validation accuracy rate. The optimizer type setting is 

important when using a low learning rate. 
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Table 9 Re-training results of network models at 0.0001 learning rate 

No Architecture 
Learning 

Algorithm 

Learning 

Rate 

Batch 

Size 

Validation 

Accuracy 

1 AlexNet sgdm 0.0001 30 96.08 

2 AlexNet adam 0.0001 30 94.19 

3 AlexNet rmsprop 0.0001 30 95.85 

4 GoogleNet sgdm 0.0001 30 96.07 

5 GoogleNet adam 0.0001 30 96.26 

6 GoogleNet rmsprop 0.0001 30 96.73 

7 ResNet-50 sgdm 0.0001 30 95.65 

8 ResNet-50 adam 0.0001 30 96.76 

9 ResNet-50 rmsprop 0.0001 30 96.07 

10 MobileNet-v2 sgdm 0.0001 30 95.72 

11 MobileNet-v2 adam 0.0001 30 95.63 

12 MobileNet-v2 rmsprop 0.0001 30 96.13 

13 VGG-16 sgdm 0.0001 30 95.42 

14 VGG-16 adam 0.0001 30 96.46 

15 VGG-16 rmsprop 0.0001 30 95.52 

 

Performance rates from highest to lowest at 0.0001 learning rate are given in Figure 20. According to 

the experimental results, the best results were obtained from the combination of ResNet architecture, 

adam learning algorithm.  

 

 
Figure 20 Success Rates of Models at 0.0001 learning rate 

In general, the training results were good when the learning rate value was set to 0.0001. Goodfits have 

been obtained. There is not much difference between the performance rates of the models. For situations 

where the performance ratios are close to each other, it would be logical to choose the architecture with 

less number of parameters. In this way, the processing load is less and the result is calculated faster. 

6. Conclusions 

Malaria is a type of disease that kills when left untreated. Thousands of people die each year due to this 

disease. When treated, there is full recovery. Malaria can be diagnosed by looking for the malaria 
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parasite in the red blood cell. Deep learning techniques are frequently used in disease detection. Deep 

learning techniques are very successful in classification problems. Using transfer-based deep learning 

techniques provides fast and high-performance solutions in image classification. Pre-trained networks 

are trained using millions of data sets and have proven architectures. In this study, the effect of 3 types 

of learning algorithms on the performance of 5 types of pre-trained networks at two different learning 

rate values was investigated. The disease was diagnosed by classifying the red blood cells as having or 

not having malaria parasites. The duration of the re-trainings, the success rates, and the effects of the 

learning algorithm on the success was interpreted. When the learning value is set to 0.0001 with the 

ResNet-50 model and adam optimizer, the maximum success rate of 96.76% has been reached. 
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Abstract 

Hodgkin-type lymphoma is a disease with unique histological, immunophenotypic, and clinical features. This 

disease occurs in nearly 30% of all lymphomas. Its treatable is high. However, the treatment plan is specified after 

the stage and risk status are determined. For this reason, it is an important process for doctors to decide on the 

stage of the disease correctly. Some of the data used for this decision are the patient's history, detailed physical 

examination, laboratory findings, imaging methods and bone marrow biopsy results. Hybrid FDG-PET is an 

important imaging method used in the medical world. This method is used in diagnosis, evaluation of response 

given to treatment, staging and restaging process. However, it is radiation-based. Therefore it has the possibility 

of producing undesirable results in the future. In this study, an artificial intelligence-based computer-assisted 

decision support system is done to reduce the number of used medical methods and radiation exposure. Data were 

obtained from the NCBI-GEO dataset. The evaluation of these data, which contains missing values, is handled in 

two ways. Firstly, samples with missing values in the initial evaluation are deleted from the dataset. Then, these 

data are trained with “trainlm” function in artificial neural network architecture. However, reducing the error value 

of the estimates is important. For this, the artificial neural network architecture is retrained with the artificial bee 

colony algorithm, particle swarm optimization algorithm and invasive weed algorithm, respectively. Secondly, the 

same operations are performed again on the dataset containing missing values. As a result of the training, the 

maximum performance was obtained for invasive weed and particle swarm optimization algorithms with 

1,45547E+14 and 1,23103E+14 average error rates, respectively. 

Keywords: staging in hodgkin lymphoma, artificial neural networks, particle swarm optimization 

algorithm, invasive weed optimization algorithm, constructing  hybrid structure for decision support system 

1. Introduction 

Hodgkin-type lymphoma was described by Thomas Hodgkin in 1832. This disease occurs from the B 

cell lineage. It has unique histological, immunophenotypic and clinical features. It consists of nearly 

30% of all lymphomas. Hodgkin lymphoma is classified into two groups according to the WHO (World 

Health Organization) guide. The first group is Nodular Lymphocyte Predominant Hodgkin Lymphoma 

(NLP-HL), which constitutes 5% of Hodgkin lymphomas. The second group is Classical Hodgkin 

Lymphoma, which constitutes 95% of Hodgkin lymphomas. Classical Hodgkin Lymphoma group is 

also evaluated in 4 subclasses that are Nodular Sclerosis, Mixed Cellularity, Lymphocyte Rich and 

Lymphocyte Depleted. In this scale that constitutes 95% of Hodgkin lymphomas, the incidence rate of 

these subclasses is stated as 70%, 20%, 5% and 5%, respectively. The symptoms of Hodgkin lymphoma 

patients are manifested by painless enlargement of lymph nodes, spleen, and other immune tissues. 

Fever, night sweats, itchy skin, weight loss, loss of appetite and fatigue are other possible symptoms 

[1]. 

Hodgkin lymphoma is a treatable disease. The survival rate for 5 years is 81%. However, there is a 

possibility of the relapsing of the disease to different regions. This possibility is seen in nearly 30% of 

patients. Hodgkin lymphoma consists of 4 stages. Stage 1 is the involvement of a single lymph node 
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region or lymphoid structure. Stage 2 is the involvement of two or more lymph node regions for the 

same side of the diaphragm. Stage 3 is the involvement of lymph node regions or structures for both 

regions of the diaphragm. Stage 4 is the diffuse involvement of one or more extra lymphatic organs [1]. 

A treatment plan is made after determining the stage and risk group for HL patients. Characterizations 

for early-stage good risk, early-stage bad risk and advanced-stage are made. These characterizations are 

(Stage I-II, no adverse factor), (Stage I-II, any of the negative factors), (Stage III-IV disease) 

respectively [2]. 

The decision to be made for the stage of the disease by the doctors is important. Detailed physical 

examination, laboratory findings, imaging methods (chest x-ray, chest and CT scan), and bone marrow 

biopsy results are used for this decision. However, pathological examinations performed in NLP 

Hodgkin Lymphoma and Classical Hodgkin Lymphoma are monitored for different target cells and a 

sufficient sample is an important parameter in pathological examinations. On the other hand, biopsy 

evaluations containing insufficient malignant cells do not produce clear results. At the same time, it is 

stated that CT (Computed tomography), which is a radiological-based imaging method, is insufficient 

in demonstrating spleen involvement. In addition, nearly 15% of HL patients, which were described as 

an early stage in the staging process with CT, were shown to be advanced stage with PET-CT(Positron 

Emission Tomography-Computed Tomography). For this reason, the patient's history, detailed physical 

examination, laboratory tests, bone marrow biopsy and imaging approaches is a critical issues in order 

to decide on the correct diagnosis and stage [1][2].  

Positron Emission Tomography is an approach that reaches the patient from vascular after the 

radioactive labelling of glucose sugar.  The distribution of this substance in the body is examined using 

a scanner. Glucose is a substance used a lot, especially by lymphoma cells. Therefore, as a result of this 

process, the body's glucose metabolism changes and sick areas appear [2]. The PET-CT method is 

accepted in the medical world as a standard for the detection of tumour cells [2]. In the scope of this 

hybrid structure, while PET provides information on the distribution of glucose in the body, CT provides 

anatomical details of normal and pathological tissues in the body. Hybrid PET-CT is also used in 

diagnosis, evaluation of response given to treatment, staging and restaging [2][3]. FDG-PET/CT has a 

higher sensitivity than bone marrow biopsy [4]. Since 2014, the response given to treatment is evaluated 

according to CT and PET-CT [2]. Today, the most widely used PET radiopharmaceutical is 

fluorodeoxyglucose (FDG), a glucose analog labeled with Fluor-18 (F-18) [5]. After it is given to the 

body, it accumulates in the bladder. This results in an increase in the rate of radiation in the bladder and 

its membrane. On the other hand, the late effects of radiation are another important issue. Standard dose 

protocol or dose protocol varying according to weight is an important criterion to be considered in PET-

CT procedures to be applied to the patient. However, it is stated that the rate of PET-CT facilities, where 

patient weight is taken into account, is 44% [3]. In addition, if there is a suspicion of pregnancy or if the 

breastfeeding process continues, it should be done under the control of a doctor within the scope of 

certain instructions [5]. Also, positron emission tomography is a medical method with high economic 

costs [4].   

FDG-PET, which is also included in the post-treatment evaluation process, may produce false positive 

results for some conditions. This situation causes the to be misdirected in the evaluation process due to 

post-treatment infections. As a result of misdirections; unnecessary radiation exposure, biopsies and 

patient anxieties occur [4]. 

In normal conditions, the prognosis of Hodgkin lymphoma is good. Especially if the disease is in its 

early stage and there are no undesirable factors, the healthy life expectancy for 5 years is nearly 90%. 

Even in the advanced stage of the disease, this rate is in the period of 70%-90%. For HL patients with a 

high probability of success, the main goals of future-oriented are to prevent the treatment's side effects 

and to make an early diagnosis. Depending on the late treatment, conditions such as breast cancer, 

thyroid cancer, GIS cancer, leukemia, soft tissue sarcoma, lung cancer and other different cancers, 

cardiovascular diseases, and organ failure may occur. Therefore, early diagnosis and early prediction of 

alternative treatment options are important in terms of preventing complications and unnecessary 

treatments [6].  
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In the literature, decision support systems using different methods have been constructed to evaluate the 

diagnosis, stage and response given to treatment of lymphoma disease. Because it is important to choose 

the correct diagnosis and staging for the treatment to be effective. In this context, in the [7] study  a 

multiclass classification of non-hodgkin lymphomas was made. The best success rate achieved in this 

article, in which morphological and non-morphological descriptors were extracted from cell nuclei, was 

obtained as 0.956 with the linear regression approach. In the [8] study is provided to distinguish cancer 

lesions from other structures with FDG PET/CT. The maximum performance criterion reached with the 

SVM classifier was obtained as 0.91 for the AUC value. In the [9] study is aimed segmentation and 

classification of lymphoma histological images. Firstly, the segmentation process is carried out with 

evolutionary algorithms. Then, classification is provided with the Support Vector Machine method using 

the texture and color features extracted from the images. The best average accuracy rate is obtained with 

Differential Evolution technique as 99.38%. In the [10] study is classified centroblast and non-

centroblast cells for microscopic images obtained through follicular lymphoma tissue biopsy with 

Support Vector Regression and Radial Basis Kernel Function. The average detection accuracy is 

obtained as 97.44%. The feature extraction method is developed in the  [11] study to classify 3 

lymphoma types (mantle cell lymphoma, follicular lymphoma and chronic lymphocytic leukemia). 

Features are extracted from lymphoma images using this developed method. Then these attributes are 

classified by decision tree (DT), support vector machines (SVM), random forests (RaF), naive bayes 

(NB), K-star (K*) classifiers. The best result achieved in a result of the classification process is obtained 

with the random forest. On the test dataset, this ratio is evaluated with the cross validation method and 

the AUC ratio is found as 0.963. In the [12] study used stained tissue images; benign lesion, carcinoma, 

and lymphoma data is classified with the weighted KNN model. The average success rate is improved 

with CLAHE and PCA methods. The maximum success rate achieved is obtained as 85.5%. In the [13] 

study, features are extracted from histological images using a convolutional neural network for the 

classification of malignant lymphatic images. Then these feature vectors are given as inputs to 

Convolutional Neural Networks, Support Vector Machines (SVM) and Random-Forests classifiers. The 

convolutional neural network model produced the best result with a classification success of 93.27%. In 

the [14] study, lymphoma images belonging to 3 classes is classified. In the classification process, 

Resnet 50, modified Resnet50 and 5-layer CNN structures are trained with different optimization 

algorithms. The achieved maximum accuracy is 0.9990 for the KIMIA Path 960 dataset and 0.9813 for 

the NIA Curated dataset. 

Studies in the literature were carried out to create a computer-based decision support system. Because 

the treatment process can be difficult and laborious for both patients and doctors. The oncologists, 

especially for patients with HL uses critical parameters such as anamnesis, detailed physical 

examination, laboratory findings, imaging modalities (X-ray, CT scan, and PET-CT) and bone marrow 

biopsy results for early diagnosis, evaluation of response given to treatment, staging or restaging. 

[15][16][17][18][19][20] studies indicate that PET-CT imaging approach offers more successful 

outcomes in the process of deciding the stage of lymphoma disease compared to other approaches. All 

these approaches applied for the diagnosis and treatment of patients diagnosed with HL may cause 

anxiety on patients or radiation-based methods may produce undesirable results in the long term. For 

this reason, a decision support system was built to reduce the number of methods used in staging and 

the radiation exposure. 

In this study, initially, diagnostic biopsy samples taken from Hodgkin lymphoma patients were obtained 

from the NCBI-GEO dataset. These data consist of IPS score, age, gender information, albumin level, 

hemoglobin level, lymphocyte ratio and white blood cell count features. However, some patient samples 

contain missing values. Therefore, 2 different evaluations were made regarding the data set. In the first 

evaluation, patient samples containing missing values from the dataset were deleted. The remaining 99 

data were given as input to the artificial neural network. This model was trained with the trainlm function 

updating the bias and weight values according to the Levenberg-Marquardt approach. In this model 

consisting of 5 neurons and 1 hidden layer, the tansig and purelin transfer functions were used. The 

achieved error rate was found as 2.33185E+14. Then, the same processes were repeated for the dataset 

that contain missing values. The error rate reached for this evaluation was also found as 4.89165E+13. 
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However, in order to increase the power of the predictions and to give more successful decisions for the 

4 stages, the same neural network was retrained with ABC, PSO and IWO algorithms. As a result of 

1000 iterations, the most successful output for the test dataset that does not contain missing values was 

obtained as the artificial neural network trained with the PSO algorithm. The minimum error value 

reached on the test data set was found as 1.23103e+14. Then, the same operations performed with the 

optimization algorithms were performed again on 130 data that contain missing values. As a result of 

the training, the most successful output was obtained with the artificial neural network trained with the 

IWO algorithm. The minimum error rate reached for the second evaluation was found as 1.45547E+14. 

An improvement has been made on the test datasets for both evaluations and the achieved error rates 

are close values. This shows that the data of patients diagnosed with HL containing missing values can 

be tolerated with the hybrid use of artificial intelligence and optimization algorithms. At the same time, 

real-world data is likely to contain missing values. Consequently, it is planned that the created the 

computer-aided decision support system will give an idea to the doctors. 

2. Material and Method  

This section presents an artificial intelligence-based study in order to correctly decide on the stage of 

patients diagnosed with lymphoma. In this study, firstly, an estimation process in which artificial neural 

networks are used in the training of the model takes place. Then, three different optimization algorithms 

named artificial bee colony, particle swarm and invasive weed are used to improve the obtained 

performance of predictions. The format of the dataset, classification method and optimization 

approaches are explained below. 

2.1. Dataset 

In this study, NCBI-GEO dataset is used. The used data has the id numbers in the GSM447610-

GSM447739 range in the GSE17920 series and it is provided from the [21] site. The dataset consists of 

data containing values of diagnostic biopsy samples obtained from patients with Hodgkin lymphoma. 

In this study, estimation is done using IPS score, age, gender information, albumin level, hemoglobin 

level, lymphocyte ratio and white blood cell count values. However, there are missing values in the data 

obtained from 130 different individuals. For this reason, two separate evaluations are made. In the first 

evaluation, 130 different samples that all data is used. The second evaluation is carried out on 99 separate 

data that consists of not missing values. The IPS (International Prognostic Score) score, which is 

included in the features, is a feature that provides an evaluation of the prognosis on a certain scale. It is 

evaluated in the range of 0 to 7. An IPS value closer to 7 indicates increased risk [22]. 70% and %30 of 

the data used in this study are chosen randomly from all data as training and testing datasets. Then, these 

data are given as input to the artificial neural network architecture. 

2.2. Used Neural Network Architecture and Optimization Algorithms 

Artificial intelligence is a framework that enables the cognitive abilities of humans to be imitated by 

machines. It can be used in different fields such as mathematics, statistics, linguistics, computer science, 

neurobiology and psychology [23]. However, it also has a tendency to perform error-prone tasks that 

are studied using statistical methods and whose evaluation of human intelligence is impractical [24]. In 

particular, it provides an effective interpretation of the data created by people as a result of observation. 

It also has the power inferring for specific clinical diagnostic tasks from large and complex data stacks 

[24]. 

Artificial intelligence, which can be used as a decision support system in the medical field, performs the 

learning actions on the same type of data for a clinical diagnosis. Then it learns the interpretation 

function on the target data [24]. The interpretation task differs in the scope of the target problems, such 

as time series analysis, computer vision, or natural language processing [24]. 



Sakarya University Journal of Computer and Information Sciences 

 

Akalın et al. 

452 

 

Artificial intelligence is a discipline that contains machine learning, neural networks and deep learning 

[23]. The clinical data used in this study are analyzed with neural networks and then inferences are 

made.  

 

Neural Networks are developed with inspiration from the biological nervous system. This structure 

consists of an input layer, an output layer and the hidden layer/layers. In the first stage of the structure, 

the properties of the data taken as input are automatically extracted. Then the weight values are adjusted 

and the activation function is applied. Weight values are updated to strengthen or weaken connections 

in the network to produce successful performance with mathematical functions defined by the system 

[23]. The activation function is used to teach the neural network nonlinear real-world problems that have 

a great impact on the performance of the network [25]. 

 

The neural network architecture used in this study is given in Figure 1. 

 

Figure 1 The neural network architecture used in this study 

In this architecture adopting the feed-forward backpropagation approach, the inputs are transmitted 

along the next layers. The errors that occur in this process are fed back and a successful training model 

is obtained. The architecture used in the study consists of 1 hidden layer and it runs on 7 separate input 

features. The number of neurons in this hidden layer is defined as 5. The trainlm training function is 

selected for network's training. The trainlm function updating bias and weight values works according 

to Levenberg-Marquardt optimization [26]. Two different neural transfer functions are used to calculate 

the output from the input of each layer. These transfer functions defined as tansig and purelin are used 

in the hidden and output layers, respectively. These functions were selected as a result of fine-tuning. 

The graphical representation of the hyperbolic tangent sigmoid transfer function (tansig) and linear 

transfer function (purelin) is given in Figure 2 [26]. 

 

Figure 2 The transfer functions used in this study[26] 

 

The one output is obtained about stage of disease after the classification. The maximum similarity 

between the real results and the results obtained from the training of the artificial neural network is 

achieved with the network structure expressed in Figure 1. However, it is important to increase the 

success of predictions. For this, optimization algorithms were used.  

 

Optimization algorithms produce correct, stable and effective solutions for the available problems. 

Different optimization algorithms have been developed for real-life problems. Optimization algorithms 

are examined in two main frameworks as stochastic and deterministic optimization algorithms. 
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Stochastic optimization algorithms that contain randomness compared to deterministic optimization 

algorithms are evaluated in 2 parts heuristic and metaheuristic algorithms. In this study, metaheuristic 

algorithms are used. These algorithms are particle swarm optimization algorithm, artificial bee colony 

optimization algorithm and invasive weed optimization algorithm and it is based on colony intelligence 

[27]. 

 

The basic logic of the algorithm is the gathering of entities with limited capabilities in order to achieve 

the targeted purpose. It is inspired by communities that can easily find answers to difficult problems 

[27][28]. This indicates the spreading behaviour of bird colonies organized for foraging purposes, honey 

bees in which foraging behaviour is simulated, and weeds invading the field for the particle swarm 

optimization algorithm, artificial bee colony algorithm and invasive weed algorithm, respectively [27]. 

 

Optimization algorithms are methods that optimally solve the relevant problem under certain conditions 

for complex and difficult targets. It plays an important role in improving performance [27]. For this 

reason, 3 different optimization algorithms were used in the training of artificial neural networks and 

the evaluations were made again. 

3. The Research Findings and Discussion 

The hyperparameters of the artificial neural network model adopting the feedforward backpropagation 

approach are fine-tuned. Then, the artificial neural network model is trained. The outputs of 

classification produced by the trained model on the training and testing dataset that do not contain 

missing values are presented in Figure 3. 

 

Figure 3 The outputs produced by the artificial neural network architecture trained with the trainlm 

function for the dataset that does not contain missing values 

 

When Figure 3 is examined, the predictive power of the outputs obtained even after the fine-tuning 

process is not found enough. For this reason, the training of artificial neural networks was carried out 

with optimization algorithms instead of trainlm function. Thus, the predictive power of artificial neural 

networks were increased with the 3 different optimization algorithms(artificial bee colony optimization 

algorithm, particle swarm optimization algorithm and invasive weed optimization algorithm). Then a 

comparison was made via alternative solutions in the staging and restaging of patients diagnosed with 

lymphoma on 99 data that do not contain missing values. The outputs of classification produced in the 

training and test datasets for the 4 stages of patients diagnosed with HL are given in Figures 4, 5 and 6, 

respectively. 
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Figure 4 The outputs produced by the artificial neural network architecture trained with the ABC 

optimization algorithm for the dataset that does not contain missing values 

 

Figure 5 The outputs produced by the artificial neural network architecture trained with the PSO 

optimization algorithm for the dataset that does not contain missing values 

 

Figure 6 The outputs produced by the artificial neural network architecture trained with the IWO 

optimization algorithm for the dataset that does not contain missing values 
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The same evaluation is repeated for 130 different samples, among which there were missing data. The 

results of classification obtained using 3 different optimization algorithms are given in Figures 7.8 and 

9, respectively. 

 

Figure 7 The outputs produced by the artificial neural network architecture trained with the ABC 

optimization algorithm for the dataset that contains missing values 

 
Figure 8 The outputs produced by the artificial neural network architecture trained with the PSO 

optimization algorithm for the dataset that contains missing values 

 

 

Figure 9 The outputs produced by the artificial neural network architecture trained with the IWO 

optimization algorithm for the dataset that contains missing values 
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The outputs produced in the dataset with and without missing data are fuzzy values. These results are 

produced to give an idea to doctors. The output will be interpreted according to the evaluation process 

of the doctors. However, a statistical evaluation process is also carried out in this study. In this evaluation 

process, the target fuzzy value will be characterized according to the phase to which it is closest 

mathematically. The outputs obtained statistically in the dataset with and without missing data are given 

in Table 1 and Table 2. 

Table 1 Evaluation criteria reached for the dataset with missing data 

FOR 

MISS. 

DATA 

 

Stage 1 

 

Stage 2 

 

Stage 3 

 

Stage 4 

Criteria Prec. Sens. F scr. Prec. Sens. F 

scr. 

Prec. Sens. F scr. Prec. Sens. F 

scr. 

YSA 0.14 0.60 0.23 0.5 0.13 0.21 0 0 0 0 0 0 

YSA 

ABC 

0 0 0 0.59 0.76 0.66 0.14 0.2 0.16 0 0 0 

YSA 

PSO 

0 0 0 0.6 0.705 0.64 0.25 0.4 0.307 1 0.66 0.79 

YSA 

IWO 

0.50 0.2 0.285 0.76 0.76 0.76 0.44 0.80 0.57 1 0.66 0.79 

 

Table 2 Evaluation criteria reached for the dataset without missing data 

FOR 

FULL 

DATA 

Stage 1 Stage 2 Stage 3 Stage 4 

Criteria Prec. Sens. F 

scr. 

Prec. Sens. F 

scr. 

Prec. Sens. F 

scr. 

Prec. Sens. F 

scr. 

YSA 0 0 0 0.64 1 0.78 0.20 0.16 0 0 0 0 

YSA 

ABC 

0.50 0.14 0.22 0.50 0.36 0.42 0.18 0.50 0.27 0.16 0.20 0.18 

YSA 

PSO 

0 0 0 0.64 0.81 0.71 0.37 0.50 0.42 1 0.80 0.88 

YSA 

IWO 

0 0 0 0.57 0.72 0.63 0.11 0.16 0.13 1 0.60 0.75 

 

The sensitivity criterion given in Table 1 and Table 2 gives the rate at which the target data is estimated 

correctly among all the predictions belonging to the same category. The Precision criterion gives the 

rate at which the target data is predicted correctly in all categories. The F criterion is the harmonic mean 

of the sensitivity and precision criteria. This criterion provides that outliers are taken into account [29]. 

However, there is a disadvantage to this evaluation process. For an example where the real stage is 1, 

the model can produce a fuzzy value of 1.51. In this case, the stage predicted by the computer-aided 

system will be 2. For this reason, the performance produced by the same fuzzy outputs will change with 

different evaluation approaches to be produced by computer aided systems. For this, it is aimed that the 

evaluation process is interpreted by the doctors and evaluated as a new parameter. For this reason, the 

improvement of the methods applied in this study on the outputs is explained with the mean error value. 
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The classification outputs produced by the artificial neural network model trained with 3 different 

optimization algorithms during 1000 iterations on the training and testing dataset are examined. The 

average error rates obtained according to the optimization algorithms are given in Table 3. 

Table 3 Average error values trained according to models 
Structures trained on the training and 

test dataset 

Average error for 130 data Average error for 99 data 

YSA (TRAIN DATASET) 4,81727E+13 2,40011E+14 

YSA (TEST DATASET) 4,89165E+13 2,33185E+14 

ABC_YSA (TRAIN DATASET) 4,47807E+13 1,53627E+14 

ABC_YSA (TEST DATASET) 6,21566E+13 1,27148E+14 

PSO_YSA (TRAIN DATASET) 1,67974E+13 1,25067E+14 

PSO_YSA (TEST DATASET) 2,4747E+13 1,23103E+14 

IWO_YSA (TRAIN DATASET) 1,29518E+14 1,29518E+14 

IWO_YSA (TEST DATASET) 1,45547E+14 1,45547E+14 

Table 3 shows the average error data produced by the artificial neural networks trained with the trainlm 

training function, ABC, PSO and IWO algorithms on the dataset with and without missing values, 

respectively. Results obtained from Table 3 show that the artificial neural network architecture is not 

successful enough in deciding the stage of patients diagnosed with HL. Therefore, the same artificial 

neural network is retrained with ABC, PSO and IWO algorithms to improve the error rate and general 

performance. The most successful training on the test dataset that contains missing values that they did 

not see during the training is the artificial neural network trained with the IW optimization algorithm. 

However, the most successful training on the test dataset that does not contain missing values is the 

artificial neural network trained with the PSO optimization algorithm. At the same time, the results 

produced on the dataset that contains missing values are close to the results produced on the dataset that 

does not contain missing values. It has been experimentally proven that artificial neural network 

architecture can tolerate this situation in datasets that contain missing values in patients diagnosed with 

HL. Because real-world data is likely to contain missing values. This hybrid structure produces a result 

that can increase the final performance even on missing data. 

 

Additionally trained these architectures are not good enough to predict samples that are stage 1. The 

reason for this situation is the scarcity of data belonging to stage 1. The model cannot produce successful 

predictions because it cannot learn the patterns related to the first stage sufficiently. To compensate for 

such a situation, the number of samples belonging to the first stage should be increased. Also, the 

addition of different clinical data on the diagnosis of HL is an advantage for increasing successful 

predictions. 

 

Different methods are used for lymphoma disease in the literature. Table 4 shows some studies in the 

literature. 

 

Table 4 includes some of the studies done in the scope of lymphoma disease from the past to the present. 

These studies usually involve an estimation process that is used image processing, classification 

algorithms or statistical methods. On the other hand, this study decides on the staging or restaging 

process of individuals diagnosed with HL on 7 different clinical data. A different and hybrid structure 

is used in the study. It has been experimentally proven that this approach can also be used to decide the 

stage of data with missing values. It is thought that this study including a different approach compared 

to the studies in the literature will contribute to the literature. 
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Table 4 Studies related to patients diagnosed with HL 

References Aims & Methods  Evaluation Results 

 

[30] 

 

This study makes a classification based on 

histological grades of Follicular 

lymphoma images with MBIR approach. 

Classification accuracy in identifing for 

histological grades of grade 1,2 and 3 is 

obtained as  %74.9, %84.6 and %95.0. 

 

[31] 

 

This study provides a prediction for the 

subtypes of main malignant lymphoma 

with SVM and RF classifiers. 

The sensitivity and precision  rate is 

obtained as %97.0 and %94.1 

respectively. 

 

[32] 

 

This study realizes a prognastic 

information for HL and NHL patients with 

CTTA using Kaplan-Meier and Cox 

regression methods. 

This pilot study shows that 

complementary prognostic information 

for interim FDG-PET is provided. 

 

[33] 

 

This study presents a classification for 

histological images of non-Hodgkin 

lymphoma with SWT and ANOVA 

approaches. 

Best result is obtained with ANOVA 

approach as %100 accuracy. 

 

[34] 

 

This study applied a method to classify for 

three types of lymphoid cells with Fuzzy 

C-Means clustering algorithm.  

Maximum classification performance 

has at HCL cells. Rate of HCL cells 

taking place in group 3 is %98. 

 

[35] 

 

Detection of centroblast cells on H&E 

stained Follicular lymphoma tissue 

samples with the computer-aided system 

that has 2 steps for specifying staging. 

It has %80.7 detection accuracy. 

 

[36] 

 

Classification of 3 types of malignant 

lymphoma is provided with two-stage 

approach. 

The best signal was obtained as %98-

%99 for unseen images. 

 

Conclusion 

This study was done to decide on the staging or restaging process of patients diagnosed with hodgkin 

lymphoma. For this reason, firstly, data containing the values of diagnostic biopsy samples were 

obtained from the NCBI-GEO dataset. However, the dataset contains missing values. For this reason, 

the data were evauated as 2 separate datasets with and without missing values. In the first stage, the data 

was trained with the trainlm function of the artificial neural network approach. Then, the same artificial 

neural network architecture was retrained with ABC, PSO and IWO algorithms in order to reduce the 

error prediction rate and produce more successful predictions. Optimization algorithms achieved an 

improvement in the error rates produced as a result of the training. The most successful training on the 

test dataset with missing values was realized with the IW optimization algorithm and the most successful 

training on the test dataset without missing values was with the PSO optimization algorithm. For these 

optimization algorithms in which artificial neural networks are trained, the average error rates achieved 

for both complete and incomplete datasets are close. Therefore, this hybrid approach has proven its 

usability on real-world data that may contain missing values for patients diagnosed with HL. This 

situation will cause a decrease in the use of PET-CT, which is costly. On the other hand, the final 

performance tends to increase with this hybrid structure having a different target. For this reason, it is 

expected that the performance of the study will increase with the addition of new clinical data to the 

dataset in the future. Also, it can be preferred for diseases that are difficult to diagnose. Consequently, 

it is thought that the present study will contribute to the literature. Finally, since our approach can 

tolerate the lack of data, it is thought to be a contribution, especially for studies where data collection is 

difficult and costly. 
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Abstract 

White blood cells (WBCs), which are a crucial component of the immune system, help our body defend against 

infections and other diseases. Some diseases may cause our body to produce fewer WBCs than it requires. 

Therefore, WBCs are of great importance in medical imaging. Artificial intelligence-based computer systems can 

assist experts in analyzing WBCs. In this study, we proposed an approach for the automatic classification of WBCs 

into five different classes using a pre-trained model. We trained ResNet-50, VGG-19, and MobileNet-V3-Small 

pre-trained models with ImageNet weights. For the training, validation, and testing processes of the models, we 

used a public dataset containing 16,633 images with an uneven class distribution. While the ResNet-50 model 

achieved an accuracy of 98.79%, the VGG-19 model achieved an accuracy of 98.19%, and the MobileNet-V3-

Small model achieved the highest accuracy rate at 98.86%. When examining the predictions of the MobileNet-

V3-Small model, we observed that it was not affected by class dominance and was able to correctly classify even 

the least sampled class images in the dataset. In addition to the high accuracy achieved in the classification of 

WBCs using the proposed pre-trained deep learning models, we also applied the Grad-CAM method to further 

understand and interpret the model's predictions. 

Keywords: white blood cells, classification, pre-trained models, artificial intelligence, Grad-CAM 

1. Introduction 

Blood is a vital fluid that helps to nourish the body, maintain acid-base balance, transport hormones, 

and maintain salt and water balance. Blood consists of three types of cells: erythrocytes, platelets, and 

leukocytes [1]. 

Erythrocytes, the most abundant type of blood cell, contain a substance called hemoglobin, which is 

responsible for transporting oxygen in the body [2]. Oxygen, inhaled into the lungs through respiration 

and then entering the blood, can be transported to all body tissues with the help of hemoglobin in 

erythrocytes. Adequate oxygen access to each cell in the body depends on the sufficient number and 

function of erythrocytes in the blood. Erythrocytes, which are reddish in color and therefore also referred 

to as red blood cells, obtain their color from the iron mineral in the structure of hemoglobin [3]. 

Platelets are cell fragments that are formed by the disintegration of cells called megakaryocytes in the 

bone marrow tissue located in the center of our bones after they mature and enter the blood [4]. Platelets 

play a vital role in regulating certain chemical reactions that occur in the blood due to the biochemical 

substances they contain [5]. However, their primary function is in the case of bleeding due to injury to 

blood vessels; they help to quickly close and repair the wounded area. 

Leukocytes, also known as white blood cells (WBCs), are an important part of the immune system and 

a group of cells that protect the body against infections [6]. When the body encounters foreign 

organisms, they reproduce rapidly. The primary function of leukocytes is to identify and eliminate 

antigens such as bacteria, viruses, fungi, and poisonous toxins that have entered the body in various 

ways. Leukocytes consist of five different types of WBCs, each with its own specific functions: 

● Basophils, which are the least common type of leukocyte in the body, fight infections and 

parasitic infections. By releasing histamine during allergic reactions, basophils enable the body 

https://orcid.org/0000-0002-5628-3543
mailto:okatar@firat.edu.tr
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to produce an antibody called immunoglobulin E. Additionally, by secreting heparin, they 

increase the fluidity of the blood [7]. 

● Eosinophils produce enzymes that destroy parasites that cause inflammatory and allergic 

reactions in the body [8]. 

● Monocytes are produced in the bone marrow and then enter the bloodstream. These cells are 

called monocytes when in the bloodstream, but within a few hours, they leave the circulatory 

system and enter the tissues. The monocyte cells that reach the tissue are called macrophages. 

They eliminate microorganisms that cause infections and clean up dead cells [9]. 

● Lymphocyte cells, which are produced in the bone marrow and lymph tissue, secrete chemicals 

called lymphokines against foreign organisms in the body, stimulating other immune system 

cells and allowing them to attack the foreign organism [10]. 

● Neutrophils are the first precursor cells to reach foreign organisms that cause infections in the 

body. They release and digest chemical enzymes to combat foreign organisms [11]. 

Leukemia, anemia, cancer, and various other diseases can be diagnosed through the analysis of WBCs 

[12]. This analysis is often conducted using a peripheral blood smear, which is a common laboratory 

method. To obtain a sample, a healthcare provider draws blood from a patient's finger or toe using a 

sterile needle, and the sample is then examined in a laboratory to create a peripheral blood film [13]. 

This film is manually analyzed by a specialist to identify signs of disease. However, manual analysis 

can be time-consuming and laborious for experts. As a result, computer-aided systems have been 

developed to assist with the classification of WBCs. With the advancement of hardware technology, the 

use of artificial intelligence (AI) in this field has increased. AI-based systems, also known as decision 

support systems, are designed to minimize errors caused by human factors and are used in various 

sectors, including healthcare. For example, decision support systems have been successfully used to 

detect COVID-19 through chest computed tomography images and to detect brain tumors through brain 

magnetic resonance imaging without human intervention [14]. 

Many studies have been carried out for the automatic classification of WBCs by AI-based systems.  In 

the study [15], researchers proposed a system that uses the DenseNet-121 model to classify different 

types of WBCs. A publicly available dataset including eosinophil, lymphocyte, monocyte, and 

neutrophil classes was used for model training. The dataset contains 12,444 different samples with a 

resolution of 320×240px. The normalization process was applied to the dataset samples to speed up 

model training. The number of dataset samples has been increased with data augmentation techniques 

such as flipping, rotation, brightness, and zooming. The dataset samples were resized to a resolution of 

224×224px. After the pre-processing steps, 20,050 WBCs images were obtained, including synthetic 

images. The model is trained for 10 epochs with the help of the Adam optimizer. Four different training 

processes were performed and the batch size value was changed to 8, 16, 32, and 64 in each training. 

The model, which was trained with 8 batch sizes, achieved 98.84% accuracy, 99.33% precision, 98.85% 

sensitivity, and 99.61% specificity values during the test phase, and achieved more successful results 

compared to other models.  

In the study [16], researchers proposed an approach that can classify WBCs from microscopic blood 

images. The researchers used a publicly available dataset of images with different values in resolutions 

ranging from 350×236px to 2592×1944px. AlexNet, ResNet-101, and GoogleNet models were trained 

to detect five different classes: basophil, eosinophil, lymphocyte, monocyte, and neutrophil. While the 

dataset samples are resized to 227×227px resolution for training the AlexNet model, this value is 

224×224px for the training of the GoogleNet and ResNet-101 models. To compare the success of the 

pre-trained models in classifying WBCs, 178 test images were given to the relevant models as input. 

The AlexNet model achieved better results compared to other models with 96.63% accuracy, 97.85% 

specificity, and 89.18% sensitivity rates. 

In one study [17], researchers designed a deep convolutional neural network (CNN) model to classify 

microscopic images of WBCs. They proposed a new data augmentation method based on feature 

concentration to enhance the dataset and address the small number of samples. The training, validation, 
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and testing processes for the CNN model, which was designed to automatically classify the neutrophil, 

lymphocyte, monocyte, eosinophil, and basophil classes, were carried out using a special dataset 

provided by Sichuan Meisheng Biotech Company. This dataset consists of 8600 leukocyte images with 

a resolution of 1024×768px collected from various individuals. These images were divided into 

217×217px pieces, resulting in a total of 11,658 sub-images. 80% of the dataset samples were reserved 

for training, while the remaining 20% were used for validation. The proposed model achieved an average 

test accuracy of 97.6% in classifying the five different WBCs. 

In another study [18], researchers proposed an approach for classifying WBCs in microscopic images. 

Samples from a publicly available dataset containing a total of 352 images were augmented using 

various image augmentation techniques, resulting in 12,444 images. The dataset included samples 

belonging to the eosinophil, lymphocyte, monocyte, and neutrophil classes. A seven-layer convolutional 

neural network with an input size of 120×160px was created to automatically classify these samples. To 

this end, all of the dataset samples were resized to 120×160px. The proposed model was subjected to 

two different training processes to examine its binary and multiclass classification performance. In 

binary classification, a mononuclear class was created using eosinophil and neutrophil samples, and a 

polynuclear class was created using lymphocyte and monocyte samples. The model achieved an 

accuracy of 96.30% in binary classification and 87.93% accuracy in multiclass classification. 

In another study [19], the researchers proposed a system that can simultaneously detect and classify 

WBCs in an image. This system is based on the F-RCNN and YOLOv4 architectures. The models were 

trained on samples from the Blood Cell Count Dataset (BCCD), which includes samples of four different 

WBCs: neutrophils, eosinophils, monocytes, and lymphocytes. The F-RCNN model achieved an 

accuracy of 96.25% and the YOLOv4 model achieved 95.75% accuracy during the testing phase. 

In yet another study [20], the researchers proposed a U-Net-based approach for WBCs segmentation. In 

the U-Net encoder network, ResNet-50 blocks were integrated instead of the default layers, and squeeze-

and-excitation blocks were added to the decoder network. The training and testing stages of the model 

were conducted using samples from the BCISC and LISC datasets. Using various data augmentation 

techniques, the number of samples for each dataset was increased to 10,000. The dataset samples were 

divided into 80% for training, 10% for validation, and 10% for testing. The ResNet-50-based U-Net 

model was trained for 200 epochs with a batch size of 8 and Adam optimization. It was reported that 

the model achieved a Dice score of 98.13% and a mean Intersection over Union (mIoU) rate of 96.36% 

during the testing phase using the BISC dataset samples. 

The primary objective of this study is to use deep learning to automatically detect WBCs from 

microscopic blood images, thereby assisting specialists in the early diagnosis of diseases related to 

WBCs counts. The main contributions of this study are as follows: 

● Demonstrating the effectiveness of existing deep learning models on a new dataset. 

● Achieving high performance on a non-uniformly distributed dataset without using data 

augmentation for WBCs classification. 

● Visualizing, using Gradient-weighted Class Activation Mapping (Grad-CAM), which pixel 

areas the deep learning models focus on during the decision-making phase, thereby providing 

an explainable structure for pre-trained models. 

● Reducing human errors and subjectivity by using deep learning structures to perform these 

tasks, which are currently carried out by experts visually. 

The remainder of this paper is organized as follows: Section 2 presents the proposed method for this 

study, including the dataset used, pre-trained deep learning models, classification performance 

measures, and the Grad-CAM algorithm. Section 3 presents the parameters and environments used in 

the training phase, the numerical values of the model during the training phase, the test phase 

predictions, and performance values. The discussion and conclusion sections of the study are presented 

in Section 4 and Section 5, respectively. 

2. Material and Methods 
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An approach has been proposed for the deep learning-based automated classification of WBCs from 

microscopic blood images. The block representation of the proposed method is given in Figure 1. 
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Figure 1 A Block Representation of The Proposed Method 

In the proposed method, the image given as input to the deep learning model is classified as a basophil, 

eosinophil, lymphocyte, monocyte, or neutrophil at the model's output. The choice of dataset and model 

is critical for achieving high success rates in this classification process. The quality of the dataset directly 

affects the performance of the deep learning model, and therefore it is important that it is created or 

verified by experts. This can be a resource and time-intensive process. However, several researchers 

have created and publicly shared WBCs datasets, as listed in Table 1. 

Table 1 Publicly Available WBCs Datasets 

Dataset Basophil Eosinophil Lymphocyte Monocyte Neutrophil Total 

LISC [21] 54 42 59 55 56 266 

BCCD [22] 3 86 33 19 208 349 

MISP [23] 0 42 36 33 38 149 

ALL-IDB [24] 1 2 60 3 18 84 

Zheng et al. [25] 1 22 53 48 176 300 

Raabin-WBC [26] 301 1066 3609 795 10,862 16,633 

2.1 Dataset 

In this study, the Raabin-WBC dataset [26] was used for the training, validation, and testing of the 

models. The Raabin-WBC dataset was created using 72 peripheral blood films collected from Shariati 

Hospital, which were examined using Olympus Cx18 and Zeiss microscopes. A total of 16,633 WBCs 

images with a resolution of 575×575px were obtained, and these images were labeled by two experts: 

301 were labeled as basophils (Bas), 1066 as eosinophils (Eos), 3609 as lymphocytes (Lym), 795 as 

monocytes (Mon), and 10,862 as neutrophils (Neu). Samples of each class in the dataset are shown in 

Figure 2. 

(a) Basophil (b) Eosinophil (c) Lymphocyte (d) Monocyte (e) Neutrophil  

Figure 2 Dataset Samples [26] 

Upon examination of the class-based distribution of samples in the Raabin-WBC dataset, it was 

observed that the Neu class is dominant. Data augmentation methods, which involve creating synthetic 

images, can be used to balance the distribution of classes. However, in this study, no data augmentation 

was performed in order to test the performance of pre-trained models under challenging conditions. 
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2.2 Pre-trained Models 

Transfer learning is a machine learning technique that involves using the weights of a previously trained 

model as initial weights in the training phase of CNN. This allows the model, which was previously 

trained on a task, to be reused for different tasks. Transfer learning is highly effective for achieving good 

performance with a small amount of data. It is now a widely used method, especially for tasks related 

to image or natural language processing, as it allows researchers to use pre-trained models that have 

already learned how to classify images and have learned general features such as edges and shapes. 

Examples of pre-trained models that are often used as the basis for transfer learning include ResNet 

[27], VGG [28], and MobileNet [29], which were trained using the ImageNet [30] database. Pre-trained 

models can be grouped into three categories based on the number of parameters they contain: low (less 

than 15 M), medium (between 15 M - 70 M), and high (more than 70 M). Information on the pre-trained 

models is provided in Table 2 [31]. 

Table 2 Pre-trained Models Used in This Study [31] 

Model Default Input Size Parameters (Million) Category 

ConvNeXtXLarge 224×224 350.1 High 

ConvNeXtLarge 224×224 197.7 High 

VGG-19 224×224 143.7 High 

VGG-16 224×224 138.4 High 

EfficientNetV2L 480×480 119 High 

NASNetLarge 331×331 88.9 High 

ConvNeXtBase 224×224 88.5 High 

EfficientNetB7 600×600 66.7 Medium 

ResNet152 224×224 60.4 Medium 

ResNet152V2 224×224 60.4 Medium 

InceptionResNetV2 299×299 55.9 Medium 

EfficientNetV2M 480×480 54.4 Medium 

ConvNeXtSmall 224×224 50.2 Medium 

ResNet101 224×224 44.7 Medium 

ResNet101V2 224×224 44.7 Medium 

EfficientNetB6 528×528 43.3 Medium 

EfficientNetB5 456×456 30.6 Medium 

ConvNeXtTiny 224×224 28.6 Medium 

ResNet50 224×224 25.6 Medium 

ResNet50V2 224×224 25.6 Medium 

InceptionV3 299×299 23.9 Medium 

Xception 299×299 22.9 Medium 

EfficientNetV2S 384×384 21.6 Medium 

DenseNet201 224×224 20.2 Medium 

EfficientNetB4 380×380 19.5 Medium 

EfficientNetV2B3 300×300 14.5 Low 

DenseNet169 224×224 14.3 Low 

EfficientNetB3 300×300 12.3 Low 

EfficientNetV2B2 260×260 10.2 Low 

EfficientNetB2 260×260 9.2 Low 

EfficientNetV2B1 240×240 8.2 Low 

DenseNet121 224×224 8.1 Low 

EfficientNetB1 240×240 7.9 Low 

EfficientNetV2B0 224×224 7.2 Low 

Mobilenet_v3_large 224×224 5.4 Low 

NASNetMobile 224×224 5.3 Low 

EfficientNetB0 224×224 5.3 Low 

MobileNet 224×224 4.3 Low 

MobileNetV2 224×224 3.5 Low 

Mobilenet_v3_small 224×224 2.9 Low 
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To directly assess the effect of the number of parameters on model performance, three pre-trained 

models were randomly selected from the categories specifically created for this study: ResNet-50, VGG-

19, and MobileNet-V3-Small. 

2.3 Performance Metrics 

Various metrics can be calculated using True Positive (TP), False Positive (FP), True Negative (TN), 

and False Negative (FN) to evaluate the performance of models. In this study, four metrics were used 

to evaluate the models for each class. These metrics and their corresponding equations are as follows: 

● Accuracy is a performance metric that measures the percentage of correct predictions made by 

a classification model. It is the most widely used performance metric, but it may not fully reflect 

the performance of a model and can sometimes be misleading. For example, in a dataset where 

some classes are more represented than others, accuracy may not be a sufficient metric. 

● Precision measures the percentage of predictions made by a model that are correct. The main 

difference between precision and accuracy is that precision only considers correct predictions, 

while accuracy considers all predictions. Therefore, precision is often a more precise metric and 

is given greater consideration when evaluating the performance of classification models. 

● Sensitivity is a performance metric that measures the success of a classification model. It shows 

the percentage of data that the model predicted correctly. The main difference with other metrics 

is that sensitivity only evaluates correct predictions. For example, a model may have low 

sensitivity even though it has high accuracy. In this case, most of the data that the model predicts 

correctly are misclassified data, indicating that the model is not performing well. 

● The F-1 score is a combination of sensitivity and precision ratios, used to evaluate the 

performance of a classification model, especially for multi-label data. The advantage of the F-

1 score is that it does not rely solely on accuracy values, allowing it to show whether the model 

has balanced performance for all classes. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (1) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑆) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐) =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 (𝐹1) = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (4) 

2.4 Grad-CAM Algorithm 

Grad-CAM is a technique that visualizes the regions of an image that are most important for a CNN 

to make a prediction. It allows us to understand which parts of an image a CNN is using to make a 

decision, and can be used to generate heatmaps that highlight these regions [32]. Grad-CAM works 

by using the gradients of the output of the CNN with respect to the input image to produce a weighted 

sum of the feature maps in the final convolutional of the network. The resulting heatmap is then 

overlaid on the input image to show which regions had the greatest influence on CNN's prediction. 

The architecture of the Grad-CAM algorithm is depicted in Figure 3. 
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Figure 3 The architecture of the Grad-CAM [32] 

The process for creating a Grad-CAM visualization for a pre-trained CNN is as follows: 

1. Feed the input image through the CNN to generate a prediction. 

2. Compute the gradients of the output of the CNN with respect to the feature maps in the final 

convolutional layer. 

3. Take the weighted sum of the feature maps, using the gradients as weights. 

4. Resize the resulting heatmap to the size of the input image. 

5. Overlay the heatmap on the input image to highlight the regions that were most important 

for CNN's prediction. 

Grad-CAM is relatively simple to implement and can be used with any CNN, regardless of its 

architecture. It is also an efficient method, as it only requires a single forward and backward pass 

through the network to generate the visualization. However, there are some limitations to Grad-

CAM. For example, it can only provide visualizations for a single class at a time, and it is sensitive 

to the specific layer chosen for visualization. Additionally, the visualizations produced by Grad-

CAM may not always align perfectly with human intuition, as they are based on the internal 

representation of the CNN rather than the visual features that a human might use to classify the 

image. 

3. Experimental Results 

The results of models trained to classify WBCs from microscopic blood images are presented in this 

section. In addition, an analysis of the experimental findings with performance metrics is shown in the 

following sections. 

3.1 Experimental Setups 

The default input size of the ResNet-50, VGG-19, and MobileNet-V3-Small models used in this study 

is 224×224px, so all of the dataset samples were resized to this value. Before training the model, 70% 

of the resized dataset samples were randomly divided for use in the training, 20% for validation, and 

10% for testing. The visual representation of these processes is shown in Figure 4. 

 



Sakarya University Journal of Computer and Information Sciences 

 

Oguzhan Katar et al. 

469 

 

= Test (10%)= Validation (20%)=Train (70%)

2
2
4

p
x

224px

2
2
4

p
x

224px

2
2
4

p
x

224px

2
2
4

p
x

224px

2
2
4

p
x

224px
5

7
5

p
x

575px

Im
a

ge
 R

es
iz

in
g

575px
5

7
5

p
x

5
7
5

p
x

5
7
5

p
x

5
7
5

p
x

211/60/30

746/213/107

2526/722/361

556/159/80

7604/2172/1086

B
a
so

p
h

il
E

o
si

n
o

p
h
il

L
y

m
p

h
o
c
y

te
M

o
n
o

c
y
te

N
e
u
tr

o
p

h
il

 

Figure 4 Image Resizing and Splitting Method 

The pre-trained ResNet-50, VGG-19, and MobileNet-V3-Small models were included in the training 

using the Keras library. Since the models will only make predictions for five different classes, the Dense 

layers were revised and the softmax activation function was used. The models were compiled with an 

Adam optimizer and a learning rate of 0.0001. ImageNet weights were used instead of random initial 

weights for the training of the models. The models were trained with a constant batch size of 64, and 

training was carried out for a maximum of 50 epochs using the early stopping function. If the monitored 

validation accuracy value does not improve for five consecutive epochs, the early stopping function 

terminates the training phase and the weights of the epoch with the highest validation accuracy value 

are recorded in the '.h5' format. All of these processes were performed in the Google Colab environment. 

3.2 Results 

Three different deep-learning models were trained with the same parameters. The time required to 

complete the model training processes is directly proportional to the number of parameters and layers 

they have. The training stages of the models were carried out using the early stopping function, and the 

weights of the epoch that achieved the highest validation accuracy were recorded. ResNet-50 reached 

the highest validation accuracy after 16 epochs, VGG-19 reached the highest validation accuracy after 

23 epochs, and MobileNet-V3-Small reached the highest validation accuracy after 24 epochs. The loss 

and accuracy graphs for the models during the training and validation phases are shown in Figure 5. 
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Figure 5 Loss and Accuracy Graphs 

When the validation accuracy values were examined for the three models that completed training, it was 

observed that a rate of more than 95% could be achieved in less than 25 epochs. This is due in part to 

the fact that the models were trained using ImageNet weights instead of starting with random weights. 

Even though the models were trained with a dataset that is not evenly balanced, the lack of overfitting 

indicates the success of the pre-trained models. Performance metrics were used to compare the 

classification performance of the three different models trained to classify five different WBCs from 

microscopic blood images. For this, images that were not included in the training and validation phases 

but were reserved solely for use in the testing phase were given as input to each model. The confusion 

matrices generated by the predictions of the models for these inputs are shown in Figure 6. 
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Figure 6 Confusion Matrices for Each Model 

To evaluate the Grad-CAM outputs of the deep learning model, it is necessary to first assess the 

performance of the model during the training phase. This helps to understand the accuracy of the model's 

predictions and assess the reliability of the model. When the predictions are analyzed, it is apparent that 

the models have learned to classify WBCs. In Table 3, the performance metric values achieved by the 

relevant models during the testing phase are provided. 

Table 3 The Results of The Pre-trained Models  

Model 

Basophil Eosinophil Lymphocyte Monocyte Neutrophil 

P 

(%) 

S 

(%) 

F1 

(%) 

P 

(%) 

S  

(%) 

F1 

(%) 

P 

(%) 

S 

(%) 

F1 

(%) 

P 

(%) 

S 

(%) 

F1 

(%) 

P 

(%) 

S 

(%) 

F1 

(%) 

ResNet-50 100 100 100 100 96.26 98.09 97.78 97.78 97.78 91.46 93.75 92.59 99.54 99.72 99.62 

VGG-19 96.55 93.33 94.91 97.19 97.19 97.19 96.95 96.95 96.95 86.51 96.25 91.12 99.72 98.98 99.34 

MobileNet-

V3-Small 
100 100 100 100 93.45 96.61 98.61 98.33 98.46 92.85 97.50 95.11 99.26 99.63 99.44 

Following the training phase, the model should be evaluated using the test data. The resulting outputs 

should be carefully analyzed to interpret how the Grad-CAM outputs describe the images and identify 

the features that the model considers important. Figure 7 presents the Grad-CAM outputs for a selection 

of randomly chosen images from the test set. 
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Figure 7 The Grad-CAM outputs 

Upon examination of the Grad-CAM outputs, it was observed that all three models effectively identified 

the relevant features in the images with a high degree of accuracy. As the model performance is 

consistent with expectations, it is not necessary to further adjust the hyperparameters or layer 

configurations of the models. 

4. Discussion 

The detection of WBCs using microscopic blood images is a topic of active research. Table 4 presents 

a selection of studies on this subject that have been curated by hand. Yildirim and Cinar [33] employed 

AlexNet, ResNet-50, DenseNet-201, and GoogleNet architectures on a dataset comprising 9,663 

images. For each model, three different training stages were conducted using original data, data filtered 

with a Gaussian filter, and data filtered with a median filter. The highest accuracy rate of 83.44% was 

achieved by the DenseNet-201 model trained with Gaussian-filtered data. Ekiz et al. [34] classified 

12,442 WBCs images using both a CNN model and a Con-SVM model, with the Con-SVM model found 

to be more accurate, achieving an accuracy rate of 85.96%, compared to the CNN model's accuracy rate 

of 83.91%. Sharma et al. [15] implemented a deep learning model based on the DenseNet121 

architecture for the classification of various types of WBCs. The model was optimized with 

normalization and data augmentation and achieved an accuracy of 98.84%. Girdhar et al. [35] proposed 

a method that demonstrated the ability to accurately classify WBCs types in a shorter number of 

epochs/time compared to other approaches. The performance of the proposed method was evaluated 

using the Kaggle dataset, resulting in an overall accuracy of 98.55%. Nahzat et al. [36] aimed to develop 

a CNN-based model for the classification of WBCs. They used images of WBCs from the Kaggle dataset 

to train and evaluate their proposed model, testing it with various optimizers to determine the best 

performance. They also compared the performance of their model with four pre-trained CNN models 
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(MobileNetV2, DenseNet121, InceptionV3, and ResNet50) and found that the proposed model, despite 

having the lowest number of trainable parameters and training time, outperformed the others with an 

accuracy of 99.5%. Karakuş and Özbay [37] used CNN models and combined them with three different 

machine learning classifiers. They applied contrast-limited adaptive histogram equalization (CLAHE) 

and Gaussian filters to images from the Kaggle dataset, which were then reclassified using the three 

CNN networks. The results showed that the classification performance was higher when the images 

were preprocessed with these filters compared to the original data. Jung et al. [38] proposed W-Net, a 

CNN-based method for the classification of WBCs. To evaluate W-Net, they used a large-scale dataset 

of 6,562 real images of the five WBCs types, obtained from The Catholic University of Korea. The 

results showed that W-Net achieved an average accuracy of 97%. Wang et al. [39] proposed a deep 

CNN called WBC-AMNet for automatically classifying WBCs subtypes based on a focused attention 

mechanism. This method uses feature fusion strategies, combining Squeeze-and-Excitation and Gather-

Excite modules, to obtain more localized attention from the CNN. The WBC-AMNet achieved an 

overall accuracy of 98.39. They also used Grad-CAM to visualize the attention heatmaps of different 

feature maps. Roy and Ameer [40] applied a semantic segmentation technique using a deep learning 

network to accurately segment WBCs from microscopic blood images. The proposed model employed 

the DeepLabv3+ architecture with a ResNet-50 network as the feature extractor. The model was 

evaluated on three different public datasets containing five categories of WBCs, using 10-fold cross-

validation to assess its effectiveness. The average segmentation accuracy achieved by the proposed 

model was 96.1% IoU. Wu et al. [20] proposed a WBC image segmentation network based on U-Net 

that combines residual networks. The encoder structure of the network uses ResNet50 residual blocks 

as the main unit. The proposed model achieved 96.36% mIoU. 

Table 4 Comparison of Our Work With Some State-of-the-art Studies 

Study 
Number of 

Class 

Number of 

Images 
Model Explainability Task Performance 

Yildirim and 

Cinar [33] 

4 (Eos, Lym, 

Mon, Neu) 
9,663 DenseNet-201 Black-box Classification Acc=83.44% 

Ekiz et al. 

[34] 

4 (Eos, Lym, 

Mon, Neu) 
12,442 Con-SVM Black-box Classification Acc=85.96% 

Sharma et al. 

[15] 

4 (Eos, Lym, 

Mon, Neu) 
12,444 DenseNet-121 Black-box Classification Acc=98.84% 

Girdhar et al. 

[35] 

4 (Eos, Lym, 

Mon, Neu) 
12,444 CNN Black-box Classification Acc=98.55% 

Nahzat et al. 

[36] 

4 (Eos, Lym, 

Mon, Neu) 
12,444 Hybrid CNN Black-box Classification Acc=99.50% 

Karakuş and 

Özbay [37]  

4 (Eos, Lym, 

Mon, Neu) 
12,444 CNN Black-box Classification Acc=97.10% 

Jung et al. 

[38] 

5 (Bas, Eos, 

Lym, Mon, 

Neu) 

6,562 W-Net Black-box Classification Acc=97.00% 

Wang et al. 

[39] 

4 (Eos, Lym, 

Mon, Neu) 
16,873 WBC-AMNet Grad-CAM Classification Acc=98.39% 

Roy and 

Ameer [40] 

5 (Bas, Eos, 

Lym, Mon, 

Neu) 

642 DeepLabv3+ Black-box Segmentation mIoU=96.10% 

Wu et al. 

[20] 

5 (Bas, Eos, 

Lym, Mon, 

Neu) 

516 U-Net Black-box Segmentation mIoU=96.36% 

The 

proposed our 

study 

5 (Bas, Eos, 

Lym, Mon, 

Neu) 

16,633 
MobileNet-

V3-Small 
Grad-CAM Classification Acc=98.86% 
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In this study, we employed a pre-trained MobileNet-V3-Small model for automated WBCs 

classification. Our results demonstrated a high accuracy of 98.86%, which is higher than the accuracy 

reported in most other studies. This suggests that the model in our study was able to accurately classify 

the images into the appropriate categories. Our study included a larger number of classes (5) compared 

to many other studies (which often have only 4 classes). This increased complexity made the task more 

challenging and required a more sophisticated model. Our dataset was also relatively large, with 16,663 

images, which may have contributed to the robustness and generalizability of our model. We also 

employed Grad-CAM as an explainability method to provide insights into the model's decision-making 

process and identify any potential biases or weaknesses. 

It is worth noting that some other studies have focused on image segmentation, a task distinct from 

classification. Image segmentation involves predicting a pixel-level mask for each class in the image, 

while classification simply involves predicting a single class label for the entire image. In this study, we 

employed the MobileNet-V3-Small model architecture, which may not be optimal for all tasks and 

datasets. Alternative model architectures may yield better performance in certain cases. Some other 

studies have utilized models with more layers and a greater number of parameters (e.g. DenseNet-201, 

DenseNet-121), which may improve performance but also require more computational resources and 

may be more prone to overfitting. 

The limitations of this study are as follows: 

● The dataset consists of only 16,633 images, which may not be sufficient to fully capture the 

variability and complexity of the WBCs being analyzed. 

● Our study only evaluated the performance of three pre-trained models (ResNet-50, VGG-19, 

and MobileNet-V3-Small) on the WBCs classification task. 

● The durability of models against changes due to variations in lighting, background, or other 

factors that may affect the appearance of WBCs in images has not been validated. 

● As k-fold cross-validation was not employed, the model was only evaluated on a single split of 

the data. 

In future research, it would be beneficial to augment the dataset with a larger number of images that 

have a more balanced distribution of classes. This would likely lead to more robust and accurate 

classifications. It would also be useful to evaluate the model on a range of different datasets to assess 

its generalizability and performance on diverse types of images. While the models in this study 

demonstrated high accuracy rates, there is always a potential for further improvement. Additional 

research could be conducted to optimize the models and enhance their performance. While the models 

in this study demonstrated high accuracy in classifying WBCs, it would be valuable to assess their 

performance in real-world settings. This might involve testing the models on images from actual medical 

cases or incorporating the models into existing medical imaging systems for use by healthcare 

professionals. 

5. Conclusion 

In recent years, advances in hardware technology have enabled the use of machine learning techniques 

in the field of healthcare, specifically in the automatic classification of WBCs using microscopic blood 

images. Accurate identification of WBCs is crucial for medical diagnosis and research. This study 

proposes a deep learning-based approach for the automatic classification of WBCs using microscopic 

blood images and investigates its effectiveness through experiments on a dataset of 16,633 different 

WBCs images. Several popular pre-trained models, including MobileNet-V3-Small, were employed for 

the deep learning models. The MobileNet-V3-Small model achieved the highest accuracy rate of 

98.86%. To understand how the model was making its predictions, we employed a visualization 

technique called Grad-CAM to identify the pixel areas that the model was focusing on. The findings of 

this study suggest that deep learning may be a useful tool for the automated identification of WBCs in 

medical diagnosis and research. However, further research is needed to fully evaluate the robustness 
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and generalizability of these results, as well as to explore the potential for using deep learning in other 

aspects of medical diagnosis and treatment. 
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