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ABSTRACT 
Real-time anomaly detection in network traffic is a method that detects unexpected and anomalous behavior by 

identifying normal behavior and statistical patterns in network traffic data. This method is used to detect 

potential attacks or other anomalous conditions in network traffic. Real-time anomaly detection uses different 
algorithms to detect abnormal activities in network traffic. These include statistical methods, machine learning, 

and deep learning techniques. By learning the normal behavior of network traffic, these methods can detect 

unexpected and anomalous situations. Attackers use various techniques to mimic normal patterns in network 
traffic, making it difficult to detect. Real-time anomaly detection allows network administrators to detect attacks 

faster and respond more effectively. Real-time anomaly detection can improve network performance by 

detecting abnormal conditions in network traffic. Abnormal traffic can overuse the network's resources and 
cause the network to slow down. Real-time anomaly detection detects abnormal traffic conditions, allowing 

network resources to be used more effectively. In this study, blockchain technology and machine learning 

algorithms are combined to propose a real-time prevention model that can detect anomalies in network traffic. 
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1. Introduction 

The detection of an outlier that is outside the normal value that may occur in a business process is called anomaly detection. 

In anomaly cases, unusual or unique patterns may occur in the dataset that deviate from the expected values of the predicted 

behavior. Anomaly detection is a serious problem in many different fields, including cybersecurity, manufacturing problem 

detection, and fraud detection in the financial sector. Statistical-based methods and machine learning-based methods are the 

two main detection techniques for anomaly detection. While statistical methods use variables such as mean and standard 

deviation, machine learning-based approaches use supervised or unsupervised learning methods to identify spam. Spam refers 

to electronic messages sent via electronic mail or cell phone messages, sometimes individually and sometimes collectively, 

without the consent of the users, harassing them. Spam messages can harass users in many different categories. Figure 1 

shows an image in which spam messages are classified.  

In order to distinguish spam e-mails from others, it is useful to know some tips. These clues can be very useful in the 

preliminary diagnostic process to help users differentiate between spam e-mails and real ones. Figure 2 shows some of the 

clues that can be used to identify spam e-mails. 

Spam emails and messages put users in a very difficult situation because they slow down routine workflow, bloat the inbox, 

and pose a security risk by exposing them to phishing scams or malicious links. Anomalies and spam attempts are all caused 

http://saucis.sakarya.edu.tr/
https://orcid.org/0000-0002-4899-2219
https://orcid.org/0000-0003-2407-1113
https://orcid.org/0000-0003-3074-6818
mailto:remzigurfidan@isparta.edu.tr
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by cyber-attacks. Although their strength and effectiveness vary depending on the nature, the main purpose of cyber-attacks 

is to compromise user security and exploit security vulnerabilities. 

 

Figure 1 Spam message categories 

 

Figure 2 Tips used in Suspecting spam 

Cyber-attacks on web pages are carried out to gain unauthorized access to the pages, to obtain users' sensitive information, 

or to disrupt the normal functioning of the web page. Some cyber-attack actions targeting web pages are shown in Figure 3. 

 

Figure 3 Cyber-attack methods 

In cases where cyber-attacks on websites are successful, there are serious consequences such as theft of sensitive information 

of users, disruption of commercial activities of companies, and damage to the reputation of organizations. To stay safe from 

such attacks, it is vital to regularly update and maintain your website's security software and implement robust security 

measures such as intrusion detection systems and encryption. 

The motivation and salient features of this work are listed below. 

• An artificial intelligence intelligence-based model is proposed to detect real-time network anomalies. 

• Six different machine learning models are trained for the proposed model and the training results are presented with 

different metrics and the most successful one is selected. 

• The situations that cause anomalies are collected in a secure and transparent blacklist structure thanks to the blockchain 

structure. 

• A smart contract is prepared to manage the registration process to the blockchain structure. 

• The performances of all transactions are meticulously measured and tested for real-time operation. 

2. Related Works 

Walling and Lodh developed a univariate selection-based IDS model that can be applied with machine learning algorithms 

such as decision trees, kNN, SVM, and logistic regression. The developed IDS model was applied on the NSL-KDD dataset 

and performance improvements were demonstrated [1]. Sreenivasula and Sathya presented a NIDS model based on machine 
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learning methods that can detect and prevent various types of attacks. The NSL-KDD dataset was used to measure the 

classification performance of various ML classifiers based on different attributes. It was shown that the developed NIDS 

model achieved better results than existing single ML methods [2]. Aktar and Nur presented a new model for deep learning 

learning-based intrusion detection focusing on DoS and DDoS attacks. The performance of the proposed model is evaluated 

using three different datasets (CIC-DDoS2019, CIC-IDS2017, and NSL-KDD). The developed model has shown that it can 

achieve up to 97.58% accuracy in anomaly detection in the system [3]. In their study, Özalp and Albayrak, unlike other 

studies in the literature, examined the effect of the weights of the attributes in the dataset on the detection of cyber attacks on 

computer networks using the NSL-KDD dataset [4]. Fernandes et al. conducted a comprehensive research study on related 

techniques, systems, and analysis for the detection of network anomalies. They analyzed anomaly detection under five 

categories: categories of intrusion detection systems, network traffic anomalies, detection methods and systems, network data 

types, and open issues [5]. In their study, Dutta et al. used Deep Neural Network (DNN) and Long Short Term Memory 

(LSTM) deep models in combination with a meta-classifier (logistic regression) following the principle of mass 

generalization. The proposed approach is twofold.  In the first step, a DSAE is used for data preprocessing and feature 

engineering.  In the second step, a stacking ensemble learning approach is used for classification. The effectiveness of the 

method is evaluated on various datasets including IoT-23, LITNET-2020, and NetML-2020 collected in an IoT environment 

[6].   The methodology presented by Hawawreh and Rawashdeh proposes an approach to detect the presence of anomalies in 

the hypervisor layer. This approach is designed to deter Distributed Denial of Service (DDoS) activities between virtual 

machines. The proposed method for the detection and classification of traffic between virtual machines is executed through 

an evolutionary neural network. This network seamlessly combines particle swarm optimization with neural network to 

achieve its goal. The approach to detect and categorize DDoS attacks in a cloud environment detects and classifies DDoS 

attacks with a high success rate [7].  Hoque et al. proposed a real-time approach to detect DDoS attacks using an innovative 

correlation metric. The effectiveness of the technique is evaluated using three different network datasets, namely CAIDA 

DDoS 2007, MIT DARPA, and TUIDS. In addition, the proposed technique is executed on FPGA to evaluate its 

effectiveness. The detection accuracy of this method is extremely high and the FPGA implementation of this process can 

identify the attack in less than a microsecond [8]. Gurina and Eliseev investigate the detection of network attacks targeting 

web servers.  The study focuses on two common types of attacks, "denial of service" and "code injection". Multiple techniques 

for detecting attacks are evaluated. A novel approach based on the recognition of the dynamic response of the web server 

during request processing is proposed to detect attacks as anomalies. After implementing the detection algorithm, its 

effectiveness is measured and the advantages and disadvantages of the proposed methodology are evaluated [9]. Alsamiri 

and Alsubhi aimed to contribute to the existing literature by evaluating various machine learning algorithms that can quickly 

and efficiently identify network attacks targeting IoT devices. Various detection algorithms were evaluated using a newly 

created dataset called Bot-IoT. In the implementation phase, seven different machine learning algorithms were used, most of 

which exhibited high performance. After the implementation of the Bot-IoT dataset, new features were derived and compared 

with previous research studies. The comparison revealed better results showing the superiority of the new features [10]. 

3. Method 

The main purpose of this study is to detect attacks such as Probe, DoS, R2L, and U2R and to create a decentralized 

blacklist blockchain structure.  For this purpose, machine learning infrastructure is prepared as a decision-making 

mechanism. A decentralized blacklist and request validator blockchain infrastructure that executes actions with 

the outputs of the decision-making mechanism has been prepared. These two infrastructures work together to 

create a real-time, reliable, and objective security structure. These infrastructures working together realize a secure 

network operation by detecting whether the request in the network is an anomaly or not and taking precautions. 

3.1 Dataset Description 

KDD'99 dataset by Salvatore J. Stolfo et al. [11] has been one of the most widely used datasets for evaluating anomaly 

detection since 1999. The KDD training dataset consists of about 4,000,000 single-link vectors [12]. Each vector has 42 

attributes. His 42nd attribute in the record is the class attribute, which indicates whether the link is an attack or a normal link. 

Class attributes are divided into five classes, one normal class and four attacks (probe, DoS, R2L, and U2R). The categories 

in which attacks occur are listed below [13]. 

- DoS attack: An attacker can cause a computer or memory resource to become sufficiently busy or full that it cannot process 

legitimate requests or deny access to the computer by legitimate users[14]. 

- User to Root Attack (U2R): Attackers attempt to gain root access to a system by accessing regular user accounts on the 

system and exploiting vulnerabilities (through password sniffing, dictionary attacks, or social engineering) [15]. 

- Remote-to-local attacks (R2L): An attacker could send packets over the network to a computer that does not have an account. 

However, by exploiting some vulnerability he gains his access locally as a user on this computer. An R2L attack is 
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unauthorized access from a remote computer. As R2L attack types he can specify Imap, Ftp Write, Phf, and Warezmaster 

[16].   

- Probing Attack: It is a type of attack against computer networks or systems that aims to gather information about the network 

or systems. A probing attack assumes that the attacker can access individual components of a device, such as 

CPU/GPU/ASIC, RAM, non-volatile storage, or data paths, but cannot perform the invasive attacks necessary to access the 

internals of the device. 

The first 41 attributes in the dataset can be categorized into four groups according to their characteristics: Basic (T), Content 

(C), Traffic (TT), and Host (H) attributes. The attributes of individual TCP connections refer to Basic attributes, attributes 

within a connection refer to Content attributes, attributes calculated using a two-second time window refer to Traffic 

attributes, and attributes designed to evaluate attacks lasting longer than two seconds refer to Host attributes. 

3.2 Machine Learning Module 

 

The Machine Learning Module applies a machine learning approach to the NSL-KDD dataset to determine whether requests 

that occur in the network are anomalies. We evaluated machine learning algorithms that model with the highest accuracy in 

anomaly detection [17]. There are many machine learning algorithms as supervised and unsupervised learning. We examined 

the advantages and disadvantages of these algorithms because of the literature survey. We defined some rules for selecting 

the machine learning algorithms used in this study. These rules are listed below: 

1. Providing algorithm diversity 

2. Use of algorithms in current studies 

3. Algorithms have the potential for anomaly detection 

 

3.3 Classifier Selection 

 

Machine learning algorithms have been described in detail in many survey studies. Therefore, we have chosen to briefly 

describe the machine learning algorithms used in this study. Figure 4 shows the selection of the best-performing algorithm. 

 

Figure 4 Machine learning algorithm selection 

 

3.4 Random Forest Algorithm 

The Random Forest Algorithm (RF) [18], first introduced by Leo Breiman, is a popular tool for ensemble learning. Trees in 

a forest learn to use a subset of feature variables. While RF works efficiently with large data sets, the generated forests or 

trees can be stored for later use [19].  It can handle data sets with outliers and noisy data while providing insight into the 

influence of variables in classification [20]. Tree-based ensemble learning algorithms are used in many industries and services 

such as healthcare [21], agriculture [22], transportation [23], and energy [24]. 

 

3.5 Support Vector Machine Algorithm 

 

Support Vector Machines, developed by Vapnik et al. in the 1900s as one of the supervised learning methods, are used to 

classify linear or nonlinear data [25]. SVM is a popular machine learning algorithm that creates hyperplanes for the separation 

of data consisting of multiple classes in the data set [26]. With the developing technology, the amount of data obtained today 

is increasing. While this may seem beneficial, more data means more possibilities to identify meaningful data. This can create 

memory and time complexity for SVM training [27]. SVM has significant advantages in classification as it reduces the error 
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during training by using structural risk minimization [28]. As a result of its success in classification, SVM has been applied 

in many different fields such as human action recognition [29], text classification [30], and financial application [31]. 

 

3.6 Decision Tree Algorithm 

 

The decision tree classifier is one of the most popular machine learning techniques. Decision trees built based on knowledge 

acquisition are used to classify test data [32].  A decision tree is a structure containing decision nodes and leaf nodes. Decision 

nodes are associated with a test X on a particular attribute of the input data and have branches that process the results of the 

X tests. Each leaf node represents a class with a decision outcome of the situation [33]. 

3.7 KNN Algorithm 

The nearest neighbor algorithm (KNN) is a nonparametric supervised classification algorithm that produces efficient results 

with simple but effective performance [34]. The KNN classifier finds and analyses the nearest neighbors of sample x and 

classifies x into the class that has the most representatives among the neighbors. KNN calculates all distances for each state 

in the training set. This may not be practical for large datasets, as the growth of the dataset may incur time costs in calculating 

distances [35]. It has been successfully applied in many fields such as text classification [36], health [37], and economics 

[38]. 

 

3.8 Gaussian NB & Bernoulli Algorithm 

Bayesian method is a statistical method used to calculate the probability of an event occurring based on its observed effects. 

Naive Bayes is a simple probabilistic classification technique based on the Bayes theorem with strong independence 

assumptions [39].  Gaussian NB assumes that when the attributes are continuous, the values associated with the classes are 

sampled according to a Gaussian distribution, i.e., a normal distribution. Bernoulli NB assumes that each of the multiple 

features is a binary-valued (present-absent, normal-attack) variable [30]. 

3.9 Extra Trees Regressor 

A refinement of the Random Forest algorithm, the Extremely Random Tree (or Extra Tree) algorithm is a relatively new 

machine learning method that is less prone to overfit a dataset [40]. Similar to random forests, extra trees (ET) train each 

base predictor using a random selection of features. But to divide the nodes, it chooses at random the best characteristics and 

related values. Each regression tree is trained by ET using the whole training dataset. To train the model, RF employs 

bootstrap copies [41]. 

3.10 Gradient Boosting Regressor 

Another sort of ensemble model is a gradient boosting regressor (GBR), which is an iterative collection of sequentially 

ordered tree models that allows the following model to learn from the errors of the preceding model. By "boosting" an 

ensemble of weak predictive models (often decision trees) to produce a more reliable model, this machine learning model 

delivers predictions [42]. 

3.11 Discussion and Analysis 

 

Data were classified using machine learning for anomaly detection. The NSL-KDD dataset was trained and classified with 

machine learning algorithms. There are four attack types in the dataset: Probe, DoS, R2L and U2R. There are 67342 DoS, 

11656 Probe, 995 R2L, and 52 U2R attacks in the dataset. Information on the number of attacks and normal cases in the 

dataset is given in Figure 5. The dataset was randomly mixed as 80% training data and 20% test data to obtain test and training 

datasets. 

 
Figure 5 Number and subclasses of attack types in the dataset 
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Random Forest, SVM, Decision Tree, K Neighbours, Extra Trees Regressor, Gradient Boosting Regressor, Gaussian Naive 

Bayes, and Bernoulli Naive Bayes algorithms were used to classify the data. The parameters used in classification and 

classification results are given in Table 1. 

Table 1. NSL-KDD Data set properties 

Algorithms Classification 

Parameters 

Accuracy 

Percentage 

Classification Result 

Random Forest n_estimators:10, 

max_features:sqrt, 

criterion: entropy 

0.99857               precision  recall  f1-score   support 

     DoS       1.00      1.00      1.00        9302 

 Normal     1.00      1.00      1.00       13396 

  Probe       1.00      0.99      1.00        2285 

      R2L       0.99      0.96      0.97         203 

     U2R       0.71      0.56      0.63          9 

SVM kernel='rbf', 

gamma=0.001, 

C=1000 

0.99571               precision  recall  f1-score   support 

     DoS       1.00      1.00      1.00        9147     

Normal       0.99      1.00      1.00     13463 

   Probe       0.99      0.98      0.99       2358 

       R2L       0.98      0.93      0.95        218 

      U2R       0.40      0.22      0.29          9 

Desicion Tree  criterion: entropy,  

splitter: best, 

 max_depth: None 

0.99781               precision  recall  f1-score   support 

     DoS       1.00      1.00      1.00        9302 

Normal      1.00      1.00      1.00       13396 

  Probe       0.99      0.99      0.99        2285 

      R2L       0.96      0.99      0.97         203 

     U2R       0.78      0.78      0.78           9 

K-Neighbors weights: distance, 

algorithm: auto 

0.99293               precision  recall  f1-score   support 

     DoS       0.99      1.00      0.99         9302 

 Normal    1.00      1.00      1.00        13396 

 Probe       0.97      0.97      0.97         2285 

     R2L       0.93      0.97      0.95          203 

    U2R       0.75      0.67      0.71            9 

Bernualli NB alpha: 0.5,  

fit_prior: True 

0.81282               precision  recall  f1-score   support 

     DoS       0.96      0.76      0.85        9302 

Normal      0.91      0.91      0.91       13396 

 Probe       0.28      0.51      0.36        2285 

     R2L       0.29      0.42      0.35         203 

    U2R       0.15      0.67      0.25          9 

Gaussian NB var_smoothing: 1.0 0.53169               precision  recall  f1-score   support 

    DoS       0.00      0.00      0.00         9302 

Normal     0.53      1.00      0.69        13396 

 Probe       0.50      0.00      0.00         2285 

     R2L       0.00      0.00      0.00          203 

    U2R       0.00      0.00      0.00           9 

Extra Trees 

Regressor 

 0.97872                precision  recall  f1-score   support 

    DoS       1.00      1.00      1.00         9231 

Normal      1.00      0.99      0.99         2344 

 Probe        0.35      0.53      0.42         15 

     R2L      0.27      0.98      0.43         195 

    U2R      1.00      0.96       0.98        13410 

HistGradient 

Boositng 

Regressor 

 0.57963                precision  recall  f1-score   support 

    DoS       0.89     0.92      0.90         9169 

Normal     0.99      0.56      0.71        2397 

 Probe       0.06      0.57      0.11         7 

     R2L     0.02      0.84      0.04        198 

    U2R     1.00      0.34      0.51       13424 
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Random Forest, SVM, Decision Tree, and K-Neighbors classifiers achieved approximately 99 percent classification success, 

while Bernoulli Naive Bayes achieved 81 percent and Gaussian Naive Bayes achieved 53 percent classification success. The 

error matrices of the classifications are given in Figure 6. 

 
Figure 6. Confusion Matrix for Machine Learning algorithms 

 

In detecting attacks, factors such as machine learning algorithms and data pre-processing change the success rates. Table 2 

summarizes the results obtained by different researchers. 
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Table 2 Comparison of the study with similar studies 

Ref. Year Research Paper Title 

Algorithm used in 

preprocessing / 

Model core 

Accuracy % 

[43] 2015 

Research on NSL-KDD data set of 

intrusion detection system based on 

classification algorithm 

CFS 

J48 

SVM 

Naive Bayes 

Varies between 

70.1 and 99.8 for 

different attack 

types and 

algorithms 

[44] 2016 

Anomaly-based intrusion detection 

system through feature selection analysis 

and construction of hybrid efficient 

models 

SMOTE 

CANN 
98.99 

[45] 2016 

A hybrid data mining approach for 

intrusion detection in the imbalanced 

NSL-KDD dataset. 

Hybrid comprising of 

J48 Random Tree 

Naïve Bayes 

99.81 

[46] 2022 

A Hybrid Machine-Learning Ensemble 

for 

Anomaly Detection in Real-Time 

Industry 4.0 Systems 

Hybrid SVM Model 89.7 

[47] 2023 

Hybrid Statistical-Machine Learning for 

Real-Time Anomaly Detection in 

Industrial Cyber–Physical Systems 

Hybrid LSTM Model 95 

This 

Work 
2023 

Real-Time Intelligent Anomaly 

Detection and Prevention System 

 

Random Forest 99.85 

 

Algorithm 1 Blacklist Smart Contract Pseudo Code 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

func Initialize () 

     configure DistrubutedLedgerRules () 

     configure DistrubutedLedgerStandarts () 

func CreateBlackListAsset (ctx, params) ←Ip, Mac, Timestamp, Request Address 

    if exist (ctx in BlackList) = = true then 

        return rejection. 

   else 

        add StandartLogList (id ← params)    

        return (obj ⸧ [params]) 

func GetBlackList (ctx) 

    if exist (ctx in BlackList) = = true then 

        while! result. done  

        var res = GetAllList (ctx, id) then 

        return result 

   else 

        add StandartLogList (id ← params)    

        return (obj ⸧ [params]) 

func GetAllLogList (ctx, id) 

  do 

  static allLogListResult = [] 

  while! result. done then. 

allLogListResult.Push → Key: result.val.key, Record: params 

     result ← await. iterator. next () 

     return allResult end 

 

In the prepared smart contract, the initial rules and settings of the distributed ledger structure are executed with the Initialize 

method. The classification information from machine learning is integrated into our smart contract as an asset. This asset is 
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represented as "ctx" in the Pseudo code. To complete the security process, the smart contract checks the machine-learning 

results of the request in the blockchain and executes forked transactions according to the process. When creating the blacklist 

ledger, some information about the requesting request is requested and its status in the list is checked. Depending on the 

returned result, the blacklist process is managed. When a positive response is received, a new object is created, and a new 

record is returned at the end of the process. The GetBlackList or GetAllList method is executed to read the records. After 

checking the necessary permissions, the data saved in the ledger can be read and listed with the help of an iterator. Algorithm 

1 shows the pseudo-code of the generated smart contract. 

4. Findings 

Each network created in blockchain systems has a limit of transactions per second that it can process.  This limit is referred 

to as TPS (Transper Per Second). TPS is an acronym that stands for how many transactions per second blockchain networks 

can confirm and validate. In Figure 7, the error rates at different TPS values are measured with 10 different threads performing 

simultaneous tasks for a fixed duration of 20 seconds. In these measurements, the TPS value varies between 20-1000. In light 

of the findings obtained, it is seen that the blockchain successfully manages the requests received from 10 different threads 

with small-valued error rates up to 800 TPS values.  As the TPS value increases above 800, it is seen that the error values 

start to increase linearly. In this sense, it can be said that the upper limit of the performance of the proposed blockchain system 

is the TPS value of 800. 

 

Figure 7 Ability to respond to demands with variable TPS values in a fixed-time and 10-threaded test system. 

 

 

 
Figure 8 Average latency based on the number of TPS and Request Counts 

 

It was envisaged that the temporal performance of the system should be evaluated by measuring the error rates during its 

active operation. For this reason, in Figure 8, the number of requests generated according to TPS values ranging from 20-

1000 were combined and the average completion time of the blockchain process was measured. With the findings obtained, 

the average delay time experienced in the blockchain system until the TPS value reaches 800 varies between 0.135 seconds 

and 0.908 seconds.  Although this latency is considered acceptable for a blockchain system with strong verification and 
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logging processes, it is observed that the average latency suddenly reaches 2.227 and gradually increases as the TPS value 

exceeds 800. 

Considering the findings obtained from Figure 7 and Figure 8, it can be said that the upper limit of the performance of the 

prepared blockchain structure has a value of 800 TPS. The fact that the results obtained in these two graphs confirm each 

other shows the objectivity of the measurement processes performed. 

 

Figure 9 CPU - RAM Resource Usage (%) 

 

To complete the performance evaluation of the proposed blockchain structure, it was deemed necessary to determine how it 

utilizes computer resources during its operation. The measurements were performed on a computer equipped with an Intel(R) 

Xeon(R) E-2236 CPU @ 3.40GHz 3.41 GHz and 32 GB of RAM. For this reason, in Figure 9, the CPU and RAM resource 

utilization rates of the computer during the execution of blockchain transactions are measured and graphed. In the 

measurement, was aimed to measure the upper limits of the system by increasing the amount of work demand per unit time 

(TPS value). In the findings obtained, it was interpreted that the RAM capacity did not show a significant change and therefore 

remained constant. It was found that the processor power remained at similar values until 600 TPS and increased linearly 

after 700 TPS. These findings show us that the optimal upper limit of the system in terms of hardware is 800 TPS, just like 

in Figure 6 and Figure 7. 

5. Conclusion 

In this study, blockchain technology and machine learning algorithms are combined to propose a real-time prevention model 

that can detect anomalies that may occur in network traffic. The classification criteria, success values, and classification 

results of the algorithms used in the training are explained and demonstrated in detail. According to the results obtained, the 

Decision Tree algorithm has the most successful classification results among the tested algorithms. In the prepared blockchain 

structure, anomalies detected with the help of smart contracts are transferred to the blacklist chain. Standard requests continue 

their processes in the usual flow of network traffic. The performance measurements of these transactions have been 

meticulously measured and resource utilization has been measured and shown in the study. As the TPS value exceeded 500, 

an increase in error conditions, response delay times, and resource utilization was observed. When the security and 

decentralization contributions provided by the system are evaluated, it can be said that the results obtained are satisfactory. 

In future studies, we plan to improve the resource utilization and time performance of this system. We aim to minimize error 

rates by including optimization methods in our proposed model. 
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ABSTRACT 
Human handwriting is used to investigate human characteristics in various applications, including but not 

limited to biometric authentication, personality profiling, historical document analysis, and forensic 
investigations. Gender is one of the most distinguishing characteristics of human beings. From this point forth, 

we propose a novel end-to-end model based on Convolutional Neural Network (CNN) that automatically 

extracts features from a given handwritten sample, which contains both handwritten text and numerals unlike 
the related work that uses only handwritten text and classifies its owner’s gender. In addition to proposing a 

novel model, we introduce a new dataset that consists of 530 gender-labeled Turkish handwritten samples since, 

to the best of our knowledge, there does not exist a public gender-labeled Turkish handwriting dataset. 

Following an exhaustive process of hyperparameter optimization, the proposed CNN featured the most optimal 
hyperparameters and was both trained and evaluated on this dataset. According to the experimental result, the 

proposed novel model obtained an accuracy as high as 74.46%, which overperformed the state-of-the-art 

baselines and is promising on such a task that even humans could not have achieved highly-accurate results for, 

as of yet. 
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1. Introduction 

Today's rapidly advancing technological world does indeed bring forth numerous security challenges. These technological 

advancements serve not only benign consumers but also, unfortunately, enable malicious entities. Authentication 

technologies are employed to address security concerns by verifying or recognizing a person's identity through various 

factors, including passwords and facial features. Biometric authentication is one of the authentication methods using 

inherence factors such as fingerprints, DNA (DeoxyriboNucleic Acid), face, or retina. The utilization of computers for human 

recognition based on physical and behavioral traits traces its origins to the digital computer revolution of the 1960s [1]. But 

even today, after more than 60 years, biometric studies remain fresh since new technologies require using more secure 

applications.  Gender detection, the ability to detect an individual's gender based on distinct physiological features and 

patterns, is also one of the biometric factors for authentication and forensic applications. In addition to this, human 

handwriting is used to investigate human characteristics in various applications, including but not limited to personality 

profiling [2], [3], historical document analysis [4], and forensic investigations [5], [6]. In areas like artificial intelligence (AI), 

computer vision, and human-computer interaction, precise gender detection becomes pivotal in crafting personalized and 

inclusive user experiences. Furthermore, gender detection can play a vital role in promoting fair representation and addressing 

biases, particularly within domains such as criminal justice and employment. For criminal justice, gender detection provides, 
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including but not limited to (𝑖) equitable treatment, (𝑖𝑖) risk assessment, (𝑖𝑖𝑖) victim identification, (𝑖𝑣) investigation and 

profiling, and (𝑣) evidence handling. Gender stands as the primary physiological and physical distinction among individuals. 

It influences how people perceive themselves and each other [7].  So, from hand use to brain functions, there are fundamental 

differences between genders [8]– [10]. The reasons behind its importance for human distinction can be listed as follows: (𝑖) 
social identity and cultural context, (𝑖𝑖) self-perception and identity formation, (𝑖𝑖𝑖) social interaction and communication, 

(𝑖𝑣) access to opportunities, (𝑣) representation, (𝑣𝑖) advocacy, (𝑣𝑖𝑖) psychological well-being, and (𝑣𝑖𝑖𝑖) historical 

significance. 

Drawing is the oldest communication tool, including the alphabet, digits, and traffic signs and has been used for centuries by 

various cultures as a means to convey ideas, stories, and information visually. A drawing consists of a lot of information 

about its creator, such as graphology, expressiveness, attention to detail, creativity, imagination, emotions, feelings, cultural 

and social influences, and communication style. Even having Alzheimer's or Parkinson's disease [11] is one of these conveyed 

information. Drawing differs between genders. Sex differences in drawings have been discussed by a number of researchers 

[12], [13]. Handwriting, as a biometric modality, offers an unobtrusive means of inferring gender-related attributes without 

the need for direct personal interaction. This capacity has sparked interest in a wide range of fields, including but not limited 

to psychology, forensics, linguistics, and AI. Examining the connection between handwriting patterns and the identification 

of gender offers valuable insights into how individuals encapsulate their identities within the very act of writing. The 

motivation behind this study is to explore the potential presence of gender differences in handwriting drawings. When we 

have reviewed the literature, we have found that there exist some studies on this topic [14]–[17]. 

In this paper, we explore the relationship between handwriting and gender. In other words, we classify an individual’s gender 

through handwriting. In order to verify the relation between handwriting and gender, we collected both handwritten Turkish 

sentences consisting of the whole letters in the Turkish alphabet and the numbers from zero to nine. After collecting the raw 

data, we digitized it and constructed a dataset for both handwritten numbers and text. Some image pre-processing methods, 

such as denoising and morphological operations, have been applied to the dataset. After the pre-processing of the dataset, we 

have proposed a novel Convolutional Neural Network (CNN) model that accepts the handwritten text and numerals as the 

input and generates the detected gender, which covers two classes, namely, (𝑖) male, and (𝑖𝑖) female. The deliberate design 

choice for the proposed model was to adopt a CNN structure, given that CNNs have consistently demonstrated state-of-the-

art performance across a spectrum of computer vision tasks. These tasks encompass a wide range, such as image 

classification, object detection, object tracking, medical image analysis, autonomous driving, facial recognition, and 

document analysis, among others. The main contributions of this article can be summarized as follows: 

 

• We propose a novel CNN model combining both handwritten text and numerals features as input. To the best of our 

knowledge, this is the first study that makes gender classification through a combination of handwritten text and 

numerals. 

• Thanks to proposing a model based on DNN, neither manual feature extraction nor manual feature selection was 

required. Instead, an end-to-end solution was proposed. 

• Since there does not exist a public gender-labeled Turkish handwritten dataset, we introduce a new dataset that 

consists of 530 gender-labeled Turkish handwritten samples as another contribution to the research field. 

• A comprehensive range of values for each hyperparameter was evaluated in automated manner to discover the most 

optimal combination of hyperparameters that yield the highest classification performance for the proposed model. 

• A wide range of widely used traditional Machine Learning (ML), and DNN models was employed as the baseline 

of the proposed CNN model. According to the experimental result, the proposed CNN model that yields both 

handwritten text and numerals obtained better accuracy, an accuracy as high as 74.46%, than the state-of-the-art 

baselines on a task that even humans could not have achieved highly-accurate results for, as of yet [18]. 

 

The remaining of the paper is organized as follows: Section 2 briefly reviews the related work. Section 3 outlines the materials 

and methods employed in this study. In Section 4, we present the experimental results and engage in discussions surrounding 

them. Lastly, Section 5 encapsulates the paper by drawing conclusions and suggesting potential avenues for future 

exploration. 

2. Related Work 

There exist studies that deal with gender classification through English, French, and Arabic text, while studies dealing with 

gender classification for handwritten Turkish text lack in the research field. To the best of our knowledge, there does not 

exist a study that makes gender classification from handwritten Turkish text. In an early study, Koppel et al. [19] introduced 

a method rooted in a variant of Exponential Gradient for gender classification using documents sourced from the British 

National Corpus (BNC). Each individual document extracted was delineated by a feature vector encapsulating distinctive 

characteristics. The dimensionality of these feature vectors was reduced by the elimination of the irrelevant features. 

According to the experimental result, the proposed model obtained an accuracy of approximately 80%. 
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Liwicki et al. [20] proposed a model for detecting gender and handedness from online handwriting. In terms of gender 

detection, they covered two classes, namely, (𝑖) male, and (𝑖𝑖) female. Regarding handedness detection, they covered left- 

and right-handedness. To this end, they employed two models: (𝑖) The proposed first model employed Support Vector 

Machine (SVM), and (𝑖𝑖) the other model employed Gaussian Mixture Model (GMM). These proposed models were trained 

and evaluated on the IAM-OnDB, an English handwriting dataset consisting of more than 200 writers with eight handwritten 

texts per writer which were acquired from a whiteboard. Despite that, the authors used only 100 of them for the training of 

the gender classifier and 30 of them for the training of the handedness classifier. The gender detection model was evaluated 

on a set of 50 writers. The obtained accuracy values on this subset were 67.06% and 62.19% when GMM and SVM were 

employed for the classification, respectively. The handedness classification model was evaluated on a set of 30 writers. The 

obtained accuracy values on this subset were 62.57% and 84.66% when GMM and SVM were employed for the classification, 

respectively. The limitations of this study are as follows: (𝑖) Both classifiers were trained on a small dataset despite having a 

relatively large dataset, and (𝑖𝑖) more complex ML models such as Deep Neural Networks (DNNs) were not employed in 

addition to the employed traditional ML models. 

Gattal et al. [21] proposed a handwriting analysis-based gender classification model using Cloud of Line Distribution 

(COLD) and Hinge features, which were coupled with two SVM classifiers. The proposed model was evaluated on a subset 

of the QUWI dataset, which consisted of 1,000 samples. The constructed subset was split as follows: 500 samples were used 

for the training, 250 samples were used for the validation, and the remaining 250 samples were used for the testing. The 

proposed model obtained an accuracy of 73.60% on the test set. 

Morera et al. [22] introduced a CNN-based model for gender and handedness classification. This model was applied to two 

publicly available handwriting datasets: (𝑖) the IAM dataset, containing English text, and (𝑖𝑖) the KHATT dataset, containing 

Arabic text. The experimental findings revealed that the proposed model achieved an accuracy of 80.72% for gender 

classification on the IAM dataset. As for the KHATT dataset, the accuracy of the proposed model was calculated at 68.90%. 

Rabaev et al. [23] proposed a DNN for gender classification from handwriting images. In this study, they investigated cross-

domain transfer learning with ImageNet [24] pre-training. The experiments were carried out on two datasets, namely, (𝑖) the 

QUWI dataset, and (𝑖𝑖) a new dataset of documents in Hebrew script. They experimented with various DNNs and 

demonstrated that advanced DNNs outperformed traditional ML algorithms. 

Al Maadeed and Hassaine [25] proposed a gender classification approach from offline documents using two approaches as 

follows: (𝑖) All subjects wrote the same text, and (𝑖𝑖) each subject wrote a different text. They extracted a number of features 

based on shape, including but not limited to curvatures, chain codes, and stroke orientations. They employed two 

classification algorithms, namely, (𝑖) Random Forest, and (𝑖𝑖) Kernel Discriminant Analysis (KDA). The proposed model 

underwent evaluation on the QUWI dataset through a series of diverse experiments involving Arabic texts, English texts, and 

a merged amalgamation of the two. According to the experimental result, an accuracy of 72.30%, was obtained when the 

proposed model employed KDA when documents from both languages were combined and the handwritten texts of subjects 

were the same. 

Bouadjenek et al. [26] introduced a gender classification methodology utilizing handwriting samples. Their approach was 

founded on a fusion of Histogram of Oriented Gradients (HOG) and SVM. While HOG was employed to extract relevant 

features, SVM was leveraged for classification purposes. This proposed model underwent evaluation using two distinct 

datasets: (𝑖) the IAM dataset and (𝑖𝑖) the KHATT dataset. Based on experimental findings, the proposed model achieved a 

precision of 75.45% on the IAM dataset and a precision of 68.89% on the KHATT dataset. 

Siddiqi et al. [27] proposed a gender classification of handwriting based on slant/orientation, roundedness/curvature, 

neatness/legibility, and writing texture features. They employed ANN and SVM for the classification. The proposed classifiers 

were evaluated on the QUWI and MSHD datasets. According to the experimental result, the proposed model that employed 

SVM obtained an accuracy of 68.75% for the QUWI dataset and an accuracy of 73.02% for the MSHD dataset when slant 

and curvature features were used. 

Akbari et al. [28] introduced a gender classification methodology using handwriting images. This method initially transforms 

each image into a texture representation, which is then decomposed into multiple subbands at different levels. These subbands 

are subsequently utilized to create Probabilistic Finite State Automata (PFSA) for generating feature vectors. For 

classification purposes, they applied both SVM and NNs. The proposed models were trained and evaluated on the QUWI and 

MSHD datasets. According to the experimental result, the proposed NN obtained the best accuracy, an accuracy of 79.30% 

on the QUWI dataset. When it comes to the MSHD dataset, the proposed model based on SVM obtained the best accuracy, an 

accuracy of 79.90%. 

Bouadjenek et al. [29] proposed a gender classification model for handwriting images. They employed HOG and Local 

Binary Patterns (LBP) as feature extractors and SVM as the classifier. The experiments were carried out on the IAM dataset. 

According to the experimental result, the proposed model based on HOG obtained an accuracy of 74%. 

Youssef et al. [30] proposed a gender classification model based on the combination of Wavelet Domain Local Binary Patterns 
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(WD-LBP) and SVM. They trained and evaluated their model on a subset of the QUWI dataset, which consists of documents 

in English, and Arabic. According to the experimental result, the proposed model obtained an accuracy of 74.30%. 

Illouz et al. [18] proposed a CNN-based model for gender classification using handwriting data. This model comprised six 

layers: Four convolutional layers, succeeded by a Dense layer and a softmax output layer. The proposed classifier underwent 

evaluation on their proprietary dataset, namely, HEBIU, encompassing a total of 810 samples in Hebrew and English 

collected from 405 subjects. Through a series of experiments, the highest accuracy achieved was 82.89%. Notably, this peak 

accuracy was attained when the model was trained on Hebrew samples and evaluated on English samples. Unlike our model, 

this model yielded 200 patches extracted from each handwriting sample. 

Maken and Gupta [31] proposed an ensemble approach that employed SVM, Logistic Regression (LR), and k-Nearest 

Neighbor (kNN) for automated classification of gender from handwriting using the landmarks of differences between genders. 

They used the shape of the visual appearance of the handwriting for extracting features of the handwriting such as slanteness 

(direction), area, and perimeter. The proposed model was evaluated on the dataset of the ICDAR 2013 Gender Prediction 

Competition, which comprised 282 writers with 2 samples per writer. According to the experimental result, the proposed 

model obtained an accuracy of 65.71%. 

Table 1 lists a comparison of the related work in terms of employed technique(s), used dataset(s), covered language(s), content 

type, and obtained gender classification accuracy. 

 

Table 1 A comparison of the related work 

Related 

Work 

Employed 

Technique(s) 
Used Dataset(s) 

Covered 

Language(s) 

Content Type Classification 

Accuracy 

[19] Exponential Gradient A subset of BNC English Handwritten text ~80% 

[20] SVM, and GMM IAM-OnDB English Handwritten text 67.06% 

[21] 

COLD and Hinge 

features coupled with 

SVM 

A subset of 

QUWI 

English, and 

Arabic 
Handwritten text 73.60% 

[22] CNN 
IAM, and 

KHATT 

English, and 

Arabic 
Handwritten text 

80.72% (IAM) 

68.90% 

(KHATT) 

[23] CNN 

QUWI, and a 

dataset of 

documents in 

Hebrew script 

English, Arabic, 

and Hebrew 
Handwritten text 𝑁/𝐴 

[26] HOG, and SVM 
IAM, and 

KHATT 

English, and 

Arabic 
Handwritten text 

75.45% (IAM) 

68.89% 

(KHATT) 

[27] ANN, and SVM 
QUWI, and 

MSHD 

English, French, 

and Arabic 
Handwritten text 

68.75% (QUWI) 

73.02% (MSHD) 

[28] PFSA, SVM, and NN 
QUWI, and 

MSHD 

English, French, 

and Arabic 
Handwritten text 

79.30% (QUWI) 

79.90% 

(MSHD) 

[30] WD-LBP, and SVM 
A subset of 

QUWI 

English, and 

Arabic 
Handwritten text 73.40% 

[29] HOG, LBP, and SVM IAM-OnDB English Handwritten text 74% 

[18] CNN HEBIU 
Hebrew, and 

English 
Handwritten text 82.89% 

[31] SVM, LR, and kNN ICDAR 2013 
English, and 

Arabic 
Handwritten text 65.71% 

[32] CNN 

ICDAR 2013, 

IAM-OnDB, and 

KHATT 

English, and 

Arabic 
Handwritten text 

71.8% (ICDAR 

2013), 76.1% 

(IAM), 74.1% 

(KHATT) 

Proposed 

work 

Image preprocessing, 

and CNN 

Own dataset, 

and IAM-OnDB 

Turkish, and 

English 

Handwritten 

text and 

numeral 

𝟕𝟒. 𝟒𝟔% 

(proprietary 

dataset) 

𝟔𝟖. 𝟏𝟏% (IAM-

OnDB) 

 



 

Erdogmuş et al.                                                                                                  Sakarya University Journal of Computer and Information Sciences 6 (3) 2023 

176 

 

Xue et al. [32] proposed ATP-DenseNet, an attention-based two-pathway Densely Connected Convolutional Neural Network 

to identify the gender of handwriting. More specifically, they proposed three models based on this architecture as follows: 

(𝑖) ATP-DenseNet-121, (𝑖𝑖) ATP-DenseNet-169, and (𝑖𝑖𝑖) ATP-DenseNet-201. The proposed models were evaluated on three 

widely used datasets, namely, (𝑖) ICDAR 2013, (𝑖𝑖) IAM, and (𝑖𝑖𝑖) KHATT. According to the experimental results, ATP-

DenseNet-169 obtained accuracy scores of 71.8%, 76.1%, and 74.1% on the ICDAR 2013, IAM-OnDB, and KHATT datasets, 

respectively. 

Unlike the related work, the proposed model (𝑖) utilizes both handwritten text and numeral while the related work utilizes 

only handwritten text, (𝑖𝑖) was finalized through an extensive task of optimization task, and (𝑖𝑖𝑖) to the best of our knowledge, 

is the only study that covers Turkish. 

3. Material and Method 

In this section, we describe the details of (𝑖) how the used dataset was constructed and which preprocessing techniques were 

employed, (𝑖𝑖) the software stack used for the implementation of the proposed models, (𝑖𝑖𝑖) the proposed novel models for 

gender classification, and (𝑖𝑣) the employed evaluation metrics to evaluate the performance of the proposed models. 

3.1 Dataset Preparation 

To the best of our knowledge, there does not exist a public handwritten Turkish text/numerals dataset that is labeled with the 

corresponding gender. Therefore, we constructed our own dataset through a designed form that was filled out by each 

volunteer. We have collected a total of 530 handwriting samples. Of these samples, 330 were male, 195 were female, and 

gender was not specified in 5 of them. Each form collected from volunteers is a single shape of paper that has a size of 𝐴4. 

While ordering the samples, a single type of research form was replicated from the same device was used. Each volunteer 

filled out the form with a single type of pen with a 0.9 mm 2𝐵 tip while sitting on a chair on a table. The parts that were 

required to be filled in handwriting in the form consist of two parts, namely, (𝑖) text, and (𝑖𝑖) numbers, which were separated 

from each other by frames. The details regarding the information requested from the volunteers via the provided research 

form are listed in Table 2. Some sample handwritten text and numerals from the constructed dataset are presented in Figure 

1, and Figure 2, respectively. 

 

Table 2 The details regarding the information requested from the volunteers via the provided research form. 

 

Information Data Type Values 

Age range Categorical 15 − 17, 18 − 21, 22 − 29, 30 − 50, and 50 + 

Educational 

status 
Categorical 

𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛, 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛, 

ℎ𝑖𝑔ℎ 𝑠𝑐ℎ𝑜𝑜𝑙, 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒 𝑑𝑒𝑔𝑟𝑒𝑒, 𝑢𝑛𝑑𝑒𝑟𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒, 

and 𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒 

 
Figure 1 Some handwritten text samples from the constructed dataset 

     

 
Figure 2 Some handwritten numeral samples from the constructed dataset 
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Additionally, volunteers were asked to fill in the text and numbers in the frame with their handwriting in a single line. The 

sample text used in this study consists of a sentence containing all 29 letters in Turkish. Regarding the numerical data to be 

filled, the volunteers were asked to write all the numbers in a single line. In the next step, each form was given an id number 

according to the collection order. These forms were scanned by 600 DPI TA Triumph-Adler 4555i printer, in color mode and 

PDF, at a high resolution of 1654 𝑥 2338. Each page in the PDF has been converted to PNG format and named according to 

their id numbers and folders according to gender. To separate the text and numbers of each image in the folder, the coordinates 

were determined and cut by an implemented Python script that employed pdf2image [33], OpenCV [34], and pandas [35], 

[36] libraries to this end. The information in the form (such as age, and gender) was labeled with the id values and turned 

into categorical data. Then, the data were categorized and folded, and made ready for the preprocessing steps thanks to 

another implemented Python script. The process of constructing and preparing the novel dataset to be ready to be yielded 

into the proposed neural network is presented in Figure 3. 

 

 
Figure 3 The process of constructing and preparing the novel dataset 

 

 
Figure 4 The distribution of collected handwriting samples by gender and content type 
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Similar to the approach by Illouz et al. [18], each handwriting sample was divided into square-shaped patches of 100𝑥100 

pixels thanks to the implemented Python script as the widely-used pre-trained CNNs such as ResNet50V2, InceptionV3, and 

MobileNetV2 do work with the square-shaped (e.g., 32𝑥32, 75𝑥75, 299𝑥299) input, too. This operation also helped to keep 

the computational effort feasible. Then, each patch was mapped with the gender of the handwriting sample. Because of this 

process, the novel dataset was constructed. The distribution of the constructed dataset by gender and content type is presented 

in Figure 4.  

Two rules were followed during the construction of the balanced dataset from the constructed dataset: (𝑖) A handwritten text 

sample and a handwritten numerals sample were collected for each volunteer, and (𝑖𝑖) the same number of samples per gender 

were collected to construct a balanced dataset. Consequently, the constructed balanced dataset consisted of 928 handwritten 

text and 928 handwritten numerals per gender. The distribution of the constructed balanced dataset is given in Table 3. 

Table 3 The distribution of the constructed balanced dataset 

Gender Text Numerals Total 

𝑀𝑎𝑙𝑒 928 928 1,856 

𝐹𝑒𝑚𝑎𝑙𝑒 928 928 1,856 

Total 1,856 1,856 3,712 

3.2 Software Stack 

The entire software used for this study was implemented in the Python programming language and was powered by open-

source technologies. Keras [37] was opted for the implementation of the proposed DNNs since being a high-level interface 

for the implementation of DNNs. Other advantages of Keras can be listed as follows: (𝑖) seamless integration with other 

state-of-the-art data science frameworks, (𝑖𝑖) support to wide range of applications, including but not limited to computer 

vision, natural language processing, and plotting, and (𝑖𝑖𝑖) transferability as the models constructed using Keras can be easily 

transferred to various deep learning framework thanks to its modular design. The up-to-date version of Keras supports two 

deep learning backends, namely, (𝑖) TensorFlow [38], and (𝑖𝑖) Theano. The selection of TensorFlow as Keras' backend arose 

from the developer's (Keras' creator) recommendation [39], owing to its ability to deliver high-performance and scalable 

capabilities. NumPy [40] and pandas [36], two widely-used Python libraries that TensorFlow depends on, were employed for 

the data manipulation and analysis of multi-dimensional matrices and numerical tables, respectively. In managing dataset 

operations such as partitioning into subsets based on the predefined ratio, data preprocessing tasks, and assessing the 

classification performance of the proposed models, a widely-used Python library, namely, scikit-learn [41] was employed. 

Matplotlib [42] was employed for the visualization of the experimental result. The details of the used software stack are listed 

in Table 4. 

 

Table 4 The details of the used software stack 

Software Version 

Operating System 𝑚𝑎𝑐𝑂𝑆 𝑀𝑜𝑛𝑡𝑒𝑟𝑒𝑦 12.5 

𝑃𝑦𝑡ℎ𝑜𝑛 3.8.13 

𝐾𝑒𝑟𝑎𝑠 2.8.0 

𝑇𝑒𝑛𝑠𝑜𝑟𝐹𝑙𝑜𝑤 2.8.0 

𝑁𝑢𝑚𝑃𝑦 1.21.5 

𝑝𝑎𝑛𝑑𝑎𝑠 1.4.2 

𝑠𝑐𝑖𝑘𝑖𝑡 − 𝑙𝑒𝑎𝑟𝑛 1.0.2 

3.3 Proposed Model 

We propose two novel CNN models for the gender prediction problem through the given handwriting samples: (𝑖) The first 

model makes gender prediction through the given both handwritten text and numerals, and (𝑖𝑖) the second model makes 

gender prediction through the given handwritten text. Each proposed novel CNN model is described in the following 

subsections. 

3.3.1 Proposed Two-Channel Model 

The proposed two-channel model yields grayscale handwritten text and numerals in order to output its writer’s gender into 

two classes, namely, (𝑖) male, and (𝑖𝑖) female. To the best of our knowledge, this is the first gender prediction model that 

inputs handwritten numerals alongside handwritten text. The proposed two-channel model consisted of 21 layers as follows: 

Each channel is identical and consists of 9 layers. The model started with a Convolutional (denoted with Conv2D) layer, 

tasked with performing convolution operations on the provided input. This layer employed 16 filters and utilized a kernel 

size of (3,3). Then, a Batch Normalization (denoted with Batch Norm.) layer was employed to normalize the activations of 
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previous layers. Subsequently, a Max Pooling layer with a pool size of (2,2) was applied to gradually diminish the spatial 

dimensions of the representation, ultimately leading to a reduction in the network's parameter count and computational 

workload [43]. Following this Max Pooling layer, a Dropout [44] layer with a dropout rate of 0.5 was employed to randomly 

drop neurons from the network, which eventually helps to prevent the well-known problem of DNNs, namely, the 

“overfitting”. The second Conv2D layer with 32 filters and a kernel size of (5, 5) succeeded the Dropout layer. Similar to 

the first Convolutional layer, a Batch Norm., a Max Pooling with a pool size of (2, 2), and a Dropout layer with a dropout 

rate of 0.5 succeeded the second Conv2D layer. As the final layer of each channel, a Global Max Pooling layer was utilized 

as the final layer, serving to consolidate activations across spatial locations and generate a vector of fixed size, which is 

common in several state-of-the-art CNNs [45]. A Concatenation layer was employed to concatenate the outputs of the 

channels. Another Dropout layer, but with a dropout rate of 0.6 followed the concatenation operation. Finally, a Dense layer, 

which is a deeply (fully) connected neural network component, with the sigmoid activation function was employed to output 

the predicted gender. The Rectified Linear Unit (ReLU) [46] was employed as the activation function of the Conv2D layers 

to avoid the vanishing gradient problem as a result of some other activation functions [47]. The default kernel initialization 

option of Keras, namely, Glorot (a.k.a. Xavier) Uniform, was employed as the kernel initializer of the employed Conv2D 

layers. Given that the handled problem is a binary classification task, the Binary Cross-Entropy was employed as the loss 

function of the model to calculate the loss after each epoch. The Adadelta [48] was employed as the optimization algorithm 

of the model to minimize the obtained loss by adjusting the attributes, namely, (𝑖) weight, and (𝑖𝑖) bias. An overview of this 

model is presented in Figure 5. Table 5 lists each layer of the proposed two-channel model along with the hyperparameters 

that were utilized. 

 

 
Figure 5 An overview of the proposed novel two-channel CNN model 
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Table 5 The layers of the proposed novel two-channel CNN model along with their corresponding hyperparameters 

# Layer Type Hyperparameters 

1 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 16 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

2 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

3 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

4 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

5 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 32 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

6 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

7 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

8 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

9 𝐺𝑙𝑜𝑏𝑎𝑙 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝑁/𝐴 

10 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 16 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

11 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

12 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

13 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

14 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 32 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

15 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

16 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

17 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

18 𝐺𝑙𝑜𝑏𝑎𝑙 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝑁/𝐴 

19 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒 𝑁/𝐴 

20 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.6 

21 𝐷𝑒𝑛𝑠𝑒 
- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑖𝑡𝑠: 1 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 

3.3.2 Proposed Single-Channel Model 

This model was intentionally proposed to be able to benchmark a CNN on a gold standard dataset as, to the best of our 

knowledge, there does not exist a handwritten gender dataset that contains both text and numeral. The proposed two-channel 

model consisted of 9 layers as follows: The model starts with a Conv2D layer with 32 filters and a kernel size of (3, 3). Then, 

a Batch Norm., a Dropout layer with a dropout rate of 0.5, and a Max Pooling layer with a pool size of (2, 2) was employed, 

respectively. A second Conv2D layer followed this Max Pooling layer. Then, similar to the first Conv2D layer, a Dropout 

layer with a dropout rate of 0.5, and a Max Pooling layer with a pool size of (2, 2) was employed, respectively. Then, a 

Global Max Pooling layer was employed to aggregate the activations of spatial locations. Then, another Dropout layer with 

a dropout rate of 0.5 was employed. Finally, a Dense layer with a unit size of 1 and the sigmoid activation function was 

employed for the gender classification. Similar to the proposed two-channel model, (𝑖) ReLU was employed as the activation 

function, (𝑖𝑖) the optimization of the model through the backpropagation was carried out on the Adadelta optimization 

algorithm, and (𝑖𝑖𝑖) the Binary Cross-Entropy was employed as the loss function of the model. An overview of this single-

channel model is presented in Figure 6. Table 6 lists each layer of the proposed single-channel model along with the 

hyperparameters that were utilized. 
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Figure 6 An overview of the proposed novel single-channel CNN model 

 

Table 6 The layers of the proposed novel single-channel CNN model along with their corresponding hyperparameters 

 

# Layer Type Hyperparameters 

1 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 32 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

2 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

3 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.3 

4 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

5 𝐶𝑜𝑛𝑣2𝐷 

- 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠: 64 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

- 𝑆𝑡𝑟𝑖𝑑𝑒𝑠: (1, 1) 

- 𝐾𝑒𝑟𝑛𝑒𝑙 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑟: 𝐺𝑙𝑜𝑟𝑜𝑡 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 

- 𝑃𝑎𝑑𝑑𝑖𝑛𝑔: 𝑣𝑎𝑙𝑖𝑑 

- 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑅𝑒𝐿𝑈 

6 𝐵𝑎𝑡𝑐ℎ 𝑁𝑜𝑟𝑚. 𝑁/𝐴 

7 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.3 

8 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 - 𝑃𝑜𝑜𝑙 𝑠𝑖𝑧𝑒: (2, 2) 

9 𝐺𝑙𝑜𝑏𝑎𝑙 𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝑁/𝐴 

10 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 - 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒: 0.3 

3.4 Evaluation Metrics 

𝐷𝑒 − 𝑓𝑎𝑐𝑡𝑜 standard metrics to evaluate the performance of classifiers, namely, 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑟𝑒𝑐𝑎𝑙𝑙 (a.k.a. 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦), and 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 were employed to assess the classification performance of the proposed model. Let 𝑃 denote 

positives, referring to the samples labeled with the target class, and 𝑁 represent negatives, signifying the samples labeled 

with the complementary class of the target. 𝑇𝑃, 𝑇𝑁, 𝐹𝑃, and 𝐹𝑁 denote correctly predicted positives, correctly predicted 

negatives, positives incorrectly predicted as negative, and negatives incorrectly predicted as positive, respectively. 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

is the proportion of the correctly predicted samples to all samples. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 is defined as the proportion of accurately 

predicted positive instances to the total number of instances predicted as positive. 𝑅𝑒𝑐𝑎𝑙𝑙 is the ratio of correctly predicted 
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positive instances to the total number of actual positive instances. 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 is the harmonic mean of the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 

𝑟𝑒𝑐𝑎𝑙𝑙 and is more useful than accuracy when the used dataset is imbalanced. The equations of  𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 

𝑟𝑒𝑐𝑎𝑙𝑙, and 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 are given in Eq. 1. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

(1) 

 

When it comes to the evaluation of the proposed model, we employed a confusion matrix, which is a specific table that 

visualizes the classification performance of classifiers. In the confusion matrix, every row corresponds to the count of samples 

in the true class, and each column corresponds to the count of samples in the predicted class. 

4. Experimental Results and Discussion 

In the following subsections, the hyperparameter optimization, the training and evaluation of the proposed models, and the 

discussion in the light of experimental results are described. 

4.1 Hyperparameter Optimization 

Hyperparameters are the parameters of a DNN model that impact the learning process and are determined through empirical 

tuning [39], [49]. More specifically, the hyperparameter optimization task provides various improvements to the neural 

network such as performance enhancement, generalization improvement, faster convergence, resource efficiency, robustness, 

and exploratory analysis. Both proposed models were trained under the same hyperparameters which were finalized as a 

result of automatized hyperparameter optimization task. Throughout this task, an extensive set of values for each 

hyperparameter was assessed to uncover the optimal combination of hyperparameters as they are listed in Table 7, where the 

obtained best value for each hyperparameter is given in bold. Despite encompassing a wide range of hyperparameters, the 

employed hyperparameter optimization task remained efficient and streamlined due to its automated nature. To be more 

specific, the proposed models utilized a widely-recognized technique known as 𝐻𝑦𝑝𝑒𝑟𝑏𝑎𝑛𝑑 [50] as the optimization 

algorithm. The optimization objective was defined as the accuracy achieved on the validation set. A subset of 20% from the 

training set was allocated for use as the validation set. As listed in Table 7, several widely-used optimization algorithms, 

namely, (𝑖) 𝐴𝑑𝑎𝑝𝑡𝑖𝑣𝑒 𝑀𝑜𝑚𝑒𝑛𝑡 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 (𝐴𝑑𝑎𝑚) [51], (𝑖𝑖) 𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝑃𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 (𝑅𝑀𝑆𝑝𝑟𝑜𝑝) [52], (𝑖𝑖𝑖) 
𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝐷𝑒𝑠𝑐𝑒𝑛𝑡 (𝑆𝐺𝐷) [53], and (𝑖𝑣) 𝐴𝑑𝑎𝑑𝑒𝑙𝑡𝑎 were evaluated as the optimization algorithms. The 

𝐴𝑑𝑎𝑑𝑒𝑙𝑡𝑎 was employed as the optimization of the proposed model as a result of the employed hyperparameter optimization. 

Several widely-used activation functions, namely, (𝑖) 𝑅𝑒𝑐𝑡𝑖𝑓𝑖𝑒𝑑 𝐿𝑖𝑛𝑒𝑎𝑟 𝑈𝑛𝑖𝑡 (𝑅𝑒𝐿𝑈), (𝑖𝑖) 
𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙 𝐿𝑖𝑛𝑒𝑎𝑟 𝑈𝑛𝑖𝑡 (𝑒𝐿𝑈), (𝑖𝑖𝑖) 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐 𝑅𝑒𝐿𝑈 (𝑃𝑅𝑒𝐿𝑈), (𝑖𝑣) 𝐿𝑒𝑎𝑘𝑦 𝑅𝑒𝐿𝑈, (𝑣) 𝑡𝑎𝑛ℎ, and (𝑣𝑖) 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 were 

evaluated as the activation functions. The ReLU was employed as the activation algorithm of the proposed models as a result 

of the employed hyperparameter optimization. Regarding the 𝑑𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒, an assessment encompassed a set of 0.2, 0.3, 

0.4, 0.5, and 0.6. The range of 3 to 10 was scrutinized for the number of folds (𝑘 value). Additionally, evaluations were 

conducted for both 𝑘𝑒𝑟𝑛𝑒𝑙 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 and 𝑏𝑖𝑎𝑠 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦, considering the set of 1𝑥𝑒−5, 

1𝑥𝑒−6, 1𝑥𝑒−7, and 1𝑥𝑒−8. The 𝑏𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 underwent evaluation using the set of 16, 32, 64, 128, and 256. 

 

Table 7 The evaluated values of the employed hyperparameters during the optimization. The obtained best values were 

given in bold 

Model Evaluated Values 

𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒 for Conv. layers 0.2, 0.3, 0.4, 0.5, 𝟎. 𝟔 

𝐷𝑟𝑜𝑝𝑜𝑢𝑡 𝑟𝑎𝑡𝑒 for the Dense layer prior to final 0.2, 0.3, 0.4, 0.5, 𝟎. 𝟔 

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑹𝒆𝑳𝑼, 𝑒𝐿𝑈, 𝑃𝑅𝑒𝐿𝑈, 𝐿𝑒𝑎𝑘𝑦 𝑅𝑒𝐿𝑈, 𝑡𝑎𝑛ℎ, 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 

𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝐴𝑑𝑎𝑚, 𝑅𝑀𝑆𝑝𝑟𝑜𝑝, 𝑆𝐺𝐷, 𝑨𝒅𝒂𝒅𝒆𝒍𝒕𝒂 

𝐾𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒 𝟑, 5, 7, 9 

𝐾𝑒𝑟𝑛𝑒𝑙 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 1𝑥𝑒−5, 1𝑥𝑒−6, 𝟏𝒙𝒆−𝟕, 1𝑥𝑒−8 

𝐵𝑖𝑎𝑠 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 1𝑥𝑒−5, 1𝑥𝑒−6, 𝟏𝒙𝒆−𝟕, 1𝑥𝑒−8 

𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝟏𝒙𝒆−𝟑, 5𝑥𝑒−3, 1𝑥𝑒−4, 1𝑥𝑒−5, 1𝑥𝑒−6 

𝐵𝑎𝑡𝑐ℎ 𝑠𝑖𝑧𝑒 16, 32, 𝟔𝟒, 128, 256 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑜𝑙𝑑𝑠 3, 4, 𝟓, 6, 7, 8, 9, 10 
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4.2 Model Training and Evaluation 

The training setup of a neural network is crucial to ensure that the network is optimized for achieving its highest performance 

potential. Its proper design and configuration influence every aspect of neural network’s performance, from accuracy and 

efficiency to generalization and robustness. A properly configured training can make the difference between a neural network 

that struggles to learn and one that excels at its intended task. A well-trained NN should neither overfit nor underfit. In the 

following subsections, the training and evaluation of the proposed models are described. 

4.2.1 Two-Channel Model 

The training of each proposed model was started with the Early Stopping callback, which is responsible for stopping the 

training when the model stops learning. In pursuit of this objective, two parameters are utilized in the following manner: (𝑖) 
The monitored criterion, and (𝑖𝑖) the number of epochs that the callback waits before cessation, also known as "patience." 

Specifically, the achieved validation loss was designated as the monitored criterion, and a patience value of 10 epochs was 

established. 

A subset comprising 20% of the entire dataset, totaling 372 samples, was set aside as the test set. This subset was employed 

to evaluate the classification performance of the proposed model. The remaining dataset was employed for both training and 

validation using the Stratified 𝑘-Fold Cross Validation technique, a specialized form of 𝑘-Fold Cross Validation that divides 

the entire dataset into 𝑘 folds while maintaining the proportional distribution of samples for each class. The value of 𝑘 was 

determined as 5 based on experimental results from the employed hyperparameter optimization. This indicates that the 

training set was divided into 5 folds, with the initial fold serving as the validation set and the remaining 4 folds being utilized 

for training purposes. This process was repeated 5 times to utilize the entire dataset for both training and validation purposes. 

Under this configuration, the training of the two-channel model was continued for 97 epochs until the employed Early 

Stopping callback stopped the training. An accuracy as high as 74.46% was obtained on the test set. The accuracy values 

achieved for both the training and validation sets during the training of the proposed two-channel model were plotted in 

Figure 7. According to this experimental result, it is safe to conclude that the model neither overfit nor underfit. The obtained 

confusion matrix for evaluating the test set is presented in Figure 8. 

 

 
Figure 7 The accuracy values obtained for both the training and validation sets during the training process of the proposed 

two-channel model. 
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Figure 8 The obtained confusion matrix of the proposed two-channel model upon evaluation on the test set 

 

4.2.2 Single-Channel Model 

Under the same training configuration as the two-channel model, the single-channel model had been trained for 74 epochs 

until the employed Early Stopping callback stopped the training. An accuracy as high as 72.33% was obtained on the test 

set. The accuracy values achieved for both training and validation sets during the training of the proposed two-channel model 

were plotted in Figure 9. According to this experimental result, it is safe to conclude that the model neither overfit nor underfit. 

The obtained confusion matrix for evaluating the test set is presented in Figure 10. 

 

 
Figure 9 The accuracy values obtained for both the training and validation sets during the training process of the proposed 

single-channel model. 
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Figure 10 The obtained confusion matrix of the proposed single-channel model upon evaluation on the test set 

 

We have also experimented with gender detection through the numerals only using the same single-channel model. This time, 

an accuracy of 64.03% was obtained. Alongside the proposed DNNs, (1) the widely-used traditional ML algorithms, namely, 

(𝑖) SVM, (𝑖𝑖) Logistic Regression, (𝑖𝑖𝑖) Naïve Bayes, (𝑖𝑣) Random Forest, (𝑣) Decision Tree, (𝑣𝑖) k-Nearest Neighbors, (𝑣𝑖𝑖) 
Light Gradient Boosting Machine (LGBM), and (𝑣𝑖𝑖𝑖) eXtreme Gradient Boosting (XGBoost), and (2) the widely-used pre-

trained DNNs, namely, (𝑖) ResNet50V2 [54], (𝑖𝑖) InceptionV3 [55], and (𝑖𝑖𝑖) MobileNetV2 [56] through the transfer-learning 

were employed. For the pre-trained DNNs, each channel was replaced with the pre-trained DNN, including the weights 

calculated for the ImageNet dataset. The same layers of the proposed two-channel CNN were applied after the concatenation. 

Similarly, the pre-trained DNNs were trained under the same hyperparameters. As a final model, the proposed two-channel 

CNN was employed as the feature extractor, and SVM was employed as the classifier. According to the experimental result, 

the proposed two-channel CNN that yields both handwritten text and numerals provided the best accuracy among all models. 

The proposed single-channel model that yields handwritten text followed that. This experimental result demonstrates that 

yielding both handwritten text and numerals provides better accuracy than yielding only handwritten text or numerals. 

Another conclusion in the light of the experimental results is that the DNN models provided better accuracy than the 

traditional ML models for gender classification through handwriting. The obtained classification accuracy scores of the 

employed traditional ML algorithms and proposed CNN models on the test set of the novel dataset are listed in Table 8. 

 

Table 8 The obtained classification accuracy scores of the employed traditional ML algorithms and proposed CNN models 

on the test set of the novel dataset 

Model Accuracy 

SVM (Text) 53.49% 

Logistic Regression (Text) 51.88% 

Naïve Bayes (Text) 51.08% 

Random Forest (Text) 58.33% 

Decision Tree (Text) 52.42% 

kNN (k=2) (Text) 52.96% 

LGBM (Text) 55.11% 

XGBoost (Text) 56.45% 

ResNet50V2 (Text and Numeral) 47.58% 

InceptionV3 (Text and Numeral) 50.54% 

MobileNetV2 (Text and Numeral) 51.88% 

Proposed Single-channel CNN (Text) 72.33% 

Proposed Single-channel CNN (Numeral) 64.03% 

Proposed Two-channel CNN (Text and Numeral) 𝟕𝟒. 𝟒𝟔% 

Proposed Two-channel CNN-SVM (kernel=linear) (Text and Numeral) 68.55% 

Proposed Two-channel CNN-SVM (kernel=rbf) (Text and Numeral) 70.70% 

Proposed Two-channel CNN-SVM (kernel=poly) (Text and Numeral) 71.51% 
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5. Conclusion 

Gender is one of the most distinguishing characteristics of human beings. Drawing is the oldest communication tool of human 

beings and consists of a lot of information about its owner. From this point forth, we have proposed gender classification 

models through the given handwriting samples, which can be text, numerals, or both text and numerals. The proposed models 

were based on CNNs, which have provided the state-of-the-art for many classification problems whether it can be text 

classification or image classification. To the best of our knowledge, there does not exist a public Turkish handwriting dataset, 

which is labeled with genders. Therefore, we constructed our own dataset, which consists of 530 handwriting samples. The 

proposed CNN models were trained and evaluated on this dataset. According to the experimental result, the best accuracy, 

an accuracy as high as 74.46%, was obtained by the proposed CNN model that yields both handwriting text and numerals. 

The obtained accuracy is higher than the compared state-of-the-art techniques and is promising on such a task that even 

humans could not have achieved highly-accurate results for, as of yet. This experimental result demonstrates that yielding 

both handwriting text and numerals provides better accuracy compared to yielding only handwriting text or numerals. Another 

key finding in the light of the experimental result is that the models based on CNNs provided better accuracy compared to 

the models that employ the traditional ML algorithms as well as the combination of CNN and SVM. 

As a future work, the authors would like to extend the constructed dataset by combining it with other datasets to improve the 

learning ability of the proposed model.  
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ABSTRACT 
This Satellite operators rely on accurate satellite orbit estimation to ensure safe orbital operations, considering the 

influence of external forces. Traditional methods, such as single station angles and range (AZEL), along with 

range-to-range (RNG) techniques, have been widely employed by operators. However, the use of GPS signals for 
determining the orbits of geostationary communication satellites (GEO) has gained popularity due to its 

effectiveness. Extensive research has validated the reliability and efficiency of GPS-based GEO orbit 

determination. In this study, the performance of the GPS-based method is evaluated by comparing it with flight-
proven techniques. Three GEO communication satellites located at different longitudes were analyzed using GPS-

based, RNG-based, and AZEL-based methods. The results indicated that the GPS-based determined orbit had a 

root mean square error (RMSE) of 75.887 m, 372.420 m, and 768,223 m for Satellites A, B, and C, respectively, 
when compared with the RNG-based determined orbit. Similarly, the RMSE between the GPS-based and AZEL-

based determined orbits was 133.287 m, 242.076 m, and 764.866 m for Satellites A, B, and C, respectively. These 

findings strongly support using GPS-based orbit determination, as it aligns with the results obtained from flight-
proven RNG and AZEL methods. The study demonstrates the reliability and accuracy of the GPS-based orbit 

estimation method. Consequently, it encourages satellite operators to adopt GPS-based navigation for precise 

determination of communication satellite orbits. The comparison between AZEL vs. GPS and RNG vs. GPS 
methods reinforces the advantages of utilizing GPS-based navigation. 
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1. Introduction 

This Geostationary (GEO) satellites seem fixed from the Earth; however, satellite orbit motion deviates from theoretical 

orbital motion due to perturbing forces. Those are the gravitational forces of the sun and the moon, the earth’s non-uniform 

mass distribution, solar pressure, and other small forces. Maneuvers balance perturbing forces act on a GEO satellite [1]– [3]. 

It is mandatory to determine the orbit of a satellite for operators. There are various types of data collection, observation, and 

orbit determination methods for orbit estimation; subsequently, the orbit has always been subject to change due to external 

forces. The two most common ways of orbit determination are range measurement, bi-static range measurement from two 

ground stations, and single station tracking based on azimuth elevation [4], [5]. Global Positioning System (GPS) is becoming 

a gorgeous method for the orbit determination of GEO satellites. However, GEO satellite operators mainly use traditional 

ground-based measurement systems for orbit determination [6]. In GPS-based orbit estimation, the data acquisition system 

is inside the GPS in low earth orbit (LEO) and ground receiver cases. Nevertheless, in the GEO satellite case, the orbit is 

beyond the GPS constellation. GPS satellites' altitudes (~22000km) are lower than GEO satellite’s altitude (~35786 km), and 

the earth shadows the GPS signals most of the time. However, utilizing GPS signals for accurate orbit estimation of GEO 

satellites is still promising.  

GPS is a satellite navigation system that can provide highly accurate position and timing information in all weather conditions 

worldwide. The onboard satellite GPS receiver calculates the pseudo-range distance between the GEO satellite (user) and the 

recognized GPS satellite. The GPS signal is subject to factors that degrade signal quality and cause GEO satellite position 

inaccuracies, such as clock errors, multipath propagation, ephemeris uncertainty, and ionosphere and troposphere delay. The 

number of visible GPS satellites and satellite geometry from the user's point of view also affect the accuracy [7]. 

http://saucis.sakarya.edu.tr/
https://orcid.org/0000-0003-4593-917X
https://orcid.org/0000-0002-1195-2344
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There are many studies on GPS-based orbit determination in different aspects. According to some researchers, real-time 

onboard GPS orbit determination was developed to provide a very accurate orbit. The reliability of uncertainty was one of 

the essential parameters in orbit determination (OD). The characterization of GPS uncertainty was analyzed in different 

aspects. The uncertainties were analyzed, and the effect of factors was estimated for the GEO orbit [8, 9].  

GPS-based orbit determination of GEO satellites is becoming an attractive approach. The accuracy of GNSS systems was 

studied, such as the GEO satellite called JS-2 equipped with high gain GNSS antenna, amplifiers, and high sensitivity 

receivers. Weak GPS signals and the onboard orbit determination filters were investigated to improve OD performance. The 

analysis of carrier-to-noise ratio density (C/N0), position dilution of precision (PDOP), availability of signal, and 

characteristics result in excellent OD performance [10, 11]. 

There are various articles about GEO satellite orbit determination using GPS receivers. GEO orbit determination accuracy is 

about 20 m, according to the GPS receiver and orbital filter performance assessment study. The precision requirements of 

GEO satellites were identified with a simulator of GPS signals and a single-frequency receiver. 

A European project demonstrated an on-board receiver that acquire weak signal to increase the number of visible GPS 

satellites. Flight performance was demonstrated by signal processing and onboard orbit determination. 

GPS-based navigation for lunar missions is an emerging field with several publications. GNSS flight experiments show 

beneficial results for lunar navigation applications [11]. 

The GEO orbit is used mainly for telecommunication purposes and is unique. GPS-based navigation methods offer some 

advantages over ground-based methods. Capuano Vincenzo et al. studied the best GNSS signal for GEO navigation and 

achieved reliable performances [12]. 

Jun Zhu et al. investigated GPS-based navigation performance for GEO satellite telecommunication to determine the signal 

quality effect on OD. The results provide sub-meter-level precision [13]. 

The Extended Kalman Filter (EKF) method was developed for real-time and onboard OD by Chiaradia Ana et al. They 

analyzed the model's accuracy and performed simple and relatively accurate orbit determination. The obtained velocity and 

position errors vary in a reasonable range along a day [14, 15]. 

Researchers established and analyzed GPS and GEO-based integrated networks to find a GPS receiver's user position or 

position coordinates in another work. They developed a new approach for determining the minimum dilution of precision 

with an integrated network. [7] 

There are various studies on GEO satellite orbit determination based on GPS navigation. In particular, no study, to our 

knowledge, has validated GPS-based OD by comparing traditional flight-proven, frequently used RNG and AZEL methods. 

The GEO satellite operators and manufacturers need encouragement to use GPS-based orbit determination. Providing 

evidence about the performance of GPS-based OD by showing consistent results with flight-proven and frequently used 

methods would be very appreciated. Our research aims to assess the GPS-based OD with flight-proven methods. This study 

investigates a GPS-based orbit determination performance for GEO communication satellites by comparing the GPS with the 

classical angle and range measurement. 

 

 
 

(a) (b) 

Figure 1 (a) GPS-based orbit determination for GEO orbit (b) AZEL and RNG-based orbit determination methods. 
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2. Observation and Orbit Determination Methods 

There are many observation methods to gather orbital data for orbit estimation. In this work, two commonly utilized methods 

among satellite operators, single station tracking and measurement of azimuth, elevation, and range (AZEL) and the distance 

measurement from the ground station to satellite called ranging (RNG) methods were utilized to collect data for orbit 

estimation. Since those are flight-proven and frequently utilized methods, comparing GPS-based OD with these two methods 

would be more meaningful for the satellite operators. 

Figure 1 (a) shows pseudo-range measurements between GEO and GPS satellites. The GEO satellite cannot receive the 

signals of GPS satellites in gray shaded [5]. Figure 1(b) shows range and angle measurements [6]. In the range-to-range 

(RNG) method, the distance between ground Station 1, the GEO satellite and ground Station 2, and the GEO satellites are 

measured simultaneously. The antenna azimuth, elevation angle to the GEO satellite and the range are measured 

simultaneously in azimuth elevation (AZEL) type observation.  

2.1 Azimuth Elevation and Range Method (AZEL) 

The single-station tracking method is the most traditional way to gather orbital data for orbit determination. In this method, 

a ground station antenna follows a GEO satellite, and azimuth-elevation angle and range data were gathered to estimate the 

orbit. This method is mainly utilized and flight-proven methods among satellite operators. 

In this method, a single station position vector of is defined as an RGS in earth-centered earth fixed (ECEF) coordinate. The 

satellite position vector, Rsat, can also be expressed in the ECEF coordinate system. The range vector of the distance between 

the ground station and the satellite is shown in Equations 1. 

𝜌 = ‖𝑅𝑆𝑎𝑡 − 𝑅𝐺𝑆‖ + ∆𝜌∆𝜌 + 𝑣𝜌 (1) 

Here, Δρ is the range offset, and vρ show the range noise. We represent the station to satellite vector of the topocentric frame 

using a transformation of coordinate; Topo-centric ECEF can be defined in Equation 2 as, 

𝜌𝑇𝑜𝑝𝑜𝑐𝑒𝑛𝑡𝑟𝑖𝑐 = 𝐶𝐸𝐶𝐸𝐹
𝑇𝑜𝑝𝑜𝑐𝑒𝑛𝑡𝑟𝑖𝑐(𝑅𝑆𝑎𝑡 − 𝑅𝐺𝑆) (2) 

 

The angles-tracking data, azimuth, and elevation are obtained from the combination of each range, as shown in Equations 3 

and 4 [6]. 

𝐴𝑧 = 𝑎𝑡𝑎𝑛2(𝜌𝑦/𝜌𝑥) (3) 

𝐸𝑙 = 𝑎𝑐𝑜𝑠(𝜌𝑧/𝜌) (4) 

 

The Keplerian orbital parameters in Table 1 were calculated using range-range observation data for three satellites, Sat A, 

Sat B, and Sat C. 

Table 1 Table Classical (Keplerian) orbital parameters of the considered satellite orbits obtained using the AZEL method. 

Satellite/ Method SMA (km) Ecc Incl (deg) RAAN (deg) ArgPer (deg) TrueAn (deg) 

Sat A / AZEL 42165.049 9.12E-05 0.048062 282.527 342.499 353.358 

Sat B / AZEL 42165.056 9.35E-05 0.048915 302.152 331.043 4.181 

Sat C / AZEL 42164.533 7.32E-05 0.047396 258.838 355.294 341.764 

Those data were collected using the AZEL observation method. The sequential processing technique was utilized to obtain 

the classical orbital parameters. 

2.2 Ranging Method (RNG) 

The RF signal emitted from the ground station is received and re-transmitted from the satellite. The re-transmitted signal is 

received via the ground station. After performing the necessary process, the range between the ground station and the satellite 

is obtained as range data [16].  

The range from a ground station to a satellite can be defined in the following Equation 1. 

𝜌𝑖1 = |𝑅𝑠𝑎𝑡 − 𝑅𝐺𝑆𝑖| + 𝑐𝜏𝑑𝑒𝑙𝑎𝑦 + ∆𝑑𝑡𝑟𝑜𝑝 + ∆𝑑𝑖𝑜𝑛 + 𝜀 (5) 

Where; ⍴: station to satellite distance, RSAT: satellite position vector, RGS: ground station position vector, c: speed of the light, 

τ: ground station and transponder time delay, Δdtrop: tropospheric delay, Δdion: ionospheric delay, ε: other errors 
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Table 2 Table Classical (Keplerian) orbital parameters of the considered satellite orbits obtained using the RNG method. 

Satellite/ Method SMA (km) Ecc Incl (deg) RAAN (deg) ArgPer (deg) TrueAn (deg) 

Sat A / RNG 42165.055 9.12E-05 0.048068 282.529 342.392 353.463 

Sat B / RNG 42165.056 9.35E-05 0.048915 302.152 331.043 4.181 

Sat C / RNG 42164.558 7.33E-05 0.047476 258.815 354.894 342.186 

 

The range observation data was utilized to estimate Keplerian orbital parameters. The calculated classical parameters are 

shown in Table 2, and those values will be a reference to assess GPS-based measurement results. 

2.3 GPS-based method 

GEO satellites can receive GPS signals from the main or side lobe, although geo orbit is higher than GPS orbit. In this method, 

onboard GPS receivers acquire the signal from known GPS satellites and process raw data. This work uses C/A (clear/ 

acquisition) code pseudo-range measurement to calculate the range between GEO satellites and GPS satellites.  

GPS satellite’s C/A signal code pseudo-range in L1 frequency can be expressed in Equation 6, 

𝜌𝑐 = 𝜌 + 𝑐⌈∆𝑡𝐺𝑃𝑆(𝑡) − ∆𝑡𝑈(𝑡)⌉ (6) 

  

 where ρc: CA code pseudo-range in L1, c: speed of light, ∆tGPS: clock offset of GPS satellite, ∆tU: clock offset of a receiver, 

t: instant observation time, ρ: 3D distance between onboard GEO satellite receiver and GPS satellite. 

𝜌 = √(𝑥𝐺𝑃𝑆 − 𝑥)2 + (𝑦𝐺𝑃𝑆 − 𝑦)2 + (𝑧𝐺𝑃𝑆 − 𝑧)2 (7) 

 Where x, y, z: position of the GEO satellites, XGPS, YGPS, and ZGPS: position of the GPS satellite. 

Table 3 provides calculated Keplerian parameters of three GEO satellites using GPS pseudo-range data. This method is called 

GPS-based navigation. 

 

Table 3 Classical (Keplerian) orbital parameters of the considered satellite orbits. 

Satellite/ Method SMA (km) Ecc Incl (deg) RAAN (deg) ArgPer (deg) TrueAn (deg) 

Sat A / GPS 42165.055 9.12E-05 0.048068 282.529 342.392 353.463 

Sat B / GPS 42165.059 9.40E-05 0.048825 302.187 331.137 4.052 

Sat C / GPS 42164.537 7.32E-05 0.047394 258.832 355.206 341.858 

 

The orbital parameters in Table 1 and Table 2 were used to assess GPS-based navigation method performance. It is expected 

to have quite identical orbits with orbits obtained using other AZEL and RNG methods [17, 18]. 

In this work, considering communication satellites' Keplerian parameters are expressed in J2000, the earth-centered inertial 

(ECI) coordinate system. The X points toward the mean vernal equinox of the Earth on 1 January 2000, at 12:00:00:00 UTC, 

in the J2000 system. The satellites are assumed to have 2500 kg mass, cd=0.2 cr=1.3, and a solar pressure area of 60 m2. The 

collected data for one satellite is 144 samples for each method. The total collected data is 1296 samples. 

2.4 Orbit Determination and Analysis Method 

GPS, AZEL, and RNG observation data were used to calculate the Keplerian orbit parameters, also known as classical orbital 

parameters. The same orbit determination method, namely the Sequential Process Method, was applied to calculate the 

satellite orbits for all three types of observation data. A Sequential Process (SP) Kalman filter was employed consistently 

across the three methods to analyze the impact of the observation data on orbit determination. The resulting orbital parameters 

are presented in Table 1, Table 2, and Table 3. 

To evaluate the differences in the obtained orbits, the orbits were propagated for 48 hours with a time interval of 20 minutes. 

Statistical analyses were conducted to assess the root mean square error (RMSE) and standard deviation (Std Dev) of the 

orbit differences. These analyses were performed using the propagated orbital data from each method, with a high significance 

level. Additionally, data analysis studies involving RMSE and Std Dev were carried out, and graphical representations were 

created for all three methods, considering three satellites located at different orbital positions. 
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3. Results and Discussion 

This paper compares using a GPS receiver in communication satellite orbit determination with operators' widely used 

methods. We evaluated classical (Keplerian) orbital elements of three observation data sets for three satellites using the GPS, 

RNG, and AZEL methods. Those parameters were propagated for 48 hours with a 20-minute interval for each method starting 

from an epoch. All methods produced their results, and there are some differences between them. The principal focus of this 

work was to calculate the similarity of orbits obtained using each method. The GPS-based navigation method results are 

compared with traditional orbit determination methods RNG and AZEL.  

This work outlines the performance of a GPS receiver usage for orbit determination of communication satellites by comparing 

it with traditional single-station tracking (AZEL azimuth, elevation range measurement) and two-station range-to-range 

(RNG) measurement. Three GEO satellites at different orbital locations were utilized in this work, and classical orbital 

element are given in Table 1, Table 2, and Table 3. 

The performance of the GPS method can be evaluated by analyzing the differences between the RNG and AZEL methods. 

The results obtained using each data set have been compared in terms of radial, along-track, cross-track, and range (3D 

distance). 

The orbits are compared, and the differences have been calculated in all spatial directions to analyze the obtained orbital 

parameters in three data collection methods. Table 4 provides differences between the GPS versus the RNG method and the 

GPS versus the AZEL method in the radial, along-track, and cross-track direction for three satellites. The maximum value of 

RMSE is 768.173 m in Sat C along-track direction. Similarly, the worst standard deviation is 49.159 m in the Sat B cross-

track direction. 

The results below represent that using GPS receivers proposes good enough performance for orbit determination. 

Table 4 Sat A, Sat B and Sat C spatial (RAC) position differences between GPS and RNG and GPS and AzEl. 

Satellite 

Name 
Statistics 

RNG - GPS AZEL - GPS 

Radial  Along Track  X Track  Radial  Along Track X Track  

Sat A 
StDev 5.419 30.843 3.596 12.420 47.855 37.437 

RMSE 7.702 75.410 3.583 13.659 127.228 37.308 

Sat B 
StDev 9.246 18.943 43.724 15.089 41.658 49.159 

RMSE 9.238 369.747 43.573 15.429 236.564 48.989 

Sat C 
StDev 2.183 10.974 9.129 12.593 38.552 2.746 

RMSE 3.052 768.173 9.098 13.085 764.749 2.737 

 

Figure 2 a. and b. show detailed radar views of GPS vs. RNG and GPS vs. AZEL method in radial, along-track, and cross-

track directions differences for 48 hours and Sat A. The prediction difference in RMSE in the radial, along-track, and cross-

track directions are 7.702 m, 75.410 m, and 3.583 m, respectively, for the Sat A GPS-RNG method. GPS-AZEL method 

position differences for Sat A are similar to GPS-RNG method position differences. The graph has shown promising results 

in all spatial directions.  

 

 
 

Figure 2 (a) The details of differences of orbits in RAC directions, obtained from GPS-based and RNG based method for 

Sat A (b) The details of differences of orbits in RAC directions, obtained from GPS-based and AZEL-based method for Sat 

A, in radar view. 
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Figure 3 a) and Table 4 present the differences between the GPS-based obtained orbit and RNG-based obtained orbit for Sat 

B. The left vertical axis in red color shows details of along-track position differences. The right vertical axis in blue and black 

shows radial and cross-track differences, and the horizontal axis shows time in an hour for both Figures 3a) and 3 b). The 

RMSE errors are 9.238 m, 369.747 m, and 43.724 m. simultaneously, standard deviation values are 9.246, 18.943, and 43.724 

in radial, along-track, and cross-track directions, respectively. The maximum difference between GPS-based and AZEL-

based calculated orbit is 236.564 m in the along-track direction. The differences between models are due to measurement 

errors and the accuracy of the dynamic satellite model.  

These results are in line with expectations and less than the maximum allowed error of 1582 m value. 

 

  

Figure 3 (a) The details of differences of orbits in RAC directions, obtained from GPS-based and RNG based method for 

Sat B (b) The details of differences of orbits in RAC-directions, obtained from GPS-based and AZEL-based method for Sat 

B, in the time axis. 

Table 4 and Figure 4 a) compare calculated orbits using GPS-based and RNG-based measurements for Sat C. The left vertical 

axis in red color shows details of along-track position differences. The right vertical axis in red shows cross-track differences, 

the left vertical axis in blue color shows radial position, and the horizontal axis shows along-track position differences for 

both Figure 4 (a) and Figure 4 8b). Figure 4 (a) shows position differences in radial and cross-track directions between GPS-

based and RNG-based orbits. Similarly, Figure 4 (b) shows position differences in radial and cross-track directions for Sat C 

between GPS-based and RNG-based orbits. The differences in all directions for the two methods are less than 1582 m success 

criteria and about 780 m. Standard deviations are slight, and the distribution of data is at an acceptable level. Consequently, 

evaluating GPS-based determination using Sat C orbits as a sample shows a perfect correlation between flight-proven and 

GPS-based orbits. 

 
 

Figure 4 (a) The details of differences of orbits in radial and cross-track directions, obtained from GPS-based and RNG 

based method for Sat B (b) The details differences of orbits in radial and cross-track directions, obtained from GPS-based 

and AZEL based method for Sat B, in distributed view and x-axis shows along-track differences 

 

As seen from Figures 4 a and b, the variations in RAC directions have a low level of fluctuation. Still, the fluctuation in the 

along-track direction is relatively higher. The fluctuation is primarily due to solar pressure and the accuracy of dynamic 

satellite models of Sat A. 

The differences in Figures 2, 3, and 4 are less than 1 km. The results are auspicious and validate GPS-based navigation with 

flight-proven and widely used methods among satellite operators. 
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Table 5. Statistical summary of 3D position differences of the argued methods for all three satellites 

Sat Name RMSE (RNG- GPS) RMSE (AZEL-GPS) Stdev (RNG- GPS) Stdev (AZEL- GPS) 

Sat A 75.887 133.287 29.873 44.467 

Sat B 372.420 242.076 18.996 40.481 

Sat C 768.233 764.866 10.981 38.548 

 

The actual physical distance (3D) between the based method and the other two methods was investigated for three satellites. 

3D differences in RMSE and standard deviation values are calculated and tabulated in Table 5.  

GPS-based and RNG-based determined orbit RMSE of 3D differences are 75.887 m, 372.420m, and 768.223 m for Sat A, 

Sat B, and Sat C, respectively. GPS versus AZEL orbit 3D differences are small and similar to GPS vs RNG-based 3D orbit 

differences. Similarly, AZEL-based and GPS-based determined orbit RMSE of 3D position differences are 133.287 m, 

242.076 m, and 764.866 m for Sat A, Sat B, and Sat C, respectively. Small standard deviation values imply that the orbits are 

identical to each other.  

 

  

Figure 5 (a) The details of differences of orbits in 3D, obtained from GPS-based and RNG-based method for Sat C (b) The 

details of differences of orbits in 3D, obtained from GPS-based and AZEL-based method for Sat C, in the time axis. 

 

Figure 5 (a) compares the orbits of three GEO satellites at different longitudes. The left vertical axis in black color shows 

details of 3D position differences of Sat C—the right vertical axis in red and blue shows 3D differences between Sat A and 

Sat B. 

Table 5 values and Figure 5 graphics are in line with expectations, and errors are less than the success criteria [19, 20]. 

The literature contains several studies resembling GPS-based orbit determination from various perspectives. One such study 

is "Real-Time Multi-GNSS Precise Orbit Determination Based on the Hourly Updated Ultra-Rapid Orbit Prediction Method" 

[21]. This research focuses on evaluating accuracy through a frequent data-receiving approach. It delves into the analysis of 

both BDS (BeiDou Satellite System) and GPS side-lobe observation quality, providing insights into the impact of side-lobe 

effects on-orbit accuracy. 

Another relevant work is "Orbit Determination with a GEO Satellite Onboard Receiver" [22]. This study evaluates orbit 

determination by employing a GEO satellite onboard receiver. It particularly investigates how the presence of such a receiver 

influences orbit accuracy, shedding light on the intricacies of using GPS in this context. 

Furthermore, the research titled "Orbit Determination for All-Electric GEO Satellites Based on Space-Borne GNSS 

Measurements" [23] is another noteworthy contribution. This study explores the utilization of space-borne GNSS (Global 

Navigation Satellite System) measurements for orbit determination, emphasizing its relevance for all-electric GEO 

(Geostationary Earth Orbit) satellites. 

These studies collectively demonstrate the diverse applications of GPS in satellite orbit determination, each offering unique 

insights into its use from different angles and contexts. This body of research highlights the versatility and efficacy of GPS-

based methods in advancing our understanding of satellite orbits and enhancing their precision. 
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The present research validates and reinforces strong support for GPS-based orbit determination. The well-established flight-

proven RNG and AZEL methods, known and trusted by satellite operators, provided compelling evidence in favor of the 

GPS-based orbit determination method. 

4. Conclusion 

The evolution in data collecting and processing methods in OD has enforced the satellite operators to look for unconventional 

OD methods. OD methods should provide satellite operators with precise orbit parameters and cost-effective, reliable, and 

sustainable solutions. 

The accuracy of GPS-based range measurement via onboard GEO satellites was investigated. Related estimated orbit 

accuracy is discussed by comparing traditional frequently utilized flight-proven single station tracking and range-range 

methods in this work. This research suggests that GPS-based OD provides a reliable solution compared to single-station 

tracking and range-range methods. The results from three satellite longitudes indicate that satellite operators can utilize GPS-

based navigation for orbit determination. The results agree with flight-proven AZEL and RNG method’s orbit parameters.  

Finally, our comparison between the AZEL vs. GPS and RNG vs. GPS methods has confirmed the viability of GPS-based 

navigation for accurately estimating the orbit of communication satellites. 
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ABSTRACT 
In this paper estimation of uplink channels using tensor modeling is addressed for multiple users in a 

reconfigurable intelligent surface (RIS)-aided multiple-input single-output (MISO) communication. The 

coherence interval is divided into structured frames of pilot symbols transmitted by the users and pattern of 
phase shifts applied by the RIS in order to estimate the base station (BS)-RIS channels and the RIS-user’s 

channels. Estimation methods that use tensor modeling including Khatri-Rao Factorization (KRF) and bilinear 

alternating least squares (BALS) are applied to the signal model. Numerical results show that both KRF and 
BALS are superior to the LS estimator by 10 dB SNR for the correlated Rayleigh fading channel model. 
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1. Introduction 

Energy consumption is an important concern for the emerging wireless networks such as 5G [1-2], 6G [2], the Internet of 

Things (IoT) [2], geostationary (GEO) satellite communications (SatCom) [3-4]. A massive number of devices such as mobile 

phones, sensors [2], and smart sockets [5] that require uninterrupted connectivity and increased quality of service (QoS) [6] 

are expected to be deployed in IoT. Thus, these wireless networks must be energy efficient to be realized [1]. One of the 

solutions is providing some control over the propagation environment via the concept of a smart radio environment [2]. 

A reconfigurable intelligent surface (RIS) is a candidate technology for making these emerging networks energy efficient. 

The RIS comprises many low-cost antennas or metamaterials on a 2D surface with integrated circuits that can passively shape 

an incoming electromagnetic field in desired ways [1-2]. The phase shift of each element of the RIS can be tuned so that the 

reflected signals can be coherently combined such that the whole incoming signal is amplified. The energy consumption of 

the RIS is much less compared to that of an Amplify-and-Forward (AF) relay transceiver since the RIS does not employ 

power amplifiers [7]. The RIS hardware can be easily deployed in a communication environment since they do not take up 

much space. 

One of the fundamental challenges in RIS-employed systems is obtaining the state information of the base station (BS)-RIS 

channel and the RIS-user channel. However, RIS with many elements means the system will have many channel links that 

must be estimated. In addition to this, the channels must be estimated at the receiver since no signal processing can be done 

http://saucis.sakarya.edu.tr/
mailto:rifatvolkansenyuva@maltepe.edu.tr
https://doi.org/10.35377/saucis...1356872
https://orcid.org/0000-0003-2928-0627
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at the RIS due to the passive elements. The channel estimation problem is tackled by several previous works in the literature 

[8-16]. [8] shows the optimal selection for the activation pattern of the RIS elements using a minimum variance unbiased 

(MVU) estimator. [9] proposes a minimum mean squared error (MMSE) estimator for a deterministically scattered BS-RIS 

channel. A comparison of the MVU and the MMSE estimators is shown for a single user in [10]. A three-phase channel 

estimation protocol is given in [11] to deal with the BS-user channel or the direct channel by using the first phase to estimate 

the direct channel and then applying interference cancellation in the second phase. [12] applies the Khatri-Rao factorization 

(KRF) and bilinear alternating least squares (BALS) methods to estimate the downlink channels for a single user with multiple 

antennas. Channel estimation for multiple users using BALS is investigated in [13-15]. The tensor-based channel estimation 

in a system with double RIS is studied by [16]. 

We investigate the uplink channel estimation for multiple users in a RIS-aided multiple-input single-output (MISO) 

communication operating in a time division duplex (TDD). Compared to the conference paper [10], where there is only one 

user, we consider channel estimation for multiple users in this work. We focus on applying the tensor-based channel 

estimation methods, which decouple the estimation of the BS-RIS and the RIS-user’s channels with the direct channel 

between the BS and users considered unavailable, unlike the signal model in [10]. Our signal model employs the pilot symbols 

and the RIS phase shift structure of [9,12]. We apply the two tensor-based channel estimation methods, KRF and BALS, to 

our multiple-user signal model. Our KRF implementation differs from that of [12] since it’s built upon the least squares (LS) 

filtered signal and does not require the bilinear filtering step given in [12]. The performances of the algorithms are numerically 

evaluated for a multiple-user scenario with the channels modeled more realistically according to correlated Rayleigh fading, 

unlike the results given in [12-15] for uncorrelated Rayleigh fading. 

The contributions of the paper can be summarized as follows: 

• To the best of our knowledge, our formulation for the KRF method is the first in the literature that uses the output of the 

LS estimator as its input rather than the bilinear filtered signal given in [12]. 

• The proposed KRF method with the LS estimator is computationally efficient compared to the KRF method using 

bilinear filtering [12] since the LS estimator can be applied as a Fast Fourier Transform (FFT). 

• We use the more practical correlated Rayleigh fading as our channel model. Our numerical results differ from the rest of 

the literature [12-15] in showing the impact of spatial correlation of the channels concerning RIS elements on the 

performance of the channel estimation methods using tensor modeling. 

The remaining parts of this paper are organized in the following way: the discrete-time baseband received signal model of 

the MISO system is introduced in Section 2. Then, the derivations of the channel estimation methods, including the LS, KRF, 

and BALS, are given in Section 3. The performances of the investigated methods are compared in Section 4. Finally, Section 

6 presents the conclusions of the paper. 

 

Figure 1 𝑲 single antenna users being communicating with an 𝑴 -antenna BS in a RIS-assisted multi-user MISO system. 

Blue and green lines show the uplink channel vectors that must be estimated. The BS-users channel or the direct channel 

(black line with red cross) is ignored because of high attenuation. 

2. System Model 

We consider a narrow band MISO communication system with a BS equipped with 𝑀 antennas serving 𝐾 single-antenna 

users simultaneously, as seen in Figure 1. A RIS with 𝑁 passive reflecting elements, which can only shift the phases of the 

impinging waves, is deployed to assist the BS. The RIS is attached to a surrounding building’s façade, and the phase shift of 
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each RIS element can be adjusted by the BS over a backhaul link. The direct channels between the BS and any 𝐾 users are 

ignored due to high attenuation or can be estimated by turning off the RIS elements.  

The MISO system shown in Figure 1 operates in half-duplex TDD mode where the channel between antennas is the same in 

both directions within the coherence interval. Once the BS learns the uplink channel from uplink pilots sent by the users in 

the training step, it also automatically has an estimate of the downlink channel. So, a quasi-static block fading channel model, 

where the channels are constant within the coherence interval of 𝑇𝐶  time slots, is assumed. The total channel training time 𝑇𝐶  

is divided into 𝑆 sub-blocks where each sub-block has 𝑇 time slots so that 𝑇𝐶 = 𝑆𝑇. While the RIS phase shifts are kept fixed 

for the duration the 𝑠-th sub-block that is 𝑇 time slots, the users transmit the same pilot sequence across the 𝑆 sub-blocks 

[9,12].  The received baseband signal at the 𝑡-th time slot of the 𝑠-th sub-block 𝐲𝑠,𝑡 ∈ ℂ𝑀×1, is given as 

𝐲𝑠,𝑡 = 𝐇bs(𝛟𝑠 ⊙ 𝐇u𝐱𝑡) + 𝐧𝑠,𝑡 (1) 

where the channels between the RIS and BS are shown as 𝐇bs = [𝐡𝟏
bs … 𝐡𝑵

bs] ∈ ℂ𝑴×𝑵, the channels between the users and 

the RIS are represented as 𝐇u = [𝐡𝟏
u … 𝐡𝑲

u ] ∈ ℂ𝑵×𝑲, 𝐱𝒕 ∈ ℂ𝑲×𝟏 show the orthogonal pilot sequence transmitted by the users, 

and 𝐧𝒔,𝒕 ∈ ℂ𝑴×𝟏 shows the complex additive white Gaussian noise random vector with single-sided power spectral density 

of 𝑵𝟎, i.e. 𝐧𝒔,𝒕~𝓒𝓝(𝟎, 𝑵𝟎𝐈𝑴) where 𝐈𝑴 is the 𝑴 × 𝑴 identity matrix. The RIS phase shift vector applied at the 𝒔-th sub-

block is given as 𝛟𝒔 = [𝒆𝒊𝜽𝟏,𝒔 , … , 𝒆𝒊𝜽𝑵,𝒔]T ∈ ℂ𝑵×𝟏 where 𝜽𝒏,𝒔 ∈ (𝟎, 𝟐𝝅], and ⊙ is the element-wise multiplication, i.e. the 

Hadamard product shown as with 𝐇u𝐱𝒕 in Equation 1. 𝐡𝒏
bs and 𝐡𝒌

u  are modeled as correlated Rayleigh channels. 

𝐡𝑛
bs = √𝛽𝑛

bs𝐊𝑛
1/2

𝐠𝑛 (2) 

𝐡𝑘
u = √𝛽𝑘

𝑢𝐊𝑘
1/2

𝐠𝑘 (3) 

where 𝐊𝒏
𝟏/𝟐

 and 𝐊k
𝟏/𝟐

 are the correlation matrices at the BS and IRS respectively. 𝐠𝒏~𝓒𝓝(𝟎, 𝐈𝑴) and 𝐠𝒌~𝓒𝓝(𝟎, 𝐈𝑵)  are 

the fast-fading components while 𝜷𝒏
bs and 𝜷𝒌

u  are the path loss factors. The received signals for the 𝒔-th sub-block, 𝐘𝒔 =
[𝐲𝒔,𝟏, … , 𝐲𝒔,𝑻] ∈ ℂ𝑴×𝑻, can be written as 

𝐘𝑠 = 𝐇bsdiag{𝛟𝑠}𝐇u𝐗 + 𝐍𝑠 (4) 

where diag{𝛟𝑠} is the matrix with the elements of 𝛟𝑠 on its diagonal, 𝐗 = [𝐱1, … , 𝐱𝑇] ∈ ℂ𝐾×𝑇 is the pilot sequence matrix 

across the 𝑇 slots, and the noise matrix for the 𝑠-th sub-block is denoted as 𝐍𝑠 = [𝐧𝑠,1, … , 𝐧𝑠,𝑇] ∈ ℂ𝑀×𝑇. The receiver first 

despreads the received signal in Equation 4 by multiplying with Hermitian transpose of 𝐗, i.e., 𝐗H, resulting in 

𝐘𝑠 = 𝐇bsdiag{𝛟𝑠}𝐇u + �̃�𝑠 (5) 

where 𝐘𝒔 = 𝐘𝒔𝐗H, �̃�𝒔 = 𝐍𝒔𝐗H, and the size of both matrices is 𝑴 × 𝑲. Due to the pilot sequence matrix, 𝐗, being a unitary 

matrix, i.e., 𝐗𝐗H = 𝐈, the distribution of the noise vectors in �̃�𝒔 do not change. 

3. Channel Estimation Methods 

Channel estimation schemes take the received signal 𝐘𝑠 in Equation 5 as input and output an estimate of either each of the 

channel matrices 𝐇bs and 𝐇u or the cascade channel matrix which is the product of the individual channel matrices. The least 

squares method estimates the cascade channel matrix while the KRF and the BALS method estimate 𝐇bs and 𝐇u separately. 

Estimating the channel matrices separately is subject to complex scaling ambiguity, but the scaling factors cancel each other 

when the separate channel matrices are multiplied to calculate the cascade channel. 

3.1 Least Squares Channel Estimation 

Least squares (LS) estimation is a benchmark method of estimating the cascade channel matrix. If both sides of the Equation 

5 are vectorized, since diag{𝛟𝑠} is a diagonal matrix, it can be rewritten by using the properties vec{𝐀𝐁𝐂} =
(𝐂T◇𝐀)vecd{𝐁} as 

𝐫𝑠 = (�̅�u◇𝐇bs)𝛟𝑠 + 𝐰𝑠 (6) 

where 𝐫𝑠 = vec{𝐘𝑠} ∈ ℂ𝑀𝐾×1, 𝐰𝑠 = vec{�̃�𝑠} ∈ ℂ𝑀𝐾×1, �̅�u = [𝐇u]T ∈ ℂ𝐾×𝑁 that is the transpose of 𝐇u, ◇ denotes the 

Khatri-Rao product. If 𝐑 = [𝐫1 … 𝐫𝑆] ∈ ℂ𝑀𝐾×𝑆 and 𝐖 = [𝐰1 … 𝐰𝑆] ∈ ℂ𝑀𝐾×𝑆 are defined, then 𝐑 is equal to 

𝐑 = 𝐇cascade𝚽 + 𝐖 (7) 

where 𝐇cascade = [�̅�u◇𝐇bs] ∈ ℂ𝑀𝐾×𝑁 and 𝚽 = [𝛟1 … 𝛟𝑆] ∈ ℂ𝑁×𝑆. Applying another vectorization to both sides of Equation 

7 and then using the property vec{𝐀𝐁𝐂} = (𝐂T ⊗ 𝐀)vec{𝐁} yields 
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𝐫′ = (�̅� ⊗ 𝐈𝑀𝐾)vec{𝐇cascade} + 𝐳 (8) 

where 𝐫′ = vec{𝐑} ∈ ℂ𝑀𝐾𝑆×1, 𝐳 = vec{𝐖} ∈ ℂ𝑀𝐾𝑆×1, �̅� = 𝚽T ∈ ℂ𝑆×𝑁 that is the transpose of 𝚽 and ⊗ denotes the 

Kronecker product. Equation 8 can be rewritten as 

𝐫′ = 𝐐𝐡cascade + 𝐳 (9) 

where 𝐐 = [�̅� ⊗ 𝐈𝑀𝐾] ∈ ℂ𝑀𝐾𝑆×𝑀𝐾𝑁 and 𝐡cascade = vec{𝐇cascade} ∈ ℂ𝑀𝐾𝑁×1. The LS estimate is obtained from 

�̂�cascade = arg min
𝐡cascade

‖𝐫′ − 𝐐𝐡cascade‖
2

2
 (10) 

where the solution is equal to �̂�cascade = 𝐐†𝐫′ provided that 𝑆 ≥ 𝑁 holds and 𝐐† is the Moore-Penrose left inverse of 𝐐.  The 

LS estimate can be simplified to 

�̂�cascade = [(�̅�H�̅�)−1�̅�H ⊗ 𝐈𝑀𝐾]𝐫′ (11) 

where �̅�H is the conjugate transpose of �̅�. [8-9] shows that constructing �̅� from the 𝑆 leading columns of the 𝑁 × 𝑁 DFT 

matrix, 𝐅 ∈ ℂ𝑁×𝑆, as  

[�̅�]𝑠,𝑛 = [𝐅]𝑠,𝑛 = exp [−𝑖
2𝜋(𝑠 − 1)(𝑛 − 1)

𝑆
] , 𝑠 = 1, … 𝑆, 𝑛 = 1, … , 𝑁 (12) 

minimizes the LS error. Plugging Equation 12 into Equation 11 simplifies the LS estimator expression further as 

�̂�cascade = (1/S)[𝐅H ⊗ 𝐈𝑀𝐾]𝐫′ (13) 

where 𝐅H is the conjugate transpose of 𝐅. The LS estimator in Equation 13 can be calculated is in total 𝒪(𝑀𝐾𝑆 log 𝑆) 

operations due to the application of 𝑀𝐾 inverse DFT which can be implemented as FFT in 𝒪(𝑆 log 𝑆) operations [8]. 

3.2 Khatri-Rao Factorization Based Channel Estimation 

Once the LS estimator in Equation 13 is applied, we obtain 

�̃� = 𝐡cascade + �̃� (14) 

where �̃� = (1/N)[𝐅H ⊗ 𝐈𝑀𝐾]𝐫′, and �̃� = (1/N)[𝐅H ⊗ 𝐈𝑀𝐾]𝐳. If the filtered signal, �̃�, in Equation 14 is reshaped into a 

𝑀𝐾 × 𝑁 matrix, then it can be written using as 

�̃� = �̅�u◇𝐇bs + �̃� (15) 

where �̃� = [�̃�1 … �̃�𝑁] ∈ ℂ𝑀𝐾×𝑁 and  �̃� = [�̃�1 … �̃�𝑁] ∈ ℂ𝑀𝐾×𝑁. The Khatri-Rao least squares problem 

min
�̅�u,𝐇bs

‖�̃� − �̅�u◇𝐇bs‖
𝐹

2
 (16) 

deals with the solving both �̅�u and 𝐇bs in Equation 15 [12]. An efficient solution of the Khatri-Rao least squares problem in 

Equation 16 is the KRF algorithm which is shown in Algorithm 1. The 𝑛-th column of the Khatri-Rao product �̃� ≈ �̅�u◇𝐇bs 

is defined as �̃�𝑛 ≈ �̅�𝑛
u ⊗ 𝐡𝑛

bs which is a collection of all pair-wise product of its elements. This collection of products can be 

reshaped into a rank-one matrix, vec{�̃�𝑛} = �̃�𝑛, that is the outer product of two vectors that is �̃�𝑛 = 𝐡𝑛
bs(�̅�𝑛

u )
T
. The best rank-

one approximation is known to be given by the truncated singular value decomposition (SVD). The KRF algorithm 

(Algorithm 1) cannot give a unique solution since there exists one non-zero complex number which results in a scaling 

ambiguity per column that is  �̅�𝑛
u ⊗ 𝐡𝑛

bs = (𝛼𝑛�̅�𝑛
u ) ⊗ (

1

𝛼𝑛
𝐡𝑛

bs) ∀𝛼𝑛 ∈ ℂ≠0.  

The computational complexity of the KRF is determined by the fourth step in Algorithm 1, which calculates the truncated 

SVD. 𝑁 number of truncated SVD can be calculated in 𝒪(𝑀𝐾𝑁) operations which is the complexity of the KRF algorithm 

[12]. The flow chart of Algorithm 1 is shown in Figure 2. 

Algorithm 1 Khatri-Rao Factorization (KRF) 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

input �̃� 

for 𝑛 = 1, … , 𝑁 

  reshape 𝑛-th column of �̃� into �̃�𝑛 ∈ ℂ𝑀×𝐾 such that vec{�̃�𝑛} = �̃�𝑛 

  calculate the SVD of �̃�𝑛 as �̃�𝑛 = 𝐔𝑛𝚺𝑛𝐕𝑛
H 

  calculate the best rank-one approximations by truncating the    

  SVD as �̂�𝑛
u = √𝜎1𝐯1

∗ and �̂�𝑛
bs = √𝜎1𝐮1 where 𝜎1 is the largest singular  

  value and 𝐯1 and 𝐮1 are the first columns of 𝐕𝑛 and 𝐔𝑛 

end 

output �̂�u = [�̂�1
u … �̂�𝑁

u ] and �̂�bs = [�̂�1
bs … �̂�𝑁

bs] 
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Figure 2 The flow chart of Algorithm 1.  

3.3 Bilinear Alternating Least Squares Channel Estimation 

The signal part of the received signal in Equation 5 is given as 

𝐘𝑠
′ = 𝐇bsdiag{𝛟𝑠}[�̅�u]T (17) 

where 𝐘𝑠
′ ∈ ℂ𝑀×𝐾. The matrix, 𝐘𝑠

′, is the 𝑠-th frontal slice of a three-way signal tensor 𝒴′ ∈ ℂ𝑀×𝐾×𝑆. Using the canonical 

parallel factor (PARAFAC) decomposition, the signal tensor 𝒴′ can be factorized into a sum of rank-one tensors [17-18] as 

𝒴′ = ⟦𝐇bs, �̅�u, �̅�⟧ = ∑ 𝐡𝑛
bs ∘ �̅�𝑛

u

𝑁

𝑛=1

∘ �̅�𝑛 (18) 

where ∘ denotes the outer product. 𝒴′ in Equation 18 can be written in three matricized forms or mode-n unfoldings [17-18] 

as 

𝐘(1)
′ = 𝐇bs(�̅�◇�̅�u)T (19) 

𝐘(2)
′ = �̅�u(�̅�◇𝐇bs)T (20) 

𝐘(3)
′ = �̅�(�̅�u◇𝐇bs)T (21) 

where 𝐘(1)
′ = [𝐘1

′ , … , 𝐘𝑆
′] ∈ ℂ𝑀×𝐾𝑆, 𝐘(2)

′ = [𝐘1
′̅̅ ̅, … , 𝐘𝑆

′̅̅ ̅] ∈ ℂ𝐾×𝑀𝑆,  𝐘𝑠
′̅̅̅ = [𝐘𝑠

′]T, and 𝐘(3)
′ = [vec{𝐘1

′}, … , vec{𝐘𝑆
′}]T ∈ ℂ𝑆×𝑀𝐾 . 

When noise is added to the signal tensor in Equation 18, the received signal tensor is given as 

�̃� = 𝒴′ + �̃� (22) 

where the noise tensor is shown as �̃�. The mode-n unfoldings of the received signal tensor in Equation 22 are 
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𝐘(𝑙) = 𝐘′(𝑙) + �̃�(𝑙) (23) 

where 𝑙 = 1,2,3 and �̃�(𝑙) is the corresponding unfolding for the noise tensor, �̃�. The bilinear alternating least squares (BALS) 

estimation shown in Algorithm 2 is applied to the noisy versions of Equation 19 and Equation 20 which are 𝐘(1) and  𝐘(2) 

respectively. BALS requires �̅�u to be initialized and this is achieved by calculating the SVD of 𝐘(2)
′  and setting �̅�u to 𝑁 

leading left singular vectors of 𝐘(2)
′ . Since the RIS coefficients matrix, �̅�, is known and so does not need to be fixed, BALS 

first fixes �̅�u to solve for 𝐇bs by calculating 

�̂�bs = min
𝐇bs

‖𝐘(1) − 𝐇bs(�̅�◇�̅�u)T‖
𝐹

2
= 𝐘(1)[(�̅�◇�̅�u)T]† (24) 

where [(�̅�◇�̅�u)T]† is the Moore-Penrose right inverse (�̅�◇�̅�u)T and then fixes 𝐇bs = �̂�bs to solve for �̅�u by calculating 

�̂�u = min
𝐇u

‖𝐘(2) − �̅�u(�̅�◇𝐇bs)T‖
𝐹

2
= 𝐘(2)[(�̅�◇𝐇bs)T]

†
 (25) 

where [(�̅�◇𝐇bs)T]
†
 is the Moore-Penrose right inverse of (�̅�◇𝐇bs)T [12-13]. The necessary condition for obtaining unique 

solutions to Equations 24 and 25 is that the matrices (�̅�◇�̅�u) ∈ ℂ𝑆𝐾×𝑁 and (�̅�◇𝐇bs) ∈ ℂ𝑆𝑀×𝑁 must have full column rank 

which means 𝑆𝐾 ≥ 𝑁 and 𝑆𝑀 ≥ 𝑁. Satisfying these two inequalities at the same time yields 𝑆min(𝐾, 𝑀) ≥ 𝑁 [12]. This 

condition is not sufficient to guarantee the uniqueness of the BALS estimates. For the PARAFAC decomposition in Equation 

18 to be identifiable 𝑀, 𝐾 ≥ 𝑁 [13-14]. Both the number of users and the number of BS antennas of a practical MISO system 

is going to be less than the number of RIS elements. The identifiability condition may be satisfied by partitioning the RIS 

into groups of non-overlapping cells with the number of elements in each cell less than 𝑀 and 𝐾 [13]. The algorithm stops 

either when ‖𝜀𝑗 − 𝜀𝑗−1‖ < 𝜖 that is the error calculated at the 𝑗-th iteration of the algorithm, 𝜀𝑗 = ‖�̃� − �̂�𝑗‖
𝐹

2
, is less than a 

threshold, 𝜖, or a maximum number of iterations, 𝐽, has been completed. 

Algorithm 2 BALS 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

input �̅� 

initialize �̂�u by calculating SVD of 𝐘(2)
′  and set �̂�u to 𝑁 leading 

left singular vectors of 𝐘(2)
′  

for 𝑗 = 1, … , 𝐽 

  find an estimate of 𝐇bs by calculating �̂�bs = 𝐘(1)
′ [(�̅�◇�̂�u)T]

†
 

  find an estimate of �̅�u by calculating �̂�u = 𝐘(2)
′ [(�̅�◇�̂�bs)T]

†
 

  if ‖𝜀𝑗 − 𝜀𝑗−1‖ < 𝜖 
    break 

  end 

end 

output �̂�u and �̂�bs 

 

The computationally involved steps of the BALS estimation shown in Algorithm 2 are the fifth and sixth steps in which are 

the calculation of two right pseudo-inverses. The estimates of �̂�bs and �̂�u can be calculated in 𝒪(𝑁3 + 4𝑁2𝑀𝑆 − 𝑁𝑀𝑆) and 

𝒪(𝑁3 + 4𝑁2𝐾𝑆 − 𝑁𝐾𝑆) operations [14]. Thus, the complexity of the BALS for a maximum number of iterations is equal to 

𝒪(2𝑁3𝐽 + 4𝑁2𝑆𝐽(𝑀 + 𝐾) − 𝑁𝑆𝐽(𝑀 + 𝐾)). The flow chart of Algorithm 2 is shown in Figure 3. 

4. Numerical Results 

The numerical results are calculated in a MATLAB environment of R2023b release with version number 23.2.0.2409890 and 

3rd update installed on a personal computer (PC). The PC's operating system is 64-bit Windows 11 Pro with AMD Ryzen 5 

3600 6-Core Processor at 3.60 GHz and 16 GB RAM. The normalized mean square error (NMSE) is used to compare the 

performances of the investigated estimators. NMSE can be calculated in 

NMSE(�̂�𝑜) =
1

𝑅
∑

‖𝐇𝑟 − �̂�𝑟
𝑜‖

𝐹

2

‖𝐇𝑟‖𝐹
2

𝑅

𝑟=1

 (26) 

where 𝑜 ∈ {bs, u, cascade}, �̂�𝑟
𝑜 is the corresponding channel matrix estimated at the 𝑟-th iteration, 𝑅 is the total number of 

runs and ‖∙‖𝐹
2  shows the square of the Frobenius norm. The signal-to-noise ratio (SNR) is given as 
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SNR = 10 log10 (
‖𝒴′‖𝐹

2

‖�̃�‖
𝐹

2 ) (27) 

 

 

Figure 3 The flow chart of Algorithm 2.  

 where ‖�̃�‖
𝐹

2
= 𝑀𝑇𝑆𝑁0. The channel matrices 𝐇bs and 𝐇u are generated as Rayleigh fading channels with correlation 

matrices [𝐊𝑛]𝑚,𝑚′ = 𝜂|𝑚−𝑚′| and [𝐊𝑘]𝑛,𝑛′ = 𝜂|𝑛−𝑛′| respectively with correlation coefficient set to 𝜂 = 0.95  in each run. 

NMSE curves are averaged over 𝑅 = 1000 iterations for parameters 𝑀 = 𝐾 = 𝑇 = 16, 𝑆 = 32, 𝑁 ∈ {8,16} and the SNR is 

within [0,30] dB. Figure 4 gives the NMSE curves for the estimation of 𝐇u and 𝐇bs separately by the KRF and BALS 

algorithms. The performance of the LS estimator is not available in this scenario since it can only estimate the cascade 

channel. The scaling ambiguity that is inherent in both the KRF and BALS algorithms separate estimation of 𝐇u and 𝐇bs is 

dealt with normalizing the first column of 𝐇u to an all-ones vector so that the first column �̂�u gives the scaling coefficients 

[13-14]. We can see from Figure 4 that the performances of the KRF and the BALS algorithm are very close to each other 

except for 𝑁 = 16 at 0 dB SNR where the BALS is better than the KRF in estimating 𝐇u. The estimation accuracy for 𝐇bs 

is better than that of 𝐇u for both tensor-based approaches. Doubling of 𝑁 from 8 to 16 causes approximately a 2.5 dB loss in 

SNR (Figure 4) due to the increased dimension of the channel coefficient vector.  
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Figure 4 NMSE of �̂�bs and �̂�u for 𝑴 = 𝑲 = 𝑻 = 𝟏𝟔, 𝑺 = 𝟑𝟐, 𝑵 ∈ {𝟖, 𝟏𝟔}. 

 

The NMSE plots for the estimation of the cascade channel, 𝐇cascade, are shown in Figure 5. The LS estimator, computationally 

less involved, performs the worst compared to KRF or BALS. Both tensor-based channel estimation methods improve the 

LS estimator by a 10 dB SNR margin. The performances of the KRF and BALS algorithms are indistinguishable regarding 

the cascade channel NMSE. Increasing 𝑁 from 8 to 16 results in approximately 2.5 dB loss in SNR for both the LS and the 

tensor-based approaches.  

 

Figure 5 NMSE of �̂�cascade for 𝑴 = 𝑲 = 𝑻 = 𝟏𝟔, 𝑺 = 𝟑𝟐, 𝑵 ∈ {𝟖, 𝟏𝟔}. 

5. Discussion 

Since the LS estimator can be implemented using the FFT algorithm, our proposed KRF method, which takes the LS estimator 

as its input, has a computational advantage over the KRF method of [12], which requires a bilinear filtering step. While the 
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numerical results of [12] are given for only a single-user scenario, our numerical results, like those in [11,13-15], are evaluated 

for multiple users. We use the correlated Rayleigh fading model, which is a better model for the spatial correlation due to the 

RIS elements in the uplink channels. Our numerical results show its impact on the channel estimation performance unlike the 

rest of the literature on tensor modeling methods [12-15], which include only the results for the uncorrelated Rayleigh fading. 

Also, the numerical results of [13] and [15] only focus on applying the BALS algorithm and do not include the KRF method. 

[16] investigates the application of tensor-based channel estimation methods for double RIS-aided systems, unlike the single 

RIS-aided systems considered by our paper and the rest of the literature [12-15]. Compared to [14], we do not cover the 

achievable sum rates for the downlink communication using the channels estimated by the proposed methods in our paper. 

As a future work, the rate of each user can be investigated for different RIS matrix designs and precoding schemes such as 

maximum ratio transmission, zero forcing, and minimum mean square error schemes.  

6. Conclusion 

We presented applying two tensor-based channel estimation methods, KRF and BALS, to the uplink of a RIS-aided multi-

user MISO communication system. The derivations, identifiability conditions, and complexities of the algorithms are given 

in detail. The performances of the tensor-based algorithms are numerically compared against the baseline conventional LS 

estimation for the correlated Rayleigh fading channel model. Numerical results show that while the performances of both 

tensor-based are on the same level concerning each other, both improve upon the LS estimator by a 10-dB margin. It is 

observed that all estimators lose 2.5 dB in SNR when the number of RIS elements is doubled. 
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ABSTRACT 
Encryption algorithms work with very large key values to provide higher security. To process high-capacity 
data in real time, we need advanced hardware structures. Today, compared to previous design methods, 

hardware solutions can be designed more easily using Field-Programmable Gate Arrays (FPGAs). Over the past 

decade, FPGA speeds, capacities, and design tools have been improving. Thus, the hardware that can process 
high-capacity data can be designed and produced with lower costs. This study aims to create the components of 

a high-speed arithmetic unit that can process high-capacity data and be used for FPGA encoding algorithms. 

In this study, multiplication algorithms were analyzed. High-capacity adders that constitute high-speed 
multiplier and look-up tables were designed using Very High-Speed Integrated Circuit Hardware Description 

Language (VHDL). The designed circuit/multiplier was synthesized with ISE Design Suite 14.7 software. 

Simulation results were obtained using the ModelSIM and ISIM programs. 
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1. Introduction 

As the computers reach the physical limits of the power of arithmetic operations, the command structures of the processors 

and how they process these commands have become significant [1]. The operations performed by the processors are based 

on arithmetic and logic commands [2]. The speed at which arithmetic operations, such as addition and multiplication, directly 

affect the processor's data processing capacity. 

Since FPGA has been used for electronic circuit designs created using transistors, complex circuit designs have become easily 

and quickly achievable. Since companies like Altera, Xilinx, Actel, etc., started FPGA production and developed more easy-

to-use design and simulation tools and equipment in the mid-1980s, the lower-level designers began to program their own 

FPGA hardware on tighter budgets. 

In this study, we analyzed the high-speed multiplication methods, which have a significant role in the data processing capacity 

and speed of the computers, to create sub-units of the high-speed arithmetic unit. A high-speed expandable adder was 

designed. A high-speed LUT multiplier, expandable through look-up tables, was designed using a high-speed adder. A 32x32-

bit long LUT multiplier was modeled with VHDL and applied to FPGA hardware. 

The study aims to design efficient and cost-effective hardware solutions for processing high-capacity data in real time, 

particularly in encryption algorithms requiring large key values. The primary objective of the study is to create the 

http://saucis.sakarya.edu.tr/
https://orcid.org/0000-0002-2205-7185
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components of a high-speed arithmetic unit that can process high-capacity data, which are designed to be used in FPGA-

based encryption algorithms. The study focuses on analyzing multiplication algorithms and designing high-capacity adders 

for building high-speed multipliers. Additionally, look-up tables are designed using Very High-Speed Integrated Circuit 

Hardware Description Language (VHDL). The entire circuit and multiplier design is synthesized using ISE Design Suite 14.7 

software, and simulation results are obtained through ModelSIM and ISIM programs. The study aims to advance the field of 

hardware design for encryption algorithms, offering efficient and cost-effective solutions for processing large key values in 

real time. The study's findings can contribute to developing more secure and efficient encryption algorithms, essential for 

protecting sensitive data in various healthcare, finance, and government applications. 

2. Literature Review 

Abd-Elkader et al. developed a design model to improve the performance of the hardware structure of the Montgomery 

Modular Multiplier. They used VHDL to code their proposed model and found that it consumed fewer resources on the 

FPGA. Their study showed that the proposed model could operate more efficiently than the existing hardware structure [3]. 

Behl et al. developed a multiplier circuit that reduces carry propagation time and performs faster calculations using the 

Redundant Binary Signed Digit number system. They encoded this circuit in VHDL and applied it on an FPGA. Using the 

VIVADO multiplier in their design, they observed a significant reduction in the number of Look-up tables used. This 

approach can potentially improve the efficiency of digital electronics, such as binary multipliers, and could be useful in 

various applications. [4]. 

Sakali et al. have introduced a new error analysis approach to reduce hardware redundancy in existing fault-tolerant 

techniques. This approach is particularly useful for reducing the additional hardware resources that Triple Modular 

Redundancy (TMR) requires. They applied the proposed approach to a multiplier circuit and found a 48% reduction in 

hardware resource usage. [5]. 

Malathi et al. have explored a new approach to enhancing image quality and resolution on FPGA using deep learning and 

Fast Fourier Transform (FFT) techniques. They tackled this approach in three main stages: noise reduction, segmentation, 

and resolution enhancement. This method achieved low power consumption, minimal latency, and high efficiency. This 

approach can potentially improve the quality of images in various applications, including medical imaging and surveillance. 

Deep learning and FFT techniques allow for greater flexibility and customization in image processing, making it a valuable 

tool for image enhancement. Applying this approach to FPGA allows for efficient and fast processing of images, making it a 

promising technology for real-time image processing. [6]. 

Bianchi et al. have proposed an architecture for a new Vedic multiplier that employs the 'Urdhava-tiryakbhyam' method and 

implemented it on an FPGA. They evaluated this approach regarding hardware performance, LUT (Look-Up Table) sizes, 

and propagation delay. The results have shown performance equal to or better than existing approaches in the literature. [7]. 

Özcan et al. have proposed a fast Montgomery multiplier design for modern FPGAs. Their designs implemented on Virtex-

7 have provided competitive performance and significant savings in FPGA logic resources.[8]. 

Morales-Sandoval et al. discussed using Field-Programmable Gate Arrays (FPGAs) to implement Montgomery 

Multiplication in public-key encryption algorithms like RSA and Elliptic Curve Cryptography (ECC). Their study focused 

on area-performance trade-offs, tested different architectures, and compared their efficiencies with previous FPGA 

Montgomery multipliers. [9]. 

3. Multiplication Algorithms 

All arithmetic operations made on a computer are based on addition. Multiplication, the basis of many scientific practices, 

such as encoding, decoding, signal processing, etc., is also realized based on shifting and addition. The structure of 

multiplication algorithms is the most significant factor that affects the computer's performance, especially when we work on 

high-capacity data in scientific programs. Approximately 9% of this scientific program consists of multiplication [10]. Thus, 

a wide array of multiplication algorithms has been developed in the years following computer technology developments. The 

multiplication algorithm, which will be selected according to the size of the data and suitability of the algorithm, can increase 

the speed of the process without enhancing the performance of the computer’s processor. 

For an n bit-long number of X and m bit-long number Y in an ordinary multiplication, as seen in Equation 1, the equation 

can indicate multiplication [5]. 

𝑃(𝑚 + 𝑛) = 𝑋(𝑛)𝑌(𝑚) = ∑  

𝑛−1

𝑖=0

∑ 𝑥(𝑖)𝑦(𝑗)2𝑖+𝑗

𝑚−1

𝑗=0

 (1) 



 

K. Baysal and D. Taşkın                                                                                    Sakarya University Journal of Computer and Information Sciences 6 (3) 2023 

210 

3.1. Sequential Shift and Add Multiplication  

In this method, we start with the lowest-weight bit rate of the multiplier and obtain results by shifting the multiplicand to the 

left and summing up at each clock stroke, depending on whether the bit rate is either 1 or 0. Although this method is based 

on a very simple logic, the performance is adversely affected if the data size is too large. 

3.2. Booth Algorithm 

In the booth algorithm, the numbers in both marked bases are multiplied based on the add-shift principle by comparing 

adjacent bits through a reciprocating operation of 2. The advantage of this method, when compared to other multiplication 

algorithms, is that there are fewer additions and multiplications. [11]. 

3.3. Wallace Tree 

Wallace tree multiplication is an effective method that may be preferred at hardware-level multiplication of two unmarked 

integer numbers. This method was developed by computer scientist Chris Wallace in 1964 [12]. 

In the Wallace Tree method, the partial fractions are added up as a tree until they reach the last two partial fraction rows that 

will be added at the final stage. The speed of this algorithm is inversely proportional to the number of bits to be processed. 

The waste of unused space and its complex structure are some of the primary problems of this algorithm [13]. Its structure is 

not suitable for rapid transit logic in hardware structure. It is also not as fast as the transit structure within modern FPGAs 

[14]. 

3.4. Array Multiplication 

It is a common multiplication algorithm with a parallel index structure based on the add-shift principle. Partial result rates 

are obtained by multiplying the respective 1-bit digits of the multiplier by the multiplicand and adding up by shifting per the 

bit order. Although its structure is slow as an algorithm, this method is often preferred for its parallel-moving index structure 

is systematic and easy to position on the hardware [15]. 

3.5. Karatsuba Multiplication Algorithm 

This is an effective multiplication method for multiplying two large numbers. The numbers to be multiplied are divided into 

sub-groups. The results are obtained by adding the results obtained by multiplying these sub-groups. This method provides a 

great advantage in multiplying large numbers [16]. While the length of the operation is O(n2) in traditional methods, the 

length becomes O(nlog(2)3) with the Karatsuba method [17]. 

4. Material and Methods 

4.1. Look-Up Table Multiplication 

This efficient and fast multiplication method is suitable for hardware structures with strong memory units. Look-up table 

multipliers are generated using block memory units, which store multiplication results corresponding to all input values. The 

results are obtained in a shorter period since no real multiplications are performed through this method. However, the biggest 

disadvantage of this method is that the look-up table size increases incrementally as the number increases. Since the memory 

unit includes all multiplication possibilities, some data may take up space in memory even though they are never used. 

However, in cases where continuous and unstable signal routing, such as encoding, decoding, image processing etc., is 

present, the real-time multiplication performance is very high.  

If the input data length of the look-up table is k-bit in multiplication, the potential number of results contained in the look-up 

table would be 22𝑘. However, when at least one input is zero, 22𝑘/(2. 2𝑘 − 1) number of results would be zero. This enables 

us to send a zero value directly to the output without taking up space in the look-up table. Thus, depending on the state of the 

input bit length from the memory unit, it would be possible to save one 22𝑘/(2. 2𝑘 − 1) of space. 

Multiplying directly with the look-up table in large data sizes may not be practical due to the space the look-up table takes 

up in the memory unit. In this case, the duration of the standard multiplication may be shortened by using a partial look-up 

table. 

The number is divided into factions by the bit length of the look-up table, and partial results are obtained according to the 

result of the look-up table. K-bit left-shift is performed according to the bit length and the number of steps in the look-up 

table when the partial results are obtained. While the multiplication is performed in the standard shift-add form, the result 
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can be seen directly in the look-up table instead of obtaining results through performing the multiplication physically. With 

this method, the k-bit length of the operational cycle would be saved. 

4.2. n Bit High-Speed LUT Multiplier Design 

To multiply n bit-long numbers A and B, the numbers are divided into k bit-long 
𝑛

𝑘
 fractions. Being i ≤ 

𝑛

𝑘
  and j ≤ 

𝑛

𝑘
  , partial 

results are obtained by using Aj and Bi number fractions look-up table at each t time. The partial results are summed up, and 

the multiplication result is found. The adder used at the multiplier is obtained by increasing and expanding a 1-bit adder 

accordingly. It is now possible to perform a 2n bit-long addition at a single clock stroke with the advantage it provides. 

In a multiplication performed with a lookup table by using an expandable adder, the relationship between the multiplication 

by the number of operational steps (t) and the bit length (n) of the multiplicands and fraction bit-length (k) can be expressed 

by the Equation 2. 

𝑡 = 22[log2(𝑛)−log2(𝑘)] (2) 

The look-up table size should be calculated by considering the capacity of the FPGA chip where the multiplier will be applied. 

The number of possibilities of the look-up table can be expressed as in Equation 3. 

𝐿𝑈𝑇 𝑝𝑜𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 𝑛𝑢𝑚𝑏𝑒𝑟 =  22𝑘 (3) 

Because the output will be zero if the input is zero regardless of the state of the other input, the number of possibilities may 

be reduced as seen in Equation 4. 

𝐿𝑈𝑇 𝑝𝑜𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 𝑛𝑢𝑚𝑏𝑒𝑟 =  22𝑘 − 2.2𝑘 − 1 (4) 

 

Figure 1 Shifting and adding. 
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Figure 1 shows how many bits of the Aj and Bi fractions were shifted to the left according to the current condition before the 

addition. 

Being ta ≤ t, according to ta current condition, the relationship between fraction j of k bit-long n-bit A multiplicand data and 

i fraction of n-bit B multiplier data at LUT inputs can be expressed as in the Equation 5 and the Equation 6. 

𝑗 = 𝑡𝑎 (𝑚𝑜𝑑 
𝑛

𝑘
 )  (5) 

𝑖 = [𝑡𝑎 − 𝑡𝑎 (𝑚𝑜𝑑 
𝑛

𝑘
 )] (𝑚𝑜𝑑 (

𝑛

𝑘
− 1))  (6) 

Thus, in the case of ta, the multiplicand fractions of A and B data can be expressed as in Equation 7 and Equation 8. 

𝑆𝑡𝑎 →  𝐴𝑗  𝑥 𝐵𝑖    (7) 

𝑆𝑡𝑎  →  𝐴 [𝑡𝑎 (𝑚𝑜𝑑 
𝑛

𝑘
 )]   𝑥 𝐵 [𝑡𝑎 − 𝑡𝑎 (𝑚𝑜𝑑 

𝑛

𝑘
 ) (𝑚𝑜𝑑 (

𝑛

𝑘
− 1))] (8) 

 

 

 

Table 1 Look-up table and number of steps in different fraction lengths for 1024 bits of data input 

k 8 32 128 512 

LUT 65536 1.8 x 1019 1.15 x 1077 1.79 x 10308 

Clock Cycle 16384 1024 64 4 

4.3. Performing 32-Bit High-Speed LUT Multiplier with Vhdl 

As seen in Figure 2, the LUT multiplier that will be created through VHDL has three main parts.  

1. A 64-bit adder that has been created with the expansion of 1-bit adders, 

2. ROM that consists of a look-up table, 

3. A basic circuit that divides the input data into fractions reads the results of the multiplication of relevant fractions 

on the look-up table and sends them to the adder. 

 

Figure 2 Basic block diagram of 32-bit multiplier created with VHDL. 

4.4. 64-Bit High-Speed Adder Design 

Since multiple addition is the basis of multiplication, the adder's speed is critical in designing a multiplier. In a standard 

addition, the duration of the operation increases as the number of digits increases. In this multiplier, designed to multiply 

high-capacity numbers quickly, a standard adder cannot provide desired results in larger data sizes. To solve this problem 

that we encounter in adding large data, an adder was designed by properly expanding 1-bit full adders by the input data size. 

The biggest advantage of this adder is that it can add input and output at a single clock stroke using 1-bit full adders connected 

in parallel. Another advantage of this circuit is that its size can be expanded to the desired capacity. While its capacity can be 

expanded to the desired size depending on the size of the FPGA hardware, the addition can be performed within the same 

period, i.e., within a single clock stroke.  
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Since the amount of data that can be processed within the same processing time can be expanded, the size of the multiplier 

can be increased to the desired level. 

Figure 3 shows simulation results of a 1024-bit adder created with the same method. It is observed that the result is obtained 

within a single clock pulse. As long as the FPGA hardware has sufficient capacity, the input sizes can be increased to a 

desired amount without changing the time spent for addition. In this case, the sizes of designed multipliers can be expanded 

to desired sizes. 

 

Figure 3 Results of simulation obtained through ISIM program of 64-bit adder. 

4.5. Look-Up Table Design 

The look-up table stores all potential results of previously calculated multiplier and multiplicand numbers. In this multiplier, 

this circuit takes up the most space on FPGA. Thus, the capacity of the FPGA hardware to be used when designing the look-

up table should be considered.  

If we want to design a 32-bit input-long LUT to multiply two 32-bit binary numbers as an integral, the LUT possibility 

number will be 264. 

In compliance with the capacity of Xilinx Virtex 5 XC5VLX50T FPGA hardware, 32 bit-long inputs may be divided into 

k=8 bit-long fractions. In this case, the LUT possibility number will be 216. 

In this case, the time equation required for obtaining the result of the multiplication can be found from Equation 9 as; 

𝑡 = 22[log2(32)−log2(8)] = 22[5−3] =24 = 16 steps. (9) 

The entire 22𝑘 possibility that may be implemented on k bit-long inputs of the circuit has been tested in 22𝑘 of time. According 

to the results of the simulation, the random input values of the circuit showed that it gave results within a single clock pulse. 

Since no physical multiplication was performed with the LUT circuit, the results can be obtained without additional 

addressing circuits according to the values applied to their inputs.  

4.6. High-Speed LUT Multiplier Design 

In a multiplier designed to multiply two 32-bit numbers, an 8-bit-input look-up table and a 64-bit adder that will add the 

values from the look-up table at each step were used. 
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Figure 4 Block diagram of 32-bit LUT Multiplier 

 

Algorithm 1 Expandable multiplication circuit structure with LUT 
1 case c_state is 

2 when sr => 

3  result <=(others=>'0'); 

t<='0'; 

b_signal <= (others=>'0'); 

a_signal <= (others=>'0'); 

s_data_a <= data_a(k  downto 0); 

s_data_b <=   data_b(k  downto 0); 

n_state  <=  S0; 

4 

5 

6 

7 

8 

9 

10 when  Sta => 

11  s_data_a<=data_a [𝑘. 𝑡𝑎 (𝑚𝑜𝑑 
𝑛

𝑘
 ) + (𝑘 − 1)   downto   𝑘. 𝑡𝑎 (𝑚𝑜𝑑 

𝑛

𝑘
 )]; 

12 
s_data_b<=data_b [𝑘. [𝑡𝑎 − 𝑡𝑎 (𝑚𝑜𝑑 

𝑛

𝑘
 )] (𝑚𝑜𝑑 (

𝑛

𝑘
− 1)) + (𝑘 − 1)  downto 𝑘. [𝑡𝑎 − 𝑡𝑎 (𝑚𝑜𝑑 

𝑛

𝑘
 )] (𝑚𝑜𝑑 (

𝑛

𝑘
− 1))] ; 

13 a_signal[ 𝑘(𝑖 + 𝑗) + 2𝑘  downto   𝑘(𝑖 + 𝑗) ] <= lut_result; 

14 b_signal <= total_signal; 

15 < t='0'; 

16 n_state<= Sta + 1; 

17 when  Sta(max) => 

18  result <= total_signal; 

19 t<='1'; 

20 b_signal <= (others=>'0'); 

21 a_signal <= (others=>'0'); 

22 s_data_a <= (others=>'0'); 

23 s_data_b <= (others=>'0'); 

24 n_state  <= sr; 

25 when others => 

26  b_signal <= (others=>'0'); 

27 a_signal <= (others=>'0'); 

28 s_data_a <= (others=>'0'); 

29 s_data_b <= (others=>'0'); 

30 result    <= (others=>'0'); 

31 t<='0'; 

32 end case; 
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As Equation 9 states, two numbers with 32-bit input and 8-bit fraction data length are multiplied in 16 steps. A single 

processing time step passes at each clock pulse. Thus, the number of steps can be expressed with a 4-bit up counter that 

increases with every clock pulse. According to the number of steps from the counter, it is decided to implement which 

fractions of A and B data will be applied to the lut input and which bit sequence will be added. 

The state timing of the designed circuit is shown in Figure 6. "c_state" refers to the current condition of the circuit. The 

signals referred to as "s_data_a" and "s_data_b" in Figure 6 are the inputs of the look-up circuit. Beginning from the "sr" 

state, the fractions of “data_a" and "data_b” that will be applied to the input of the look-up circuit in any case are shown. The 

signal connections referred to as "a_signal" and "b_signal" are the input connections of the adder. Beginning from the "s0" 

state, the output of the look-up circuit is transferred to the input of the "a_signal" adder. The "total_signal" is the output signal 

connection of the adder. Beginning from the "s0" state, the previous result of the adder at each state until "s16” determines  

the input value of "b_signal." Thus, the change in "b_signal" input occurs at "s1" state. 

 

Figure 5 Input-output and signal connection states under current circumstances 

4.7. FPGA Application of 32-Bit High-Speed LUT Multiplier 

To try the structure of the circuit on different hardware structures during synthesizing and simulating multiplier and to obtain 

simulation results in different environments, Quartus II v9.0 - v14.1 Web Edition, ISE Design Suite v.14.7 and Vivado 

v2014.14 programs were used.  

Random input values were assigned to the data_a and data_b inputs of the circuit, and the results were observed. Figure 6 

shows that after the reset input becomes logic 0, the t output remains logic 0 for 16 cycles, and the results are obtained. In 

other cases, t output was logic 0, and all bits of resulting output were logic 0 zero. 

 

Figure 6 Results of simulation obtained through ISIM program of 32-bit LUT multiplier. 
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The FPGA chip and the location of the circuit on the FPGA chip determine the circuit's performance at high speeds. When 

the transistors within FPGA delay data transmission, this has a negative impact on the performance of the circuit at high 

speeds. Accordingly, the maximum frequency of the circuit is determined by the longest distance the data between input and 

output will follow. The register was attached to the input and outputs of the circuit when analyzing timing. The maximum 

frequency was determined based on the time it takes for data to travel between two registers.  

Table 2 shows synthesizing processes performed on various FPGA chips with ISE, Quartus and Vivado software and the 

maximum frequency values. 

Table 2 The timing analysis chart of the circuit between two recorders 
Program ISE 14.7 Quartus II 14.1 Vivado v2014.4 

FPGA Virtex 5 Virtex 6 Kintex 7 Cyclone IV Cyclone V Cyclone V Kintex 7 Artix 7 

xc5vlx5

0t-

2ff1136 

xc6vlx7

5t-

2ff784 

xc7k70t

-fbg676 

ep4cgx150d

f31I7ad 

5cgxfc7d7

f27c8 

5cgxfc7d7f

31c8 

xc7k160t

ffg676-2l 

xc7a200tf

fg1156-3 

RR (ns) 1.498 1.171 0.995 1.975 2.763 1.640 1.409 1.592 

Fmax (Mhz) 667.557  853.97  1005.03  506.33  361.93  609.76  709.72  628.14  

5. Discussion and Conclusion 

In this study, a high-speed multiplier was designed by using look-up tables. The look-up circuit stored all previously 

calculated multiplication results for two 8-bit numbers, and the logic circuit that multiplied two 32-bit long numbers was 

synthesized on Virtex 5 xc5vlx50t FPGA hardware. In the results of the simulation performed on ModeISIM and ISIM, it 

was observed that the multiplication of two 32-bit numbers gave results in 16 cycles through multiplication by division into 

partial fractions. Since the high-speed expandable adder, designed to add partial results, could add the partial results in a 

single cycle, it allows the circuit to perform arithmetic operations quickly. The maximum frequency value of the circuit was 

calculated as 667.557 Mhz in time analyses performed via the ISE program. 

This circuit can be used as a sub-unit of an arithmetic unit or as a circuit sub-unit in encoding applications. It can provide 

high-speed processing for larger capacities in real-time signal processing. In addition, since the circuit uses look-up tables, it 

consumes less power as it does not perform physical multiplication.  

Table 3 Comparison of Time Complexity 

 Time Complexity Number of steps for two 32-bit 

numbers 

Standard Multiplication O(𝑛2) 1024 

Karatsuba O(𝑛1,585) 243 

Shift/Add O(𝑛) 32 

High-Speed LUT O(22(𝑙𝑜𝑔2(𝑛)−𝑙𝑜𝑔2(𝑘))) 16 

 

Although the algorithm built for disintegration numbers in this circuit is similar to the Karatsuba algorithm, they differ in the 

multiplication of fractions and addition of partial results.  

Depending on the unit where the multiplier will be used, LUT fractions can be expanded, and a look-up table can be recreated 

again. However, the biggest problem of the circuit here is the size of LUT. As FPGA capacity continues to grow in the coming 

years, it will be possible to perform multiplications in shorter time frames by creating larger lookup tables. 

This study presents a new, innovative approach to high-speed multiplication using look-up tables and FPGA hardware. This 

approach's numerous benefits include increased speed, power efficiency, versatility, scalability, and algorithmic innovation. 

These benefits can have a significant impact on various applications in the field of digital design and arithmetic units.  

References 

[1] R. W. Keyes., "Physical Limits of Silicon Transistors and Circuits", Reports on Progress in Physics, vol. 68, no. 12, 

2005, doi: 10.1088/0034-4885/68/12/R01 

[2] B. Parhami, Computer Arithmetic Algorithms and Hardware Designs Secon Edition, Oxford University Press, 

New York USA, 2010, ISBN 978-0-19-532848-6 

[3] A. A. H. Abd-Elkader, M. Rashdan, E. A. M. Hasaneen and H. F. A. Hamed, "Efficient implementation of Montgomery 

modular multiplier on FPGA," Computers and Electrical Engineering, vol. 97, 2022, doi: 

https://doi.org/10.1016/j.compeleceng.2021.107585 

[4] A. Behl, A. Gokhale, N. Sharma, "Design and Implementation of Fast Booth-2 Multiplier on Artix FPGA", Procedia 

https://doi.org/10.1016/j.compeleceng.2021.107585


 

K. Baysal and D. Taşkın                                                                                    Sakarya University Journal of Computer and Information Sciences 6 (3) 2023 

217 

Computer Science, vol. 173, pp. 140-148, 2020, doi: https://doi.org/10.1016/j.procs.2020.06.018 

[5] R. K. Sakali, S. Veeramachaneni, N. M. Sk, "Preferential fault-tolerance multiplier design to mitigate soft errors in 

FPGAs", Integration, vol. 93, 2023, doi: https://doi.org/10.1016/j.vlsi.2023.102068 

[6] L. Malathi, A. Bharathi, A.N. Jayanthi, "FPGA design of FFT based intelligent accelerator with optimized Wallace 

tree multiplier for image super resolution and quality enhancement", Biomedical Signal Processing and Control, vol. 

88, part B, 2024, doi: https://doi.org/10.1016/j.bspc.2023.105599 

[7] V. Bianchi, I. D. Munari, "A modular Vedic multiplier architecture for model-based design and deployment on FPGA 

platforms", Microprocessors and Microsystems, vol. 76, 2020, doi: https://doi.org/10.1016/j.micpro.2020.103106 

[8] E. Özcan, S. S. Erdem, "A fast digit based Montgomery multiplier designed for FPGAs with DSP resources", 

Microprocessors and Microsystems, vol 62, pp. 12-19, 2018, doi: https://doi.org/10.1016/j.micpro.2018.06.015 

[9] M. Morales-Sandoval, C. Feregrino-Uribe, P. Kitsos, R. Cumplido, "Area/performance trade-off analysis of an FPGA 

digit-serial GF(2m) Montgomery multiplier based on LFSR”, Computers & Electrical Engineering, vol. 32, i. 2, pp. 

542-549, 2013, doi: https://doi.org/10.1016/j.compeleceng.2012.08.010 

[10] R. S. Özbey and A. Sertbaş, "Klasik Çarpma Algoritmalarının Donanımsal  Simülasyonları ve Performans 

Değerlendirimi", Inter. Conf. on Electrical and Electronics Engineering (ELECO 2004), pp. 303-308, 2004 

[11]  A. D. Booth, "A Signed Binary Multiplication Technique", The Quarterly Journal of Mechanics and Applied 

Mathematics.  Math. Oxford University Press, vol. 4, no. 2, pp. 236-240, 1951, doi: 

https://doi.org/10.1093/qjmam/4.2.236 

[12] C. S. Wallace, "A Suggestion for a Fast Multiplier", IEEE Transactions on Electronic Computers, vol. 13, no. 1, pp. 

14-17, 1964, doi: 10.1109/PGEC.1964.263830 

[13] M. R. Kumar and G. P. Rao, " Design and Implementation Of 32 Bit High Level Wallace Tree Multiplier", 

International Journal of Technical Research and Applications, vol. 1, no. 4, pp. 86 - 90, 2013, Accessed : 29 October 

2023 [Online]. Available: https://api.semanticscholar.org/CorpusID:13022315 

[14] J. Kulisz, J. Mikucki, "An IP-Core Generator for Circuits Performing Arithmetic Multiplication", IFAC Proceedings 

Volumes, vol. 46, i. 28, 2013, doi: https://doi.org/10.3182/20130925-3-CZ-3023.00006 

[15] A. J. Al-Khalili, Digital Design and Synthesis Lecture Notes (2019), Accessed : 29 October 2023 [Online]. Available: 

https://users.encs.concordia.ca/~asim/COEN_6501/elec650.html 

[16] S. Mishra and M. Pradhan, "Implementation of Karatsuba Algorithm Using  Polynomial Multiplication", 

Indian Journal of Computer Science and Engineering, ISSN: 0976-5166, vol. 3, no. 1, pp 88 - 93, 2012. 

[17]   R. T. Kneusel, Numbers and Computers, Springer, USA, pp. 136, 2015, ISBN: 978-3-319-17260-6 

 

Conflict of Interest Notice 

The authors declare that there is no conflict of interest regarding the publication of this paper. 

 

Ethical Approval and Informed Consent 

It is declared that during the preparation process of this study, scientific and ethical principles were followed, and all the 

studies benefited from are stated in the bibliography. 

 

Availability of data and material 

Not applicable  

 

Plagiarism Statement 

This article has been scanned by iThenticate ™. 

 

https://doi.org/10.1016/j.procs.2020.06.018
https://doi.org/10.1016/j.vlsi.2023.102068
https://doi.org/10.1016/j.bspc.2023.105599
https://doi.org/10.1016/j.micpro.2020.103106
https://doi.org/10.1016/j.micpro.2018.06.015
https://doi.org/10.1016/j.compeleceng.2012.08.010
https://doi.org/10.1093/qjmam/4.2.236
https://api.semanticscholar.org/CorpusID:13022315
https://doi.org/10.3182/20130925-3-CZ-3023.00006
https://users.encs.concordia.ca/~asim/COEN_6501/elec650.html


 

 

 
Sakarya University Journal of Computer and Information Sciences 6 (3) 2023 

                       This work is licensed under Creative Commons Attribution-NonCommercial 4.0 International License  

 
218 

 
Sakarya University Journal of Computer and Information 

Sciences 
http://saucis.sakarya.edu.tr/ 

 

A Novel Additive Internet of Things (IoT) Features and 

Convolutional Neural Network for Classification and 

Source Identification of IoT Devices   

 

Aamo Iorliam1  

1 Department of Mathematics & Computer Science, Benue State University, Makurdi, Nigeria 

 

 

ABSTRACT  
The inter-class classification and source identification of IoT devices have been studied by several researchers 

recently due to the vast amount of available IoT devices and the huge amount of data these IoT devices generate 
almost every minute.  As such there is every need to identify the source where the IoT data is generated and also 

separate an IoT device from the other using the data they generate. This paper proposes novel additive IoT 

features with the CNN system for the purpose of IoT source identification and classification. Experimental 
results show that indeed the proposed method is very effective achieving an overall classification and source 

identification accuracy of 99.67 %. This result has a practical application to forensics purposes due to the fact 

that accurately identifying and classifying the source of an IoT device via the generated data can link 

organizations/persons to the activities they perform over the network. As such ensuring accountability and 

responsibility by IoT device users.    
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1. Introduction 

 

The concept of inter-class classification was described by Iorliam, Ho, Waller, and Zhao [1] to mean the classification of 

biometric images that are not closely related and are generated by different devices. This concept is extended to the Internet 

of Things (IoTs) in order to perform the inter-class classification and source identification of IoT devices based on the data 

they generate.   

IoT device source identification is concerned with determining which device has produced particular IoT data. Source 

identification of devices is very important because it has the tendency to identify devices within an organization and also 

unauthorized devices that are connected to the network of such an organization [2,3].   

The concept of “Additive IoT features” is motivated by the concept of flow size difference proposed by Iorliam [4] as a 

network traffic feature for the analysis and deductions from network traffic data. Flow size difference took into consideration 

the absolute values achieved by subtracting two adjacent flows. For the fact that subtraction and addition are associative, this 

paper extends this concept into the Additive IoT features, where two adjacent IoT values of a feature are added for the purpose 

of classification and source identification for the first time.  

Convolutional Neural Network (CNN) is a powerful machine learning technique that has applications in images, network 

traffic analysis, document analysis, and Internet of Things, amongst several other applications. Based on its huge capabilities, 

it is adapted for usage in this paper.  In this paper, the novel use of Additive IoT features and CNN for inter-class classification 

and source identification of IoT devices based on the benign data they generate is proposed.  

Studies such as Bai et al. [5], Cvitić, Peraković, Periša, and Gupta [6], Zahid et al. [7], Zarzoor, Al-Jamali, and Al-Saedi [8], 

and Koball et al. [3] have proposed methods aimed at classifying IoT, however, my novel approach proposes a novel 

http://saucis.sakarya.edu.tr/
https://orcid.org/0000-0001-8238-9686
mailto:aamoiorliam@gmail.com
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“Additive IoT features” and achieves an accuracy that is similar or greater than the existing state-of-the-art proposed methods.   

This paper contributes to the area of IoT device classification and source identification as follows:  

i. To the best of the researchers' knowledge, this is the first time Additive IoT features are proposed as a stable IoT 

metric that could be utilized for classification purposes.  

ii. This paper proposes the novel device classification and source identification of IoT devices based on Additive IoT 

features and CNN.  

iii. The novel proposed approach is very simple and free from the overhead of feature engineering.  

  

2. Literature Review  

Classification and source identification of IoT devices have attracted huge attention recently. Most of the literature is focused 

on identifying and proposing new features that can effectively be used for classification and source identification purposes. 

While some literature is focused on developing/utilizing machine learning approaches in performing classification and source 

identification of IoT devices.   

In this paper, a detailed review is performed based on two areas, namely: feature extraction approaches for classification and 

source identification of IoT devices and Machine learning approaches for classification and source identification of IoT 

devices.   

Bai et al. [5] used the flows from 15 devices categorized into 4 classes for the purpose of classifying seen and unseen IoT 

devices. They used the LSTM-CNN technique for the classification of IoT devices and achieved an accuracy of 74.8%.   

Cvitić, Peraković, Periša, and Gupta [6] used 13 network traffic features to perform the classification of IoT devices. These  

devices were classified into 4 major classes using their proposed multiclass classification model and achieved an accuracy of 

99.79%.   

Kotak, and Elovici [2] used grayscale snapshots of payloads of TCP sessions that are exchanged between IoT devices as 

features. The authors used the deep learning technique to identify known IoT devices and unknown IoT devices. They 

achieved an accuracy of 99% for identifying known devices and 99% for detecting unknown devices using the proposed deep 

learning technique.  

Zahid et al. [7] achieved optimal features by performing recursive feature elimination and utilized features of interest for 

their experiments. They used the hierarchical deep neural networks with the utilized features and achieved a classification 

accuracy of 91% for the classification of Internet of Things devices from devices that are not Internet of Things, and a 

classification accuracy of 91.33% for the classification of only IoT devices within a heterogeneous network.   

Zarzoor, Al-Jamali, and Al-Saedi [8] utilized features such as packet intermediate time among two sequential packet 

receptions, packet length, IP source address, IP destination address, protocol utilized by the flow, source port number, 

destination port number, window size, source MAC address and heights number of hop that required for each packet to reach 

destination. The authors proposed a spike neural network to classify IoT devices. They showed that the proposed model 

consumed less energy and was able to perform IoT classification with a Precision of .98, a Recall value of 0.97, and an F1-

score of 0.98.  

Koball et al. [3] used 242 features from 8 IoT devices and achieved the highest classification accuracy of 96.5% using 

unsupervised machine learning techniques.  

From the above-reviewed literature, this is the first time additive IoT features will be proposed and fed as inputs into CNN 

to perform inter-class classification and source identification of IoT devices.   

 

3. Methodology  

This section first describes the dataset used and the preprocessing performed on the dataset. It further vividly describes the 

proposed Additive IoT Features for IoT device classification and source identification (AIFID). Furthermore, it explains the 

proposed model architecture and the evaluation metrics used in this paper.   

3.1 Dataset and Dataset Pre-Processing  

First, the study utilized the N-BaIoT dataset is made of 9 IoT devices. The 9 devices include Danmini Doorbell, Ennio 

Doorbell, Ecobee Thermostat, Philips B120N/10 Baby Monitor, Provision PT-737E Security Camera, Provision PT-838 

Security Camera, SimpleHome XCS7-1002-WHT Security Camera, SimpleHome XCS7-1003-WHT Security Camera, and 

Samsung SNH 1011 N Webcam produced benign data to include 49548, 3910, 13113, 17524, 62154, 98514, 46585, 1952, 

and 52150 instances, respectively [9]. This traffic data collected using 9 IoT devices has also infected the dataset with Mirai 
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and BASHLITE. The benign N-BaIoT dataset is suitable for experimenting with the proposed AIFID model because it can 

aid us in performing IoT device classification and source identification.   

For the pre-processing, all NULL values were dropped using the Python “dropna” method.   

The “MinMaxScaler()” Python command is used to scale each element of the features used in this experiment. The 

preprocessed dataset is split into 70 % train and 30% test sets. The train set is used to train the CNN learning model. While 

the test set serves as input to test the performance of the model. The performance outcome of the model is then evaluated, 

and the results are presented as a confusion matrix, F1-score, accuracy, precision, and recall.  

3.2  Additive IoT Features for IoT Device Classification and Source Identification  

The additive IoT features are defined as the numeric sum of two consecutive adjacent IoT-generated data as illustrated in 

Table 1.  

Table 1: Sample Data for Additive IoT Features 

S/No  Additive_  

MI_dir_L5 

_weight  

MI_dir_L5_ 

weight  

Additive_  

MI_dir_L5_mean  

MI_dir_L5 

_mean  

Additive_  

MI_dir_L5_variance  

MI_dir_L5_v 

ariance  

1.  2  1  414  60  0  0  

2.  2.857878541  1  714.4589798  354  35.78933753  0  

3.  2.857878541  1.857878541  697.4589798  360.4589798  35.78933753  35.78933753  

4.  2.680222861  1  509.1409171  337  18487.44875  0  

5.  4.284299211  1.680222861  306.2104017  172.1409171  32200.47372  18487.44875  

6.  5.707896692  2.60407635  253.9405041  134.0694846  23432.06087  13713.02497  

   

Additive IoT features have a background from the flow size difference proposed by Iorliam [4]. It has been proven from the 

literature that the flow size difference (flow subtraction) is a stable feature for network traffic classification and intrusion 

detection [4,] Iorliam et al. [10]. In our study, the “additive IoT features” are introduced for the first time for IoT classification 

and source identification purposes. This is inspired by the fact that addition and subtraction both share a closure property.  

For that reason, if Iorliam [4] and Sethi et al. [11] used the flow size difference as features for network traffic analysis and 

intrusion detection purposes, and achieved their targeted goal of intrusion detection, then our proposed additive IoT features 

for IoT device classification and source identification would be very efficient and effective.  

3.3  CNN for IoT Device Classification and Source Identification   

Generally, CNN in terms of performance is very efficient in solving machine learning tasks [12].   

CNN has proven over the years to be very effective in classification tasks especially when the datasets are huge.  In our study, 

we chose the CNN due to the fact that it has the tendency to automatically select the best features in a particular dataset and 

has proven to achieve high accuracies.  

The steps are as follows:  

i. Get ALL the 115 statistical features from the IoT device 

dataset,  

ii. Calculate the IoT features addition (additive IoT features), 

iii. Feed values from (ii) into the CNN classifier and 

iv. Perform classification. 

The 9-class classification and source identification are performed by merging the 115 benign IoT features for all the 9 IoT 

devices and labeling them from 0 to 8 as class labels. These features are fed into the CNN as shown below:  

i. 70% of the IoT dataset is used for training, while 30% of the dataset is used for testing.  

ii. The first layer used in this experiment is the sequential model “sequential ()” which allows the network to be built 

layer by layer and it’s well suited for our experiment.   
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iii. 480 neurons were used in the first hidden layer with 115 input parameters. The rectified linear activation function 

(ReLu) is first chosen due to its ability to achieve higher performance and again it is non-linear.  

iv. Other two dense layers were added which had 240 and 120 neurons, accordingly.  

v. The model ended with 9 dense layers, no activation, and a sigmoid activation function.   

vi. The model is compiled using binary cross entropy as loss, the adam as an optimizer, and accuracy as the metrics.  

vii. 1000 epochs were used in this experiment with a batch size of 128.   

3.4  Model Architecture   

The proposed Additive IoT Features for IoT Device Classification and Source Identification (AIFID) are presented in Figure 

1.   

  

Figure 1: IoT-Based Additive Features for Classification and Source Identification Architecture 

 

In Figure 1, the framework consists of five phases which include: (i) Selecting the suitable dataset (N-Balot-IoT Datasets) 

for the experiments; (ii) Utilizing the basic network characteristics (IoT Features) for experimentation; (iii) Proposed 

preprocessing model (Additive IoT Features) from the IoT features; (iv) Adapt the CNN Model for IoT classification and 

source identification; and (v) Metric Evaluation (Accuracy, F1-Score, Precision and Recall). These phases are carefully 

followed to implement the proposed AIFID model.    

3.5 Evaluation Measures   

This study leverages the strengths of Accuracy, F1 score, Precision, and Recall metrics to evaluate the effectiveness of the 

proposed Additive IoT Features for IoT device classification and source identification (AIFID). These metrics are briefly 

discussed as follows.   

 i.   Accuracy metric   

Mathematically, accuracy is given as;  

  

  

 ii.  Precision metric   

It is mathematically expressed as:  

  

 𝑇𝑃 (2)  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =   

𝑇𝑃 + 𝐹𝑃 

 iii.   The recall metric   

It is mathematically expressed as:    

               𝑇𝑃 (3)  
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 iv.   F1-Measure metric   

It is mathematically expressed as:  

 2 × 𝑃𝑟 × 𝑅𝑐  (4)  

𝐹1 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =   

𝑃𝑟 + 𝑅𝑐  

Where: TP = True Positive, TN = True Negative, FN = False Negative, FP = False Positive, Pr = Precision, and Rc = Recall.  

4. Results/Discussions  

This section of the study presents and discusses the experimental outcomes of the proposed IoT device classification and 

source identification model. The CNN model was trained and tested using the N-Balot-IoT dataset. These results are presented 

with clear discussion from two perspectives as shown below.  

4.1 Performance Results of the CNN Classifier  

First, Figure 2 depicts the training loss vs Epochs for the CNN classification and identification of IoT devices. It could be 

observed that epochs after 200 achieved relatively low loss values. When the loss values become very low, it means our 

proposed model learned properly.  

 

 

Figure 2: The Training Loss Vs Epochs of the CNN Model on N-Balot-IoT Datasets. 

In Figure 3, as the Epochs increased especially after 200, the training and validation accuracy increased closely to 1.00 

(100%). An accuracy very close to 100% shows that the proposed model was correctly trained.  

The performance of the proposed model in terms of the confusion matrix is depicted in Figure 4. The CNN algorithm was 

fed with the 115 features of the N-Balot-IoT dataset for experimental purposes. The 9-class confusion matrix comprising 

9 IoT devices confirms that the CNN model achieved excellent identification and classification results for the IoT devices 

with an overall accuracy of 99.67 %.  

From Figure 4, it is clear that devices such as Danmini Doorbell (d1), Ecobee Thermostat (d2), Enio doorbell (d3), Philips 

baby monitor (d4), Samsung webcam (d7), wht security camera (d8), and wht security camera2 (d9) were all correctly 

identified and classified at an accuracy of 100 percent. Whereas Pt Security camera1 (d5), and Pt Security camera2 (d6) 

were all identified and classified at an accuracy of 99.0 percent.     
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Figure 3: The Training Accuracy Vs Epochs of the CNN Model 

 

  

Figure 4: Confusion Matrix for the CNN Model 

Furthermore, Table 2 provides a comprehensive summary of Precision, Recall, and F1-score results for the various IoT 

devices considered in this study. These results clearly demonstrate that the CNN model unambiguously understood the N-

Balot-IoT dataset utilized in the study and accurately identified and classified them.    

Comparatively, the proposed AIFID with an overall accuracy of 99.67 % performs at par with existing state-of-the-art 

models such as Cvitić, Peraković, Periša, and Gupta [6] where they achieved the highest IoT device classification accuracy 

of 99.79%. This analysis illustrates that the proposed model understands the N-Balot-IoT dataset, and it can effectively 

and efficiently perform IoT device classification and source identification.   
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Table 2: Results Summary of the Other Evaluation Metrics 

IoT Device ID  IoT Devices   Precision   Recall   F1-Score   

d1  Danmini Doorbell  1.00  1.00  1.00  

d2  Ecobee Thermostat  1.00  1.00  1.00  

d3  Enio doorbell  1.00  1.00  1.00  

d4  Philips baby monitor  1.00  1.00  1.00  

d5  Pt Security camera1  0.99   0.99  0.99   

d6  Pt Security camera2  0.99   0.99  0.99  

d7  Samsung webcam  1.00  1.00  1.00  

d8  wht security camera  1.00  1.00  1.00   

d9  wht security camera2  1.00  1.00  1.00    

  

5. Conclusion   

In this study, a novel Additive IoT Feature for IoT device classification and source identification (AIFID) is presented. 

This model leveraged the features of the N-Balot-IoT dataset. The dataset was fed to the CNN learning model. Usually, 

evaluation metrics are used to assess the effectiveness of a model. Thus, the study employed Accuracy, F1-Measure, and 

Precision including Recall to measure the efficiency of the proposed CNN model. The performance results of the proposed 

AIFID were presented, discussed, and compared to the state-of-the-art IoT device classification technique proposed by 

Cvitić, Peraković, Periša, and Gupta [6]. The experimental performance results of the AIFID model perform favorably 

well with existing models. This study has shown that the Additive IoT Features for IoT device classification and source 

identification are very effective. The study addresses the rarity of a model to classify and identify device sources. In the 

future, the researcher hopes to experiment and get the best features for IoT device classification and improve on the 

performance accuracies as well.  

             

References  

[1] A. Iorliam, A.T.S. Ho, A. Waller, and X. Zhao. "Using benford’s law divergence and neural networks 

for classification and source identification of biometric images." In Digital Forensics and 

Watermarking: 15th International Workshop, IWDW 2016, Beijing, China, September 17-19, 2016, 

Revised Selected Papers 15, pp. 88105. Springer International Publishing, 2017.  

[2] J. Kotak, and E. Yuval. "IoT device identification using deep learning." 13th International Conference 

on Computational Intelligence in Security for Information Systems (CISIS 2020) 12. Springer 

International Publishing, 2021.  

[3] C. Koball, P.R. Bhaskar, W. Yong, S. Tyler, and F. Connor "IoT Device Identification Using 

Unsupervised Machine Learning." Information 14.6, 2023 

[4] A. Iorliam, A. Application of power laws to biometrics, forensics, and network traffic analysis. 

University of Surrey (United Kingdom), 2016.  

[5] L. Bai, L. Yao, S. S. Kanhere, X. Wang, and Z. Yang. "Automatic device classification from network 

traffic streams of internet of things." 2018 IEEE 43rd conference on local computer networks (LCN). 

IEEE, 2018.  

[6] I. Cvitić, D. Peraković, M. Periša, and B. Gupta. "Ensemble machine learning approach for 

classification of IoT devices in smart home." International Journal of Machine Learning and 

Cybernetics 12.11 (2021): 3179-3202.  



 

A. Iorliam                                                                                                          Sakarya University Journal of Computer and Information Sciences 6 (3) 2023 

225 

[7] H. M. Zahid, Y. Saleem, F. Hayat, F. Z. Khan, R. Alroobaea, F. Almansour, M. Ahmad, and I. Ali. "A 

framework for identification and classification of iot devices for security analysis in heterogeneous 

network." Wireless Communications and Mobile Computing 2022 (2022).  

[8] A. R. Zarzoor, N.A.S. Al-Jamali, and I.R.K. Al-Saedi. "Traffic Classification of IoT Devices by 

Utilizing Spike Neural Network Learning Approach." Mathematical Modelling of Engineering 

Problems 10.2 (2023).  

[9] Y. Meidan, M. Bohadana, Y. Mathov, Y. Mirsky, A. Shabtai, D. Breitenbacher, and Y. Elovici. "N-

baiot—networkbased detection of iot botnet attacks using deep autoencoders." IEEE Pervasive 

Computing 17.3 (2018): 12-22.   

[10] A. Iorliam, A., S. Tirunagari, A.T. Ho, S. Li, A. Waller, and N. Poh."" Flow Size Difference" Can 

Make a Difference: Detecting Malicious TCP Network Flows Based on Benford's Law." arXiv preprint 

arXiv:1609.04214 (2016).  

[11] K. Sethi, E. Sai Rupesh, R. Kumar, P. Bera, and Y. Venu Madhav "A context-aware robust intrusion 

detection system: a reinforcement learning-based approach." International Journal of Information 

Security 19 (2020): 657678.  

[12] S. Albawi, T.A.M. Mohammed, and S. Al-Zawi. "Understanding of a convolutional neural network." 

2017 international conference on engineering and technology (ICET). IEEE, 2017.  

 
Conflict of Interest Notice 

The author declare that there is no conflict of interest regarding the publication of this paper. 

 

Ethical Approval and Informed Consent 

It is declared that during the preparation process of this study, scientific and ethical principles were followed, and all the 

studies benefited from are stated in the bibliography. 

 

Availability of data and material 

Not applicable  

 

Plagiarism Statement 

This article has been scanned by iThenticate ™. 

 



 

 

 

Sakarya University Journal of Computer and Information Sciences 6 (3) 2023 

                       This work is licensed under Creative Commons Attribution-NonCommercial 4.0 International License  

 
226 

 
Sakarya University Journal of Computer and Information 

Sciences 
http://saucis.sakarya.edu.tr/ 

 

Prediction of Cardiovascular Disease Based on 

Voting Ensemble Model and SHAP Analysis 
 

Erkan Akkur 1  

 
1 Turkish Medicines and Medical Devices Agency, Çankaya, Ankara, Türkiye 

 
ABSTRACT 
Globally, cardiovascular diseases (CVD) account for a large number of deaths. Early detection plays a critical 

role in reducing the mortality rate. Early detection can be achieved by utilizing machine learning algorithms on 

existing data of patients. Ensemble learning methods are one of the techniques applied to improve the 
classification performance of ML algorithms. This study suggests a prediction model based on voting ensemble 

learning for the prediction of CVD. The hyperparameters of classification algorithms are optimized by using 

grid search. The results of each model are validated by using a 10-fold cross-validation schema.  The IEEE Data 
port dataset is used for all experiments Furthermore, the SHAP technique is employed to interpret the proposed 

prediction model, including the risk factors that play a role in detecting this disease The proposed model for 

CVD prediction achieved an accuracy of 0.937 and an AUC-ROC score of 0.936. The model presented in this 

study has a high classification rate compared to previous similar studies. 
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1. Introduction 

Cardiovascular diseases (CVD) are considered conditions that negatively affect the heart and blood vessel system. Risk 

factors such as smoking, obesity, diabetes, lack of exercise, and unhealthy diet can cause these diseases. According to global 

statistics, CVD causes a large number of deaths worldwide. The high mortality rates also emphasize the importance of 

diagnostic methods [1-2].  In available clinical data, finding the difference between healthy and heart-diseased individuals 

has been a powerful approach in classification studies. The ability to classify CVD is a critical basis for the diagnosis of 

patients. In recent years, machine learning (ML) algorithms have played a significant role in research like the detection of 

CVD. The ML algorithms are one of the approaches applied to predict the status of CVD based on clinical data. These 

algorithms can make predictions by training with existing data sets. Models built with such methods with high classification 

rates can be used for diagnosis in new patient records. ML algorithms can help doctors with accurate prognostic predictions 

based on the patient's clinical data [3-5]. 

It is possible to increase the performance of ML algorithms by applying different methods. Ensemble learning (EL) 

techniques are one of the methods used to improve model performance by eliminating the disadvantages of classifiers. These 

algorithms aim to build models using multiple classifiers instead of a single classifier. When multiple classifiers are applied 

to train the input data, the actual predictions may outperform the result obtained by a single classifier [6]. The “black box” 

nature of ML algorithms also poses some challenges regarding the interpretability of the prediction models developed. An 

interpretable forecasting model is significant from a medical perspective as it enables people to understand the rationale 

http://saucis.sakarya.edu.tr/
https://orcid.org/0000-0001-5573-5096
mailto:eakkur@gmail.com
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behind the predictions and decisions made by the model. The SHapley Additive exPlanations (SHAP) method can illustrate 

the effect of attributes in the dataset on the final prediction. It can also effectively refine and explicate model predictions [7].  

This study aims to improve the performance of classifiers for the prediction of CVD using voting techniques. The voting EL 

prediction model has been built using two different approaches, hard and soft voting. The SHAP analysis method is utilized 

to interpret the prediction model presented in this study. 

 

2. Related Works 

 

ML models have been proven to be effective in predicting CVD in numerous studies. The UCI Heart Disease dataset in the 

UCI Machine Learning Repository is publicly accessible and is a widely used dataset in this research area [8]. 

Mohapatra et al [5] applied a stacked EL model on Cleveland Heart Disease for CVD prediction. Ten different classifiers 

were used as base learners. The classification performance of the suggested EL model was compared with the base learner 

classifiers. The suggested model in the study achieved an accuracy of 92%. The study indicated that ensemble learning 

algorithms improve classification performance. Sangya et al [9] presented a comparative analysis of different ML algorithms 

including Logistic Regression (LR), K-Nearest Neighbor (K-NN), Support Vector Machine (SVM), Decision Tree (DT), and 

Random Forest (RF) algorithms for predicting CVD on the Cleveland dataset. Data preprocessing steps were applied to fill 

in missing data and remove noise from the dataset. As a result of the experiments, the SVM algorithm achieved the best result 

with an accuracy of 89.34%. Shah et al. [10] compared different ML algorithms to predict CVD. NB, DT, K-NN, and RF 

algorithms were used classification process. The experiments were carried out on the Cleveland dataset. Data preprocessing 

stages were performed on the dataset before the classification process. As a result of the comparisons, the K-NN algorithm 

achieved the best classification rate with 90.78 % accuracy. Rajdhan et al. [11] employed various classification algorithms 

containing NB, RF, LR, and RF. The experiments were carried out on the Cleveland dataset. The dataset was divided into 

80% training data and the rest test data. The RF algorithm outperformed with an accuracy of 90.16%. Poorani and Hemalatha 

[12] carried out the comparison of SVM, DT, MLP, RF, and J48 algorithms to predict CVD. The NB algorithm outperformed 

with 90.33% accuracy. Ozhan and Kucukakcalı [13] utilized the XGBoost (XGB) model to estimate the risk prediction of 

CVD. A 10-fold CV was applied to measure the performance of the classifier. The suggested model was achieved with an 

accuracy of 89.4%. Das and Sinha [14] suggested a voting-based EL model to predict CVD. The experiments were 

implemented on the Statlog Heart Disease dataset. The proposed model yielded 90.74% accuracy comparing K-NN, SVM, 

NB, DT, LR, and ANN algorithms. The study showed that EL models provide higher success rates than classical classifiers. 

Akyol and Atilla [15] conducted a study comparing Gradient Boosting Machines, RF and NB algorithms for CVD detection. 

Recursive Feature Elimination with a cross-validation (CV) technique was applied to select the most discriminative features. 

The experiments were performed on the Statlog Heart Disease dataset and the SPECT dataset. In both datasets, the NB 

algorithm achieved the highest classification rate with accuracy of 86.42% and 77.78%. Jan et al. [16] proposed a voting EL 

model for CVD prediction using SVM, ANN, NB, RF, and Regression Analysis algorithms. The proposed model is tested 

on the dataset created by combining the Cleveland and Hungary datasets. The Weka Data Mining Tool is used for the analysis. 

The proposed method achieved an accuracy of 93%. Tiwari et al. [17] suggested an ensemble approach containing the stacked 

model for the prediction process. EXC, SVM, RF, and XGB algorithms were utilized as a base classifier. The results obtained 

by the suggested model compared with basic classifiers. The suggested model showed 92.34% accuracy on the Heart Disease 

Dataset (IEEE DataPort). 

Yilmaz and Yagin [18] suggested a predictive model containing SVM, LR, and RF algorithms for CVD prediction. The 

performance of models was evaluated on the Heart Disease Dataset (IEEE DataPort). The hyperparameters of the ML 

algorithms were tuned using a 10-fold repeated CV. RF algorithm yielded an accuracy rate of 92.9%. Doppala et al. [19] 

utilized the EL approach for the prediction of CVD. NB, RF, SVM, and XGB algorithms were adopted as base classifier 

algorithms. The Majority Voting technique was utilized as an EL approach using the Cleveland, IEEE Dataport, and 

Mendeley Data Center datasets, respectively. The presented EL method demonstrated accuracy rates of 88.24%, 93.39%, and 

96.75%. The suggested model achieved higher classification rates than classical classifiers. García-Ordás et al. [20] utilized 

a Conventional Neural Network (CNN) algorithm for CVD prediction. A 10-fold CV approach was utilized to avoid 

randomness. The proposed model achieved a better result with an accuracy rate of 90.09% compared to ML algorithms.  

Table 1 summarizes some recent studies on CVD prediction in the literature. Although machine learning is used for CVD 

prediction, the majority of studies have been conducted with individual classifiers. However, the number of studies using EL 

approaches is quite small. When determining the hyperparameters of classifiers, hyperparameter optimization is not 

commonly utilized. To address these limitations in the literature, a CVD prediction model based on EL is proposed in this 

study. The Grid Search technique is used for hyperparameter tuning. The SHAP analysis is also used, which allows machine 

learning algorithms to make interpretations on models by removing black box features. 
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Table 1: Some recent studies on CVD prediction in the literature 

Author Dataset Techniques used Claimed 

outcome 

Accuracy 

 

Limitations/Gaps 

Sangya et al. [9] Cleveland LR, SVM, K-NN, 

RF, NB, DT 

SVM 89.34 % Small dataset is used. 

Hyperparameter 

tuning is not used. 

Shah et al. [10] Cleveland NB, DT, K-NN, RF K-NN 90.78 % Small dataset is used 

Hyperparameter 

tuning is not used. 

Rajdhan et al. [11] Cleveland DT, RF, LR, NB  RF 90.16 % Small dataset is used 

Data pre-processing is 

not specified. 

 

Poorani and Hemalatha 

[12] 

 

Cleveland 

 

DT, RF, NB, MLP, 

SVM 

 

NB 

 

90.33 % 

Small dataset is used. 

Data pre-processing is 

not specified. 

Hyperparameter 

tuning is not used. 

Ozhan and 

Kucukakcalı [13] 

 

Cleveland 

 

- 

 

XGB 

 

89.4 % 

Small dataset is used. 

Data pre-processing is 

not specified. A single 

ML algorithm is used. 

 

Das and Sinha [14] Statlog 

K-NN, SVM, NB, 

DT, LR, ANN, 

Voting EL 

 

Voting EL 

 

90.74 % 
Small dataset is used. 

Hyperparameter 

tuning is not utilized. 
Akyol and Atilla [15] Statlog GBM, NB, RF NB 86.42 % Small dataset is used 

Hyperparameter 

tuning is not utilized. 
Jan et al. [16] Cleveland+ 

Hungarian 

SVM, ANN, NB, RF Voting EL 93.00 % Hyperparameter 

tuning is not utilized. 

Tiwari et al. [17] IEEE 

Dataport 

EXC, SVM, RF, 

XGB Stacked EL 

Stacked 

EL 

92.34 % Hyperparameter 

tuning is not utilized. 

Yilmaz and Yagin 

[18] 

IEEE 

Dataport 
SVM, LR, and RF RF 92.9 % Data pre-processing is 

not specified. 
 

Doppala et al. [19] 

Cleveland NB, RF, 

SVM, XGB 
Majority 

Voting 

88.24 % Hyperparameter 

tuning is not utilized. IEEE 

Dataport 
93.39 % 

2. Material and Method 

2.1. Dataset Description  

The IEEE Data Port is used to obtain the CVD dataset. The dataset was built by merging five previously individually available 

CVD datasets identified as Hungarian, Cleveland, Long Beach VA, Switzerland & Statlog. The dataset contains 1190 

instances of 12 features, including 11 attribute values and one target variable [21]. The target variable of the dataset is 

composed of 561 samples without CVD (0) and 629 samples with CVD (1). Table 2 shows the attributes and their descriptions 

in the dataset.           

2.2 Data Preprocessing 

Data preprocessing is one of the essential steps before building predictive models. This process includes the steps that ensure 

that datasets are suitable for prediction models. Well-processed and organized data can significantly determine the 

effectiveness of the models designed [22]. There is no missing data in the data set. Data visualization provides an easier 

understanding of datasets. Figure 1 and Figure 2 indicate a visual representation of the categorical and numeric variables in 

the dataset. 
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Table 2: The attributes of the CVD dataset 

No Attributes Description Unit Types of Attributes 

1 age in years 28-77 numerical 

2 sex gender (0=female, 1=male) 0-1 categorical 

3 chest pain type 

typical angina (1),  

atypical angina (2),  

non-anginal pain (3),  

asymptomatic pain (4) 

 

 

1-4 

 

 

categorical 

4 resting bp s resting blood pressure in mmHg 0-200 numerical 

5 cholesterol serum cholesterol in mg/dl 0-603 numerical 

6 fasting blood sugar 
(fasting blood sugar > 120 

mg/dl) (1 = true; 0 = false) 

 

0-1 

 

categorical  

7 resting ECG  

normal (0),  

ST-T wave abnormality (1),  

LV Hypertrophy (2) 

 

0-2 

 

categorical 

8 max. heart rate  max. heart rate achieved 60-202 numerical 

9 
exercise-induced 

angina 

yes (1), no (0) 0-1 categorical 

10 oldpeak ST depression -2.6-6.2 numerical 

11 ST slope  

the slope of the peak exercise ST 

segment  

upsloping (1), 

flat (2),  

downsloping (3)) 

 

 

1-3 

 

 

categorical 

12 target 
heart disease (1), 

no heart disease (0) 
0-1 categorical 

 

 

Figure 1: Numerical features 
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Figure 2: Categorical features 

 When the figures are analyzed, the following conclusions can be drawn about the dataset. 

• There are five numerical and six categorical variables.  

• Numerical variables in the dataset have a normal distribution.   

• People with heart disease in the dataset are most frequently male. 

• The most common type of chest pain is asymptomatic pain. 

• Fasting blood levels are mostly below 120 mg/dl. 

• ECG values are in the normal range 

• Most people do not have angina. 

• Most people have a flat ST slope. 

 

In the next stage, a data transformation process is applied. The aim of this is to preserve the quality of the data and improve 

the data structure. The attributes are rescaled utilizing the Min-max technique between [0-1]. This technique leverages 

Equation 1 for rescaling. In equation 1, xscaled depicts the rescaled value, x denotes the attribute value, and xmax and xmin depict 

the maximum and minimum attribute values [23]. 

 

xscaled =
x − xmin

xmax − xmin

(1) 

 

 

The correlation heatmap graphically expresses the strength of relationships between numerical variables in data sets. It assists 

in analyzing which variables are correlated and the power of that relationship [24]. Figure 3 illustrates the correlation 

heatmap. Figure 4 shows the correlations observed between the target variable and the independent variables in the dataset.  

Accordingly, ST slope, exercise angina, chest pain type, and gender variables have a positive correlation. However, max. 

heart rate and cholesterol are negatively correlated with the target variable. 
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Figure 3:  The correlation heatmap of all attributes in the dataset.  

 

.  
Figure 4: Correlation with target attribute 
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2.3 Ensemble Learning Approach 

An EL technique usually acquires training data and trains models. After the training process, this technique provides testing 

data to the models and then each model predicts a class label for each sample in the test data. Then, each sample is put through 

a voting process for prediction. The voting ensemble model aims to predict an outcome based on the maximum probability 

of the output label that is trained on an ensemble of multiple classifiers and selected as output. The basic approach in this 

technique is to combine the predictions of each classifier passed to the Voting Classifier and predict the resulting label 

depending on the highest voting majority. Instead of building separate custom models and trying to find the accuracy for each 

of them, this approach is to build a single model that is trained with these models and estimates the output based on the 

combined majority vote for each output label. This approach provides flexibility in the combination strategy and helps to 

achieve the maximum possible classification accuracy. In general, two forms of voting techniques exist: Hard Voting (HV) 

and Soft Voting (SV). In the HV technique, each model is voted for each test case and the one that receives more than half 

of the votes is the final output prediction. It can be concluded that the ensemble approach does not provide a stable prediction 

for this problem if none of the predictions gets more than half of the votes. Instead of building discrete models and calculating 

accuracy for each one, a single model is built that trains on a group of multiple models and predicts the output for each output 

label based on the total majority of votes. In the SV technique, each classifier assigns a probability value that a given data 

point falls into a particular class. The predictions are then weighted by the importance of the classifier and summed. The 

target with the highest weighted probability sums the label wins the vote [25, 26]. In this study, soft and hard voting ensemble 

models are implemented on a set of algorithms including Random Forest (RF), Decision Tree (DT), K-Nearest Neighbor (K-

NN), Support Vector Machines (SVM), AdaBoost (ADAB) and XGBoost (XGB) for CVD prediction.  Figure 5 demonstrates 

the concept of a Voting Classifier, one of the EL methods that unifies multiple ML algorithms.  

 
 

Figure 5: The workflow of the Voting Classifier 

 

 

2.4 Data partition 

The input dataset is partitioned into training sets and test sets utilizing a ten-fold cross-validation (CV) technique. The CV 

technique minimizes the chances of over-fitting and under-fitting models. The ten-fold CV technique randomly divides the 

dataset into ten equal subsets. Nine subsets are used for the training set and the rest for the test set. This process is iterated 

until each subset represents the test set. The final accuracy of each ML algorithm is decided by the mean of the accuracies 

derived through iterations in the model [27]. 

 

2.5 The hyperparameters of ML algorithms 

 

The hyperparameters are parameters for ML algorithms whose values are set before training the model. Hyperparameter 

tuning denotes the tuning of the parameters of the model, which is a long process. This process improves the performance of 

ML algorithms. In this study, the Grid Search (GS) technique was used for hyperparameter tuning of the classifiers. It 

subdivides the space of hyperparameters into a separate grid. The performance of the model is then appraised for each 

combination of hyperparameters through k-fold CV. A 10-fold CV technique is used for the evaluation process. The grid 

point that maximizes the mean value in CV is the optimal combination of values for the hyperparameters [28]. Table 2 

summarizes the hyperparameters of each ML algorithm.  
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Table 2: Hyperparameter tunning summary 

Algorithm Hyperparameters Search Range The best hyperparameter 

RF 

N_estimators [10-500] 200 

Min_samples_split [2-10] 3 

Max_depth [2-10] 2 

Min_samples_leaf [1-10] 2 

XGB 

N_estimators [10-300] 150 

Min_samples_split [2-10] 3 

Max_depth [2-10] 2 

Min_samples_leaf [1-10] 2 

ADAB 

N_estimators [10-200] [100] 

Learning_rate [0.001-0.5] [0.1] 

K-NN N_neighbors [1-31] 5 

DT 

Max_feature [auto, sqrt, log2] log2 

Ccp_alpha [0.001- 0.1] 0.01 

Max_depth [2-10] 2 

Criterion entropy, Gini Gini 

SVM 

C [1-1000] 100 

Gamma [0.001-1] 0.1 

Kernel [rbf, linear] rbf 

 

2.6 Model interpretation and feature importance 

It is a challenging issue to comment on these models as ML algorithms are often considered a black box. SHapley Additive 

Explanations (SHAP) takes these algorithms out of the black box and allows comments to be made on the model. With this 

technique, it is possible to interpret attribute importance scores obtained after a training process and make interpretable 

predictions for a test instance. It provides an annotated representation of the feature value of each variable that is influential 

in determining the output of a ML model. It also offers the possibility of determining whether the contribution of each input 

characteristic is positive or negative. In this study, the Tree SHAP algorithm was used to calculate the SHAP values. For a 

model with prediction function f(x) and m attributes, SHAP values are obtained by Equation 2. 

 

Ø𝑖 = ∑
|𝑝|! (𝑚 − |𝑝| − 1)!

𝑚!
𝑝⊆𝑁\{𝑖}

[𝑓𝑥(𝑝U{i}) − 𝑓𝑥(𝑝)] (2) 

 

The formula expressed in Equation 1 is the sum of all possible subsets (p) of all attribute values except the ith attribute value. 

|p|! is the number of permutations of attributes that precede the ith attribute value. (m-|p|-1)! is the number of permutations of 

attributes that follow the ith attribute value. The difference operation in the equation expresses the marginal contribution of 

adding the ith attribute value to p [29]. 

 

3. Results and Discussion 

The results and analysis of the suggested framework for the prediction of CVD have been presented in this section. The 

suggested framework is performed on a 64-bit machine with an 8th Generation Intel i7 CPU (16 GB DDR3 - 1 TB Hard drive 

256 GB SSD). The experiments have been performed utilizing Jupyter Notebook 3.8.16 in Python containing packages such 

as Numpy, Pandas, Matplotlib, Seaborn, and Scikit-Learn. The Pandas 1.5.3 package was used for reading and analyzing the 

dataset, and The Numpy 1.23.5 package was chosen to realize mathematical functions with multidimensional arrays and 

matrices. The Matlplotlib 3.6.3 package was used to gain insight into how attributes are distributed in the dataset. The Seaborn 

0.12.2 package was used to provide appealing and instructive data visualization graphics, especially the distribution and 

heatmap functions. The Scikit-Learn 1.2.2 package was utilized for splitting the dataset, model selection, and calculating 

statistical measures to evaluate the performance of the models. A confusion matrix is employed to measure the performance 

of the classifiers created within the scope of the study. Using this matrix, the performance metrics such as accuracy, precision, 
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sensitivity, and F1-score can be calculated. The necessary mathematical expressions for these metrics are presented in 

Equations 3-6.  

 

Accuracy =
TP + TN

TP + FP + TN + FP
(3) 

 

Precision =
TP

TP + FP
(4) 

 

Recall =
TP

TP + FN
(5) 

 

F1 − Score =
2 x Precision x Recall

Precision + Recall
(6) 

Table 3 and Figure 6 summarize the results of the performance comparison of ML algorithms concerning the four performance 

metrics. When the classification rates of the individual classifiers are compared, the XGB and RF algorithms achieved higher 

classification rates with accuracies of 0.9185 and 0.9084. To improve classification performance, soft and hard voting 

ensemble learning models are generated by combining individual classifiers. The hard voting ensemble classifier (HVE) and 

soft voting ensemble classifier (SVE) outperform the baseline classifiers with accuracy of 0.9278 and 0.937, precision of 

0.9387 and 0.9459, recall of 0.9253 and 0.9355 and F1-score of 0.9319 and 0.9407. Analyzing the performance of the two 

proposed voting ensemble models, it is seen that SVE performed better with an accuracy of 0.9370. 

Table 3: Comparison of suggested voting-based models with the baseline classifier 

Classifiers  Accuracy 

 

Precision Recall F1-Score 

K-NN 0.8431 0.8553 0.8472 0.8513 

SVM 0.8580 0.8696 0.8628 0.8662 

ADB 0.8706 0.8808 0.8752 0.8780 

DT 0.8815 0.8919 0.8849 0.8884 

RF 0.9084 0.9173 0.9101 0.9137 

XGB 0.9185 0.9269 0.9196 0.9232 

HVE 0.9278 0.9387 0.9253 0.9319 

SVE 0.9370 0.9459 0.9355 0.9407 

 
Figure 6: The comparison of classification rates in terms of performance metrics 
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The confusion matrix summarizes the prediction results of the proposed SVE and HVE models and is given in Figure 7 and 

Figure 8 respectively. Besides these metrics, the AUC-ROC curve can also be leveraged to evaluate the performance of 

classifiers.  Figure 9 presents the AUC-ROC scores of the suggested voting ensemble techniques comparatively. Comparing 

the results of voting EL techniques, SVE has a higher performance rate than HVE with an AUC value of 0.936. 

 

 
Figure 7: The confusion matrix of the suggested soft-voting ensemble model 

 

Figure 8: The confusion matrix of the suggested hard-voting ensemble model 

 
Figure 9: AUC-ROC curve for suggested voting ensemble models 
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With the help of Shap analysis, it is possible to learn the importance of attributes in CVD prediction and the contribution of 

each attribute to the accuracy of the model. Since the Tree SHAP algorithm is used, SHAP values are calculated for the XGB 

algorithm, which achieves the highest accuracy among tree-based algorithms. XGB is an innovative algorithm based on a 

decision tree and uses the method of gradient boosting in its computations.  Figure 10 shows the variables evaluated by their 

mean absolute SHAP values. Figure 11 shows the variables in order of importance. SHAP values that hurt the predictions 

have a negative sign, whilst those that have a positive impact have a positive sign. The ST slope is the most significant risk 

factor for this disease when both graphs are examined. This means that the presence of the ST slope variable in a patient 

increases the patient's risk of suffering from heart disease. Moreover, the attributes with the least contribution to the CVD 

prediction model are "resting ecg" and "resting bp s". 

 

Figure 10: The attribute importance ranking according to the mean |SHAP| value  

 
Figure 11: The attribute importance with the stability and interpretation  

Table 4 provides a comparative analysis with previous similar studies for CVD prediction. As a result of the comparison with 

similar studies, it can be said that the SVE has a good classification rate. 
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Table 4: Comparison of the suggested model with some existing studies using the CVD dataset 

References Year Dataset Methods Accuracy Precision Recall F1-Score 

Shah et al. [10] 2020 Cleveland K-NN 0.9078 - - - 

Rajdhan et al. [11] 2020 Cleveland RF 0.9016 0.937 0.882   

Poorani and Hemalatha [12] 2021 Cleveland NB 0.9033 - - - 

Ozhan and Kucukakcalı 

[13] 
2022 Cleveland XGB 0.894 - 0.894 0.884 

Das and Sinha [14] 2023 Statlog Voting EL 0.9074 - - 0.9230 

Akyol and Atilla [15] 2019 Statlog NB 0.8642 - 0.7188 - 

Tiwari et al. [17] 2022 
IEEE Data 

port 
Stacked EL 0.9234 0.92 0.9349 0.9274 

Yilmaz & Yagin [18] 2022 
IEEE Data 

port 
RF 0.929 - 0.928 0.928 

Doppala et al.  [19] 2022 

Cleveland 
Majority 

Voting 

0.8824 0.85 0.90 0.88 

IEEE Data 

port 
0.9339 0.99 0.88 0.90 

Our suggested model  IEEE Data 

port 
Soft Voting 0.9370 0.9459 0.9355 0.9407 

 

4. Conclusion 

In conclusion, this study presents a prediction model based on the voting ensemble technique for the detection of 

cardiovascular disease. Two different models, hard and soft voting, have been developed as voting ensemble models. Six 

different classifiers are selected as baseline classifiers. In the proposed method, GSCV is utilized to obtain the best 

hyperparameters of the classifiers. Moreover, the presented EL approaches have better classification rates when compared to 

the baseline classifiers. Among the voting techniques, the proposed SVE model achieved the highest classification rate with 

0.9370 in accuracy, 0.9459 in precision, 0.9355 in sensitivity, 0.9407 in F1-score, and 0.936 AUC-ROC values. In addition, 

the SHAP technique is used to extract the black box structure of classifiers and to investigate the effects of variables in the 

dataset on the model. According to the results of the analysis, the ST slope variable is found to be the most important risk 

factor for this disease. Although voting EL is not the optimal solution for all problems, it provides a higher classification rate 

than individual classifiers. In the future, we intend to evaluate and test the proposed model on different datasets. Machine 

learning algorithms face major challenges owing to the limited amount of data. If hospitals and other data-generating 

organizations collaborate to obtain a larger amount of high-quality medical data, more study and research can be done. 
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ABSTRACT 
Network Function Virtualization could be a quickly advancing innovation that guarantees to revolutionize 

the way networks are planned, sent, and overseen. However, as with any modern innovation, there are 
potential security risk that must be tended to guarantee the security of the network. Misuses attacks are one 

such risk that can compromise the security and integrity of NFV frameworks. 

In recently years , data mining has risen as a promising approach for recognizing misuses attacks in NFV 
systems. The novelty of this systematic mapping study is ponders points to supply an overview of the existing 

research on misuses attack detection based on data mining in NFV. Particularly, the study will recognize and 

analyze the research conducted in this region, counting the sorts of data mining methods utilized, the types 
of misuses attacks identified, and the assessment strategies utilized. 

The results of this study will give experiences into the current state of investigate on misuses attack detection 

based on data mining in NFV, as well as recognize gaps and openings for future research in this range. Also, 
the study will serve as an important asset for analysts and professionals looking for to create successful and 

effective methods for recognizing misuses attacks in NFV frameworks 
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1. Introduction 

Network Function Virtualization (NFV) is a technology that enables the deployment of network functions as software-based 

services that can run on standard servers and cloud infrastructure. NFV promises to reduce costs, improve network flexibility, 

and accelerate service delivery. However, the use of NFV also introduces new security challenges that need to be addressed 

[1]. 

One of the primary security concerns in NFV systems is the threat of misuses attacks. Misuses attacks occur when an attacker 

misuses a legitimate access point or privilege to gain unauthorized access to the network or its resources [2]. These attacks 

can result in data breaches, service disruptions, and other serious security incidents. To address the threat of misuses attacks 

in NFV systems, researchers have explored the use of data mining techniques for detecting such attacks. Data mining is a 

process of discovering patterns and knowledge from large datasets using statistical and computational techniques [3]. 

The use of data mining for detecting misuses attacks in NFV systems has several advantages. It allows for the detection of 

previously unknown attacks, can identify complex attack patterns, and can be used to analyze large amounts of network data 

in real-time [4].  

This systematic mapping study aims to provide an overview of the existing research on misuses attack detection based on 

data mining in NFV [5]. The study will identify the types of data mining techniques used, the types of misuses attacks 

detected, and the evaluation methods employed in previous research [6]. The results of this study will help researchers and 

practitioners to develop more effective and efficient techniques for detecting misuses attacks in NFV systems, thereby 

enhancing the security and resilience of these systems. 
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2. Literature Review 

Misuses attacks are one of the most significant security threats in NFV systems. As NFV systems are designed to be flexible 

and scalable, they are vulnerable to a wide range of misuses attacks that can compromise their security and integrity. 

Therefore, researchers have been exploring various techniques to detect misuses attacks in NFV systems. 

Shilan S. Hameed et al 2021 designed a systematic review that explores the role of machine learning approaches in addressing 

the security requirements of IoT devices and systems. The authors created a list of research questions, the authors searched 

for relevant papers from different databases including IEEE, Web of Science, Springer Link, Scopus, and Science Direct. 

The most specific and relevant papers were extracted to answer the research questions. Later on, the selected papers were 

comprehensively screened and analyzed. Finally, the results were presented using different methods [7]. 

In another study, Zhang et al. (2020) proposed a misuses attack detection system for NFV based on ensemble learning 

techniques. The proposed system combined multiple classifiers to improve the accuracy of misuses attack detection in 

NFV[8]. 

Additionally, Mohamed Amine Ferrag, Lei Shu, Hamouda Djallel, and Kim-Kwang Raymond Choo discuss the importance 

of implementing effective intrusion detection systems in the agriculture industry to prevent Distributed Denial of Service 

(DDoS) attacks[9]. 

In [10] Nadra Guizani and Arif Ghafoor from Purdue University (2020) discussed a network function virtualization system 

for detecting malware in large IoT based networks and addressed the challenges posed by the exponential growth of IoT 

devices and the need for effective software-based security systems. 

Abdullah Emir Çil et al in 2021 proposed the use of a deep neural network (DNN) model to detect and classify DDoS attacks 

based on captured network traffic. The experiments conducted on a dataset of DDoS attacks showed a 99.99% success rate 

in detecting attacks and a 94.57% accuracy rate in classifying attack types. The study concludes that deep learning models, 

such as DNN, can be effectively used to combat DDoS attacks. Previous studies have also utilized deep learning models, 

such as Deep Belief Network (DBN), Stacked Autoencoders (SAE), Long Short-Term Memory (LSTM), and Deep 

Convolutional Neural Network (DCNN), for DDoS intrusion detection with high accuracy [30]. 

Overall, the literature suggests that data mining techniques have considerable potential for misuses attack detection in NFV 

systems. In [11] Sulaiman, N. S. et al.  (2021)  provide a comprehensive overview of various techniques used in detecting 

and preventing unauthorized access to computer systems. However, there is a need for further research to develop more 

effective and efficient techniques that can be applied to real-world NFV systems. The results of this systematic mapping 

study will help to identify gaps and opportunities for future research in this area. 

3. Research Questions  

The following are research questions that could guide a systematic mapping study for misuses attack detection based on data 

mining in NFV: 

Q1\\ What are the databases that used in this study? And what are the models that are used to build different perspectives?   

Q2\\ What Classification schemes have been used to assess the effectiveness of misuses attack detection based on data 

mining in NFV systems? 

Q3\\ What types of misuses attacks have been detected using data mining techniques in NFV systems? 

Q4\\ What are the types of data mining techniques that have been used for misuses attack detection in NFV systems? 

3.1 Search Statement  

The following is a search statement for a systematic mapping study on misuse attack detection based on data mining in 

Network Function Virtualization (NFV): 

(((("misuse attack" OR "misuse detection") AND ("data mining" OR "machine learning" OR "deep learning" OR "artificial 

intelligence")) AND ("network function virtualization" OR "NFV")) AND ("systematic mapping" OR "systematic review" 

OR "systematic literature review" OR "mapping study")) 

This search statement includes keywords related to misuse attack detection, data mining, machine learning, artificial 

intelligence, and NFV. The search statement also includes terms related to systematic mapping studies, which will help 

identify relevant research in this area. 

https://www.researchgate.net/profile/Abdullah-Cil-4?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
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3.2 Search in databases  

There are many different databases and platforms used by publishers to manage their content and information. However, 

some of the most widely used publisher databases include: 

1. Scopus: A bibliographic database of scientific literature, including journals, books, and conference proceedings, 

published by Elsevier [12] 

2. ACM digital library: A digital library that provides access to thousands of academic journals, books, and primary 

sources in the humanities, social sciences, and sciences [13]. 

3. ProQuest: A provider of digital information and research tools, including databases of academic journals, 

newspapers, and dissertations [14]. 

4. IEEE Xplore: A digital library of scientific and technical content published by the Institute of Electrical and 

Electronics Engineers (IEEE) [15].  

5. Springer: is an international publisher that offers a wide range of opportunities for authors, customers, and partners. 

Springer is a leading scientific publisher that publishes in various fields [16].  

We collected the papers in this study depending on the databases above (Appendix A). 

4. Screening of Papers  

In a systematic mapping review, the screening process typically involves several stages to identify relevant papers that will 

be included in the review [17]. The following are the general steps involved in the screening process. The figure below 

explains these steps: 

 

 

Figure 1. Systematic review process 

4.1 Use various models to build different perspectives 

We can explain any schema or description of any topic by constructing schemas. Define an overall vision for the article on 

each topic and approach it with some options. In this article, we show how to use these scenarios as we explain below. 

A. Distribution of studies according to years 

This graph shows the distribution of the number of studies per year and the percentage of publications per year, it focuses on 

which papers have full pages or short pages. 
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Figure 2. The distribution of studies in each year 

B. Distribution of studies according to Publication type 

The chart offers researchers a different perspective. Distribute papers by year, number of short or full-page papers, and paper 

type for conferences and journals.  

 

Figure 3. The Distribution of studies according to publication type 

C. Distribution of studies according to Country  

This chart shows the distribution of the number of studies per country.  
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Figure 4. Distribution of studies according to country 

5. Classification schemes  

Systematic reviews are an important tool for synthesizing and summarizing the available evidence on a particular topic[18]. 

When it comes to classification schemes for systematic reviews of misuses attack detection based on data mining in NFV, 

there are a few different approaches that could be taken. Here are a few possibilities: 

A. Type of attack:  

One approach to classification could be to focus on the different types of attacks that are being detected using data mining 

techniques in NFV. This could include things like DDoS attacks, malware infections, phishing attempts, and so on. 
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Misuse attacks are a type of attack that involves exploiting vulnerabilities or weaknesses in a system by using legitimate 

functionality in an unauthorized or unintended way[19]. Misuse attacks can take many different forms, and the specific types 

of attacks that are relevant for misuses attack detection based on data mining in NFV may vary depending on the specific 

security domains and architectures being considered. 

However, here are some common types of misuse attacks that could be relevant for misuses attack detection based on data 

mining in NFV: 

1. Denial-of-Service (DoS) attacks: These attacks involve overwhelming a system or network with traffic or requests 

to make it unavailable to users. DoS attacks can be launched from multiple sources and can be difficult to detect and 

mitigate[20]. 

2. Injection attacks: These attacks involve injecting malicious code or data into a system or network, such as SQL 

injection or cross-site scripting (XSS) attacks. Injection attacks can bypass security measures and enable attackers 

to steal data or take control of systems[21]. 

3. Malware attacks: These attacks involve infecting systems or networks with malware, such as viruses, worms, or 

trojans. Malware can be used to steal data, disrupt operations, or launch further attacks[22]. 

4. Brute-force attacks: These attacks involve guessing passwords or other authentication credentials through trial and 

error. Brute-force attacks can be time-consuming but can be successful if passwords are weak or easily 

guessable[23]. 

5. Evasion attacks: These attacks involve attempting to bypass or evade security measures, such as by exploiting 

weaknesses in firewalls or intrusion detection systems. Evasion attacks can be difficult to detect and mitigate because 

they are designed to avoid detection[24]. 

The other attacks are:  

- Unauthorized access. Unauthorized access refers to attackers accessing a network without receiving permission. 

- Man in the middle attacks. 

- Code and SQL injection attacks. 

- Privilege escalation. 

- Insider threats. 

These are just a few examples of the types of misuse attacks that could be relevant for misuses attack detection based on data 

mining in NFV. The specific types of attacks will depend on the context and the security domains being considered. 

B. Data mining techniques:  

Another approach could be to classify the different data mining techniques that are being used to detect misuses attacks in 

NFV. For example, one review might focus on studies that use decision trees, while another might focus on those that use 

neural networks or support vector machines. 

There are several data mining techniques that can be used for misuses attack detection based on data mining in NFV. Here 

are some examples: 

1. Decision Trees: Decision trees are a popular data mining technique for classification tasks. In the context of misuse 

attack detection in NFV, decision trees can be used to classify network traffic as either normal or malicious based on 

various features or attributes, such as packet size, protocol, or source IP address[25]. 

2. Neural Networks: Neural networks are another popular data mining technique that can be used for classification and 

prediction tasks. In the context of misuse attack detection in NFV, neural networks can be trained on historical network 

traffic data to identify patterns and anomalies that are indicative of malicious activity[26]. 

3. Support Vector Machines (SVMs): SVMs are a type of machine learning algorithm that can be used for classification 

and regression tasks. In the context of misuse attack detection in NFV, SVMs can be used to classify network traffic 

as either normal or malicious based on a set of features or attributes[27]. 

4. Clustering: Clustering is a data mining technique that involves grouping similar data points together based on their 

characteristics. In the context of misuse attack detection in NFV, clustering can be used to identify groups of network 

traffic that exhibit similar patterns or behaviors, which can then be analyzed further for potential malicious activity[28]. 

5. Association Rule Mining: Association rule mining is a data mining technique that involves identifying relationships 

or associations between different variables or attributes in a dataset. In the context of misuse attack detection in NFV, 
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association rule mining can be used to identify patterns or relationships between different network traffic features or 

attributes that are indicative of malicious activity[29]. 

Table 1. The intersection between types of misuse attack with data mining techniques. 

Types of  misuse 

attack 

Denial of Services (DoS) 

attacks 

Injection 

attacks 

Malware 

attacks 

Brute-force 

attacks 

Evasion 

attacks 
Others 

Decision Tree 

1,2,3,5,6,7,15,17,19,20,

21,12,23,2,26,33,35,47,

50,51,52,53,56,57,59,60

,62,63,65,69,70,71,73,7

5,78,81,85,87,88,89,90,

94,99,100,101,102,103,

107,111,112,113,114,11

5, 116 

17,25,26,52

,57,70,71,8

5,99 

17,19,21,23,

30,31,47,50,

52,60,62,63,

65,69,75,85,

89,90,99,10

5,114 

1 3,75 
10,6,29,123

,148 

Neural Networks 

1,6,8,14,15,19,20,21,13,

14,17,23,25,26,33,34,35

,36,41,42,46,47,49,50,5

1,52,53,55,56,57,58,59,

60,62,63,65,67,69,71,73

,74,75,76,78,79,81,83,8

5,87,88,89,90,92,94,96,

99,100,101,102,103,107

,110,111,112,113,114,1

15,116 

14,25,26,32

,42,46,48,4

9,52,57,71,

85,99 

8,13,14,19,1

7,21,23,30,3

1,35,41,42,4

3,46,47,50,5

2,56,60,62,6

3,65,69,75,7

9,83,85,89,9

0,92,96,99,1

05,110,114 

1,56 75,83 
,29,10,61,8

2,116 

Support Vector 

Machine (SVM) 

1,2,6,14,15,17,20,21,12,

23,26,29,33,34,35,45,46

,47,49,50,51,52,53,54,5

5,56,57,58,59,62,62,63,

67,70,71,73,74,77,78,79

,85,87,88,89,90,91,92,9

4,99,101,102,103,104,1

07,111,112,114,115,116 

14,26,32,46

,48,49,52,5

7,70,71,77,

85,99 

12,14,18,21,

23,29,30,35,

46,47,50,52,

56,60,62,63,

77,79,85,89,

90,92,99,11

4 

1,56  ,10,6 

Clustering 

1,6,8,7,19,20,21,11,13,2

3,29,33,35,37,41,50,51,

52,55,58,59,60,62,63,65

,70,71,73,76,77,78,85,8

8,89,90,91,99,100,101,1

04,110,114,115,116 

37,32,52,70

,71,77,85,9

9 

12,19,13,21,

23,29,30,31,

35,37,50,52,

60,62,63,65,

77,79,85,89,

90,99,110,1

14 

1  
6,5,10,12,2

9,116 

Association Rule 

Mining 

20,33,59,63,71,79,90, 

104 
71 30,63,79   10,12 

 

Table 1 above represents the intersection between Data mining techniques and types of misuse attacks and Figure 5 below 

represents facet 1 (Types of misuse attacks with data mining techniques). 
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Figure 5. Types of misuse attack with data mining techniques 

6. Conclusion and Comments  

In conclusion, this systematic mapping study focused on the detection of misuses attacks in Network Function Virtualization 

(NFV) using data mining techniques. Through a comprehensive analysis of the existing literature, we identified and 

synthesized relevant studies, highlighting the various approaches, methodologies, and tools employed in this domain. The 

findings reveal that data mining plays a crucial role in the detection of misuses attacks in NFV, enabling the identification of 

anomalous patterns and the timely mitigation of potential threats. In this study, we apply different approaches like Type of 

attack and Data mining techniques as a classification schema and we note that most studies were used the Denial of Services 

(DoS) attacks with Decision Tree, Neural Networks, Support Vector Machine (SVM) and Clustering  and at a lower frequency 

between Malware attacks and Decision Tree, Neural Networks, Support Vector Machine (SVM) and Clustering While attacks 

of Injection attacksو Brute-force attacks and Evasion attacks with data mining techniques this types have been studied very 

little compared to other types. The study also emphasizes the need for further research to address existing gaps, such as the 

development of more robust and efficient algorithms, the consideration of real-time detection, and the exploration of novel 

data sources. Ultimately, this systematic mapping study provides a valuable foundation for future researchers, practitioners, 

and stakeholders, serving as a reference point for advancing the field of misuses attack detection in NFV through data mining 

methodologies. 
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 ABSTRACT 
Orthogonal Time Frequency Space (OTFS) is a promising approach which is widely employed in sixth 

generation (6G) wireless network systems. Because of its superior performance in high-mobility 
environments, OTFS modulation has received a lot of attention lately. Due to OTFS modulation works in the 

delay-Doppler (DD) domain rather than the conventional time-frequency (TF) domain, it works effectively in 

such circumstances. The idea of non-orthogonal multiple access (NOMA) is integrated into OTFS as an 
important approach to improve the spectral efficiency (SE) to investigate the efficiency potential and 

performance. In this research, we study OTFS modulated NOMA system for two destination users in the high 

mobility environment. The message passing detection algorithm is utilized to examine bit error rate (BER) 
performance for both near and far users in the proposed OTFS modulated NOMA system. The BER 

simulation results demonstrate that the power allocation (PA) coefficient, delays, and Doppler effects 

significantly impact the performance of the system. It is observed that the performance of the far user did not 

drop below a particular BER level. The BER value for the 𝑈1 user is 0.1, while the BER value for the 𝑈2 user 

is nearly 0.25 at 10 dB SNR, resulting in a 2.5 times better BER performance in the 4-QAM scenario. The 

BER value is about 0.27 for the 𝑈1 user, while the BER value for the 𝑈2 user is approximately 0.33 at 10 dB 

SNR in the 16-QAM approach. It is concluded that the Doppler effect causes BER performance degradation 

for both users. 
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1. Introduction 

Non-orthogonal multiple access (NOMA) is accepted as an important multiplexing approach for new generation wireless 

networks. The concept of NOMA is to improve the spectral efficiency (SE) of fifth generation (5G) and beyond 

communication networks. NOMA provides different power levels to multiple users at the same time in the same frequency 

band. Successive interference cancellation (SIC) is carried out in NOMA to decode incoming message information at the 

receiver side. As opposed to conventional orthogonal multiple access (OMA) methods, NOMA is a methodology that can 

offer higher SE performance, lower latency and maintain user fairness. Scenarios with quality of service requirements or 

varying channel conditions are grouped together for users with low-speed mobility in studies [1]–[3]. Numerous 

communication networks, including millimeter wave networks, multi-input multiple-output networks, and visible light 

communication systems are utilized with NOMA techniques. 

Wireless communication is the area of the communication industry that is growing most rapidly. The demand for research 

beyond 5G and sixth generation (6G) is growing daily as scientists and researchers realize that new wireless 

communication techniques have to be developed for the growth of future infrastructure. Reliable communication is 

anticipated to be enabled in both time-invariant and time-variant wireless channels. It is difficult to meet the ever-

increasing needs of 6G. Traditional orthogonal frequency-division multiplexing (OFDM) modulation, which has been 

widely utilized in 5G cellular networks, is susceptible to the high Doppler effect. The 5G methodologies and specifications 

are insufficient to fulfill the demands of future applications. The objective of sixth generation mobile technology is to 

improve communication in scenarios with high-speed mobility, such as vehicle-to-everything, Internet of Things, 

unmanned aerial vehicles, and high-speed rail. Orthogonal frequency division multiplexing (OFDM) is a very popular 
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solution for 4G and 5G wireless networks. OFDM is developed specifically to avoid inter-symbol interference due to the 

channel's time dispersion. Nonetheless, because of the Doppler effect, subcarriers are no longer orthogonal and intercarrier 

interference occurs in OFDM. Therefore, this causes severe performance degradations and OFDM is no longer robust in 

high-speed mobility environments [4]. To enhance the system performance and the SE of OFDM, numerous alternative 

multicarrier waveforms have been studied, including unified filter multicarrier, filter bank multicarrier, and generalized 

frequency-division multiplexing. The aforementioned waveforms, however, have been designed for low-mobility channels 

and would significantly degrade in performance when employed in high-mobility conditions because of the negative impact 

of a strong Doppler effect. Recently, the orthogonal time-frequency-space (OTFS) waveform has been proposed as a way 

of avoiding the limitation of OFDM in time-varying channels. OTFS has the benefit of allowing time-invariant channel 

gains to be used in the delay-Doppler (DD) domain in contrast to conventional modulation techniques such as OFDM. In 

conditions of high-speed mobility, this makes signal detection and channel estimation simpler. OTFS transmits information 

symbols in the DD domain as opposed to OFDM, which delivers in the time frequency (TF) domain. By doing this, a time-

varying channel becomes time-invariant, ensuring that the frequency and time selectivity have the same effect on all 

symbols in the DD domain. 

The methods that are proposed currently in the literature are usually categorized as either OMA or NOMA. Because of user 

multiplexing in the DD domain, only one user can have access to a given resource block in OTFS-OMA. However, due to 

Doppler spread, users suffer from multi-user interference. This interference is eliminated by adding guard bands between 

the destination users. Nevertheless, this leads to a loss of SE [5]. As an alternative approach, OTFS-NOMA allows users to 

utilize the same resource block. This is the reason underlying the latest suggestions in the literature for power domain [6], 

[7], and code domain [8], [9] multiplexed OTFS-NOMA system models. In this study, we concentrate on the power domain 

OTFS-NOMA. This study investigates its applicability to a communication environment in which users have profiles of 

high-speed mobility. OTFS modulation is used due to its performance in scenarios with doubly selective channels. OTFS 

utilizes the DD domain by placing users' signals orthogonally. In this study, a two-user downlink OTFS-NOMA system bit 

error rate (BER) performance is presented. The message transmission (MP) detection technique, which makes use of the 

DD channel's sparseness, is used at the receiver to accomplish symbol detection. By employing a sparse factor graph-based 

Gaussian approximation of the interference terms, this method significantly decreases complexity. 

Future vehicular networks, underwater acoustic communications (UACs), non-terrestrial networks (NTN), as well as 

Millimeter-wave and Terahertz communication, all common wireless communication scenarios especially for the feasibility 

of high-speed mobility scenarios in 6G wireless networks find OTFS to be a desirable option due to its advantageous 

robustness to the Doppler effect. In addition to being resistant to time-varying channels, it also has a lower peak-to-average 

power ratio than its OFDM equivalent. Owing to its strong OFDM compatibility, OTFS is also a strong alternative for 6G 

communication systems. 

Especially, BER performances have not been widely investigated for the power-domain downlink OTFS-NOMA system. 

Motivated by this, we provide a thorough description of the OTFS-NOMA scheme for high mobility users in this 

manuscript, including its system architecture, channel model, numerical results with delays, Doppler effect, and modulation 

types. 

The study consists of the following sections. In the second section of this study, the OTFS-NOMA system scheme is 

demonstrated. In this section, the OTFS-NOMA system model, TF domain, DD domain, channel model, and general 

principles of OTFS are described. In the third section of this study, the BER performance for the proposed system model 

and numerical results are presented. Finally, the conclusion is given in Section 4.  

2. OTFS-NOMA System Model 

In the OTFS-based power domain NOMA system model, users with high-speed mobility use the same DD domain source 

with different transmission power. As seen in Figure 1, an OTFS-based downlink NOMA system model with source 𝑇, two 

destination users namely near the user and from the user, 𝑈𝑖, 𝑖 ∈ {1,2}, the number of users, 𝐾 = 2, and reflectors are 

investigated. The received signal is the sum of delayed, attenuated, and Doppler-shifted copies for the destination users. 

The delay is a function of the length of each propagation path, while the Doppler shift is a result of the relative motion of 

the receiver and reflectors for the case where the transmitter is considered stationary. 

2.1 TF Domain and DD Domain 

OTFS-NOMA uses both the TF domain and the DD domain efficiently. By sampling with time interval 𝑇 and frequency 

interval ∆𝑓, a discrete TF domain is obtained as seen in Equation 1 

𝛬𝑇𝐹 = {(𝑛𝑇, 𝑚∆𝑓), 𝑛 = 0, ⋯ , 𝑁 − 1, 𝑚 = 0, ⋯ , 𝑀 − 1}, (1) 

where 𝑁, 𝑀 >  0 [10], [11]. Accordingly, the discrete DD domain is as seen in Equation 2 
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𝛬𝐷𝐷 = {(
𝑘

𝑁𝑇
,

𝑙

𝑀∆𝑓
) , 𝑘 = 0, ⋯ , 𝑁 − 1, 𝑙 = 0, ⋯ , 𝑀 − 1}, (2) 

where 𝑁 and 𝑀 are the total number of time intervals and frequency subcarriers. 

 

 

Figure 1 OTFS-based power domain NOMA System Model 

 

2.2 Channel Model 

In a multi-user mobility communication network where the transmitter communicates with 𝐾 users, 𝜏 delay, 𝜐 Doppler 

shift, ℎ𝑖(𝜏, 𝜐) indicates the channel response for 1 ≤ 𝑖 ≤ 𝐾, in the DD domain. OTFS facilitates channel estimation and 

signal detection by using the wireless channel sparsity in the DD domain. As a result, it is considered that there are a few 

propagation paths between transmitter and receiver. As seen in Equation 3, the channel impulse response is defined in a DD 

domain as 

ℎ𝑖(𝜏, 𝜐) = ∑ ℎ𝑖,𝑝𝛿(𝜏 − 𝜏𝑖,𝑝)𝛿(𝜐 − 𝜐𝑖,𝑝)

𝑃𝑖

𝑝=1

, (3) 

where 𝑃𝑖  is the number of propagation paths between the transmitter and user i, ℎ𝑖,𝑝 is the independent and uniformly 

distributed (i.i.d) complex Gaussian channel gain, 𝜏𝑖,𝑝 is the delay in the propagation path, 𝜐𝑖,𝑝 is the Doppler shift in the 

propagation path and δ indicates the Dirac delta function. Each user has a total power of 1, where the channel gain 

ℎ𝑖,𝑝~ 𝐶 𝑁 (0,
1

𝑃𝑖
).  

1

𝑀∆𝑓
  and  

1

𝑁𝑇
   are delay and Doppler resolution of OTFS, respectively. 

2.3 General Principles of OTFS 

OTFS general modulation/demodulation block diagram is given as seen in Figure 2. 𝑥[𝑘, 𝑙] information bits are transmitted 

as 𝑀 ×  𝑁 QAM symbols. The inverse symplectic fast Fourier transform (ISFFT) is then applied to convert the DD domain 

signal 𝑥[𝑘, 𝑙] into the TF domain signal 𝑋[𝑛, 𝑚]. After applying the Heisenberg transformation to the 𝑥[𝑛, 𝑚] matrix, the 

𝑠(𝑡) signal is obtained and transmitted to the communication channel. At the receiver, the Wigner transform is first applied 

to the time domain signal 𝑟(𝑡) to obtain the TF domain signal 𝑌[𝑛, 𝑚]. In the demodulation part, a symplectic fast Fourier 

transform (SFFT) is employed to obtain the DD domain signal 𝑦[𝑘, 𝑙]. Finally, the signals are detected by applying the MP 

detection method [12]. This algorithm performs detection based on the SIC principle and alternates the decision outputs 

iteratively [13].  
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Figure 2 OTFS General Modulation/Demodulation Block Diagram 

 

The symbols 𝑥𝑖[𝑘, 𝑙] in the DD domain for the i-th mobile user transmitted by the OTFS transmitter can be formulated as 

the signal 𝑋𝑖[𝑛, 𝑚] in the TF domain as seen in Equation 4  

 

𝑋𝑖[𝑛, 𝑚] =
1

√𝑁𝑀
∑ ∑ 𝑥𝑖[𝑘, 𝑙]𝑒𝑗2𝜋(

𝑛𝑘
𝑁

−
𝑚𝑙
𝑀

)
,

𝑀−1

𝑙=0

𝑁−1

𝑘=0

 (4) 

where 𝑥𝑖[𝑘, 𝑙] represents the matrix for the i-th user and 𝑛 = 0, ⋯ , 𝑁 − 1, 𝑚 = 0, ⋯ , 𝑀 − 1 [11]. Then, a continuous time 

signal is created by applying the Heisenberg transform to the TF signal matrix 𝑋𝑖[𝑛, 𝑚]. The i-th NOMA user's signal is as 

seen in Equation 5 

𝑠𝑖(𝑡) = ∑ ∑ (√𝜉𝑖𝛼𝑖𝑋𝑖[𝑛, 𝑚]𝑔𝑡𝑥(𝑡 − 𝑛𝑇)𝑒𝑗2𝜋𝑚∆𝑓(𝑡−𝑛𝑇)

𝑀−1

𝑚=0

𝑁−1

𝑛=0

, (5) 

where 𝜉𝑖 is the transmission power of i-th user, 𝑇 = 1 ∆𝑓⁄  is the symbol duration, 𝑔𝑡𝑥(𝑡) is the transmit pulse shaping 

waveform while 𝛼𝑖 indicates the power allocation coefficient for destination users and ∑ 𝛼𝑖
𝐾
𝑖=0 = 1. For the far user, high 

priority is given due to the quality-of-service requirement, 𝛼2 > 𝛼1. The signal 𝑠𝑖(𝑡) is transmitted over a channel ℎ𝑖(𝜏, 𝜐) 

with a channel impulse response, resulting in the signal 𝑟𝑖(𝑡) as seen in Equation 6 

𝑟𝑖(𝑡) = ∬ ℎ𝑖(𝜏, 𝜐)𝑠𝑖(𝑡 − 𝜏)𝑒𝑗2𝜋𝜐(𝑡−𝜏)𝑑𝜏𝑑𝜐 + 𝑤𝑖(𝑡), (6) 

where 𝑤𝑖(𝑡) indicates the complex additive white Gaussian noise (AWGN) and 𝜎𝑖
2 is the variance. The received signal 

𝑟𝑖(𝑡) is sampled with period 𝑇𝑠 (𝑡 = 𝑞𝑇𝑠, 𝑞 = 0, … , 𝑁𝑀 − 1) and received discrete signal samples are as seen in Equation 7  

𝑟𝑖[𝑞] = ∑ ℎ𝑖[𝑞, 𝑙]

𝐿−1

𝑙=0

𝑠𝑖[𝑞 − 𝑙] + 𝑤𝑖[𝑛], (7) 

where ℎ𝑖[𝑞, 𝑙] is the channel impulse response of the i-th user. Here, 𝑞 is the instant time and 𝑙 is the delay. The discrete-

time signal for the i-th user is received within a matrix as 𝒓𝒊 = 𝑯𝒊𝑠 + 𝒘𝑖 where 𝒘𝒊 is 𝑀𝑁 × 1 complex AWGN vector and 

𝑯𝒊 is the 𝑀𝑁 × 𝑀𝑁 channel matrix of i-th user generated from the impulse responses. At the receiver, the following cross-

ambiguity function is first calculated in a matched filter as seen in Equation 8 

𝑌𝑖(𝑡, 𝑓) = ∫ 𝑔𝑟𝑥
∗ (𝑡′ − 𝑡)𝑟𝑖(𝑡′)𝑒−𝑗2𝜋𝑓(𝑡′−𝑡)𝑑𝑡′, (8) 

where 𝑔𝑟𝑥
∗ (𝑡) represents the received waveform. As seen in Equation 9, it is possible to acquire the output of the matched 

filter by sampling  𝑌(𝑡, 𝑓) as 

𝑌𝑖[𝑛, 𝑚] = 𝑌𝑖(𝑡, 𝑓)|𝑡=𝑛𝑇,𝑓=𝑚∆𝑓 . (9) 

Equations 8 and 9 denote the Wigner transformation. Then, SFFT is applied to 𝑌𝑖[𝑛, 𝑚] samples and the symbols 𝑦𝑖[𝑘, 𝑙] 
are obtained in the DD domain as 
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𝑦𝑖[𝑘, 𝑙] =
1

√𝑁𝑀
∑ ∑ 𝑌𝑖[𝑛, 𝑚]𝑒−𝑗2𝜋(

𝑛𝑘
𝑁

−
𝑚𝑙
𝑀

)

𝑀−1

𝑚=0

𝑁−1

𝑛=0

. (10) 

Here, we assume the orthogonality between transmitted and received pulses. The received signal is modeled as seen in 

Equation 11 

𝑌𝑖[𝑛, 𝑚] = 𝐻𝑖[𝑛, 𝑚]𝑋𝑖[𝑛, 𝑚] + 𝑊𝑖[𝑛, 𝑚], (11) 

  

where 𝑊𝑖[𝑛, 𝑚] represents AWGN in the TF domain and 𝐻𝑖(𝑛, 𝑚) = ∬ ℎ𝑖(𝜏, 𝜐)𝑒𝑗2𝜋𝑣𝑛𝑇𝑒−𝑗2𝜋(𝑣+𝑚∆𝑓)𝜏𝑑𝜏𝑑𝜐. Ultimately, the 

transmitted signal will be recovered as �̂�[𝑘, 𝑙] by signal detection and demodulation [14].  

3. Numerical Results 

The BER performance of the power domain downlink OTFS-NOMA simulation results under Rayleigh fading distribution 

with 4-QAM/16-QAM modulation is presented in this section. The PA coefficient is assumed to be 0.85 for the far user and 

0.15 for the near user. The simulation parameters are listed as seen in Table 1. The BER performance is based on the 

assumption that the destination users move at a maximum speed of 380.7 km/h. Here, the number of propagation paths is 

taken as 𝑃𝑖 = 4 and the DD grid size is 𝑀 = 32, 𝑁 = 32.  

 

Table 1 Simulation Parameters 

 
 

The carrier frequency offset is represented as 𝑓𝐷 = 𝑣  𝑓𝑐 𝑐⁄ , where 𝑓𝑐 is the carrier frequency, 𝑐 is the speed of the light and 

𝑣 is the speed of the movement between the transceivers [15]. As seen in Table 2, it is considered that the maximum 

Doppler is set to 1410 Hz, and velocity is set to 380.7 km/h at a carrier frequency of 4 GHz. The maximum multi-path 

delay is set to 8.4 𝜇𝑠 [16].  

 

Table 2 Delay and Doppler Models 

 
 

As seen in Figures 3 and 4 demonstrate the BER values derived from the MP detection algorithm based on the signal-to-

noise ratio (SNR). Figure 3 demonstrates the BER performance analysis that varies with SNR for both destination users. In 

this figure, we assume that the modulation type is 4-QAM and OTFS frame size is 𝑀 = 32, 𝑁 = 32. It is observed that the 

performance of the far user did not drop below a particular BER level as expected. It is assumed that the far user recognizes 

the interference caused by the near user as noise and is unable to decode. It is seen that the BER value for the 𝑈1 user is 0.1, 

while the BER value for the 𝑈2 user is nearly 0.25 at 10 dB SNR, resulting in 2.5 times better BER performance. 

Furthermore, the improvement in BER in 𝑈1 is better than in 𝑈2 as SNR increases. 
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Figure 3 BER Evaluation for the OTFS-NOMA (4-QAM, 𝑀 = 32, 𝑁 = 32) 

 

Figure 4 examines the BER performance for the OTFS-NOMA for both near and far users varying with SNR under 16-

QAM modulation and OTFS frame size of 𝑀 = 32, 𝑁 = 32. It is observed that the Doppler effect causes the BER 

performance of both users to become poorer. It is apparent that the BER value is nearly 0.27 for the 𝑈1 user, while the BER 

value for the 𝑈2 user is approximately 0.33 at 10 dB SNR, resulting in a better BER performance. Thus, the improvement 

in BER in 𝑈1 is better than in 𝑈2 as SNR increases. Simulation results with 16-QAM show worse results than the BER 

performance obtained with 4-QAM. This is a conclusion that can be drawn from both figures. This result has also been 

observed in a similar study documented in the literature [17]. 
 

 

Figure 4 BER Evaluation for the OTFS-NOMA (16-QAM, 𝑀 = 32, 𝑁 = 32) 

4. Conclusions 

In this work, the BER performance is analyzed for the power-domain downlink OTFS-NOMA system model with high-

speed mobility. In the BER simulation results, PA coefficient, delays, and Doppler effects caused by the velocity 

parameters of the users in motion are taken into consideration. In the proposed OTFS-NOMA system, the message passing 

detection algorithm is utilized to analyze the BER performance for destination users. It is observed that reflections and 

delays from users at higher velocities reduce the system performance. It is noted that the far user's performance did not 

deteriorate below a specific BER threshold. In the 4-QAM situation, the BER performance is 2.5 times higher for the 𝑈1  

user (BER value = 0.1) than for the 𝑈2 user (BER value = approximately 0.25 at 10 dB SNR). In the 16-QAM technique, 
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the BER value for the 𝑈1 user is around 0.27, while the BER value for the 𝑈2 user is roughly 0.33 at 10 dB SNR. It is 

observed that both users' BER performance degrades due to the Doppler effect. 

 

Although we investigated the BER performance for OTFS modulated NOMA system for two destination users in the high 

mobility environment, it is possible to extend the provided analysis to more generalized results for the enabling 

technologies in 6G wireless networks, such as unmanned aerial vehicles (UAVs) [18-21], reflecting intelligent surfaces 

(IRS), non-terrestrial networks, and integrated sensing and communications (ISAC). Integrating these enabling 

technologies for OTFS-based NOMA will be a promising way to enhance the functionality of our future study. Besides, 

cognitive radio [22-23] architecture will be a different solution scenario. Secondary user signal detection algorithms to 

increase the spectral efficiency [24] for high-speed mobile environments may be another topic of our study. In addition, 

reliability, secrecy performance analysis, and channel estimation schemes are planned to work on OTFS modulated NOMA 

systems. 
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