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Abstract- Deep learning is a machine learning technique that uses deep neural networks, which are multilayer neural 

networks that contain two or more hidden layers. In recent years, deep learning algorithms are also used to solve machine 

learning problems in medicine. Carotid artery disease is a type of cardiovascular disease that can result in a stroke. If a 

stroke is not diagnosed early, it is in the first place among the disabling diseases and the third place for the most common 

cause of death after cancer and heart disease. In this study, the classification performances of deep learning architectures 

in the biomedical field are compared, and Carotid Artery (CA) Intima-Media Thickness (IMT) Ultrasound (US) images 

were used. For an early diagnosis, AlexNet, ZFNet, VGGNet (16-19), which had successful results in the ImageNet 

competition, and authors’ original CNNcc models were used for comparison. An image database of CA-IMT-US which 

contains 501 ultrasound images from 153 patients was used to test the models' classification performances. It is seen that 

AlexNet, ZFNet, VGG16, VGG19, and CNNcc models achieved rates of 91%, 89.1%, 93%, 90%, and 89.1% respectively. 

The CNNcc model was found to produce successful classification results on CAIMTUS images when different 

performance indicators are also taken into account. In addition, different performance indicators including confusion 

matrices were investigated and the results were announced. The results showed that deep architectures are promising in 

the biomedical field and can provide proper classification on biomedical images so; this can help clinics to diagnose the 

disease early. 
 

Keywords- Deep learning, image processing, carotid artery, intima-media thickness, convolutional neural network, 

machine learning. 

Karotis Arter Intima-Medya Kalınlığı Ultrason 

Görüntülerinde Derin Öğrenme Modellerinin 

Karşılaştırılması: CAIMTUSNet 
 

Özet- Derin öğrenme, iki veya daha fazla gizli katman içeren çok katmanlı sinir ağları olan derin sinir ağlarını kullanan 

bir makine öğrenimi tekniğidir. Son yıllarda tıpta makine öğrenimi problemlerini çözmek için derin öğrenme algoritmaları 

da kullanılmaktadır. Karotis arter hastalığı, felçle sonuçlanabilen bir tür kardiyovasküler hastalıktır. İnme erken teşhis 

edilmezse, sakatlayıcı hastalıklar arasında ilk sırada, kanser ve kalp hastalıklarından sonra en sık ölüm nedeni olarak 

üçüncü sırada yer almaktadır. Bu çalışmada, derin öğrenme mimarilerinin biyomedikal alandaki sınıflandırma 

performansları karşılaştırılmış ve Karotis Arter (KA) Intima Media Thickness (IMT) Ultrason (US) görüntüleri 

kullanılmıştır. Erken teşhis için, ImageNet yarışmasında başarılı sonuçlar alan AlexNet, ZFNet, VGGNet (16-19) ve 

karşılaştırma için yazarların özgün CNNcc modelleri kullanılmıştır. 153 hastadan 501 US görüntüsünü içeren bir KA-

IMT-US görüntü veritabanı, modellerin sınıflandırma performanslarını test etmek için kullanılmıştır. AlexNet, ZFNet, 

VGG16, VGG19 ve CNNcc modellerinin sırasıyla %91,%89.1, %93, %90 ve %89.1 oranlarına ulaştığı görülmüştür. 

CNNcc modelinin, farklı performans göstergeleri de hesaba katıldığında KAIMTUS görüntüleri üzerinde başarılı 

sınıflandırma sonuçları ürettiği bulunmuştur. Ayrıca çalışmada karışıklık matrislerini de içeren farklı performans 

göstergeleri incelenmiş ve sonuçlar açıklanmıştır. Sonuçlar, derin mimarilerin biyomedikal alanda ümit verici olduğunu 

ve biyomedikal görüntülerde uygun sınıflandırma sağlayabileceğini göstermiştir ki bu, kliniklerin hastalıkları erken teşhis 

etmesine yardımcı olabilir. 
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öğrenmesi. 
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1. INTRODUCTION 

The success achieved by the classification made by 

Krizhevsky and colleagues in the world's most important 

object recognition competition named ImageNet in 2012 

via AlexNet's Deep Convolutional Artificial Neural 

Networks [1] has been the greatest impact of Deep 

Learning (DL) in the literature. After this success, DL 

began to use in different disciplines. Originally, DL was 

first introduced in 2006 in a method called Deep Belief 

Nets [2] by Hinton and colleagues.  

In recent years, the techniques developed in DL research 

have influenced a wide range of information processing, 

both in traditional and new forms, in expanded contexts, 

including the most effective and important aspects of 

Machine Learning (ML) and Artificial Intelligence (AI). 

DL is a sub-field of ML and Deep Neural Networks (DNN) 

have become a common application field. In DL, the 

algorithm learns from the data itself and covers wider data 

set of solutions although ML solutions are covered by 

specified algorithms for each problem. DL is a promising 

approach to solving AI problems in ML.  

DL is an ML technique that uses DNNs which are 

multilayer Neural Networks (NN) that contain two or more 

hidden layers [3]. DL is mainly based on learning from the 

representation of data. Representation for an image may be 

considered as a vector of density values per pixel, or 

features such as edge clusters, custom shapes, etc. Some of 

these features represent data better. As an advantage at this 

stage, DL methods use effective algorithms for hierarchical 

feature extraction that best represent data rather than 

manually extracted features [4]. DNNs consist of multi-

hidden layers and they construct more interrelationships 

along with the complexity of the data. Every layer creates 

a relationship between itself and the layer before. So every 

input becomes more detailed and the network's accuracy 

becomes more. While constructing the DNNs, activation 

functions are used to generate an output due to the input 

value of the cell. Mainly, Sigmoid, TanH, and ReLU 

functions are used and it depends on different aspects of 

the data [5]. 

To run DL algorithms and solve problems, high-capacity 

machines, especially GPU, and large amounts of data are 

needed. Unlike usual ML algorithms that break down and 

solve problems individually, the problem is solved from 

start to end in DL. More importantly, the more data a DL 

algorithm feeds, the better the task will be accomplished. 

The time factor is also important and time limitless studies 

can produce better results when fed with large data. The 

major reasons for the increasing importance of DL today 

are the greatly increased processor capabilities, the vast 

increase in data used for training, and the latest 

developments in ML and signal/information processing 

researches. In addition to these, deep architectures such as 

AlexNet, ZFNet, ResNet, GoogLeNet, VGG16-19, 

Inception, etc., the introduction of DL platforms, and 

libraries such as Keras, Tensorflow, Caffe2, Pytorch, 

MatConvNet, etc., activation functions, data training, and 

factors such as data enhancement methods, and the 

development and use of effective optimizers by researchers 

have increased interest in deep architectures.  

Many researchers have focused on DL architectures 

because of the success of CNN structures in object 

recognition [6]. Today, DL algorithms are also used in 

medicine to solving a wide range of ML problems. 

Segmentation of abdominal multi-organ, microscope, and 

biomedical images, metastatic breast cancer [7-10], 

detection of mitosis in breast cancer histology images [11], 

diagnosis of diabetic retinal fundus images [12], precision 

of pulmonary nodule detection [13], detection and 

diagnosis of seizure with encephalogram signals [14, 15], 

brain tumors classification [16], Alzheimer’s disease detect 

and diagnosis, [17-20] and steganalysis on medical images 

[21] are some of these studies. 

There are various reasons for the widespread use of DL 

architectures in the field of health in the last decade. The 

foremost of these; by replacing existing baseline 

assessments with highly accurate and reproducible 

measurements from related studies, image processing 

routines that can automatically analyze medical images 

have enormous potential value for improved diagnosis, 

treatment planning, and follow-up of individual patients 

[22]. However, in biomedical image analysis; while many 

problems prevent consistent results such as extensive 

research, creation of datasets, evaluation criteria of 

dependent and independent experts, DL methods prove 

that they partially overcome them [23]. In addition, while 

performing all these, it offers classification and 

segmentation solutions for diagnosis and treatments with 

state-of-art algorithms and techniques within DL [24]. 

In this study, the performance of DL architectures in the 

biomedical field is compared on Carotid artery (CA) 

Intima-Media Thickness (IMT) ultrasound (US) images. 

Since different imaging techniques and different types of 

images are used in the studies carried out in the field of 

medicine, it has not yet reached the stage of producing 

solutions with common models and algorithms. However, 

the architectures created in the ImageNet competition can 

classify from thousands of different image types. The deep 

aspects of deep architectures that are open to development 

in this area will be an important area for researchers soon. 

Carotid Artery (jugular vein) is the first vein that separates 

from the large vein that emerges from the heart. The human 

brain is fed with clean blood from the CA passing through 

both sides of the neck. CA disease is an atherosclerotic 

disease, which can result in a stroke with a sudden 

blockage in the vessels [25]. Several factors accelerate a 

natural process of aging in all vessels of the body, causing 

some arteries to contract and block at an early age. 

Accumulation in the artery wall because of oil particles, 

cholesterol, and some different particles causes plaque 

formation. The volume of these plaques increases in time 

and creates a clot on the surface of the wall. Thus, the 

vessel is completely blocked. When the complete blockage 
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of the CA happens or small vessels of the brain are blocked 

by small lime particles or small clots detached from this 

atherosclerotic plaque, stroke occurs. 

Stroke is the first in the list of disabling diseases if it is not 

diagnosed and treated early [26]. In the ranking of the 

diseases that cause the most common deaths, it comes third 

after cancer and heart diseases [27]. Approximately 16 

million people have a stroke each year in the world [28]. 

The number of deaths due to Cerebrovascular Diseases 

(CVD) caused by stroke in Turkey has been identified as 

64780 at the beginning of the 2000s [29]. Internal Carotid 

Artery stenosis is one of the most important causes of 

ischemic cerebral palsy [30].  

Early detection and treatment of disease with such a high 

risk of death and/or disability with state-of-the-art methods 

and techniques is of vital importance. The last stage of AI 

studies applied in medicine today is DL techniques. For 

this reason, the performance of various DL models 

determined in the study on CAIMTUS images was 

compared. 

The rest of the paper is organized as follows. In the second 

section of this study, the methodology and materials used 

in the study were described. The architectures and layers of 

the models, the database in which these models are used, 

and the image pre-processing operations performed on the 

images in this database are presented in this section. In the 

third section, the experimental results obtained were 

described. Each of the models' measurements was 

evaluated by accuracy and loss rates and the resulting ratios 

were interpreted. In addition, comparative rates and 

graphics of models were also indicated. To ensure the 

reliability of the results, confusion matrix values and ROC 

curve values are also examined in this section. The fourth 

section of the paper gives the main analysis and the 

discussion for the results. The last section explains the 

general results and contribution of the study to both clinic 

types of research and field studies. 

2. METHODOLOGY AND MATERIALS 

Deep learning architectures, which have become even 

more competitive with the worldwide competition 

ImageNet, are increasing every year with varying layer 

numbers and performance rates. The success of the 

AlexNet architecture in this competition has greatly 

increased the interest in DL. In this study, performances of 

AlexNet, ZFNet, VGG16-VGG19, and CNNcc 

(Convolutional Neural Network Carotid Classifier), 

models in classifying CA IMT US images were compared 

(CAIMTUSNet). 

 

2.1. Models 

AlexNet is the deep Convolutional Neural Network (CNN) 

for image classification winning the ILSVRC-2012 

competition. The first five layers are convolutional, the last 

three are fully connected layers. These include “pooling” 

and “activation” layers. There are also input and output 

layers. The AlexNet architecture was designed to classify 

1000 objects and the error rate for object identification was 

reduced from 26.2% to 15.3% [1]. The model architecture 

has a softmax layer that is employed to put the samples to 

the proper class. Stochastic gradient descent with 

momentum is used for minimizing the cost function in 

AlexNet architecture [31]. 

After AlexNet won the ImageNet competition, ZFNet [32] 

inspired by this architecture, became the winner of the 

ImageNet competition in 2013. With this architecture, the 

error rate in object recognition has been reduced to 11.2%. 

The difference from AlexNet; filter size is 7x7 and the 

number of steps is two. Here, a smaller filter size in the first 

convolution layer is intended to help preserve many 

original pixel information at the input size. In addition, 

"Cross-Entropy," "Stochastic Gradient Descent,” and 

“ReLU” algorithms are used in this architecture and it 

consists of seven layers.  

There are two different types of VGGNet architecture: 16 

and 19 layers; VGG16, VGG19. VGG16 architecture 

consists of 13 convolutions 3 fully connected layers used 

for better results in ImageNet 2014 competition [33]. There 

are a total of 41 layers with Max Pooling, Full-Connected 

Layer, ReLU Layer, Drop Out Layer, and Softmax Layer. 

The image format, which is placed in the input layer, is 

224x224x3. The last layer is the classification layer [34]. 

The VGGNet architecture uses a 3x3 filter on all layers and 

uses the Convolution-ReLU layers one above the other 

before the Pooling layer. As in other deep architectures, 

VGG architecture decreases the height and width 

dimensions of the matrices from the input layer to the exit, 

while the depth value increases. It achieved a top-5 error 

rate of 7.3% in 2014.  

In addition to these models, a DL model prepared for 

classification on biomedical images was used in the study. 

While the model uses 3x3 filters in Convolution layers, the 

first ten activation functions are selected as ReLU. The last 

activation function is the Softmax activation function. The 

filter size of the Pooling layers was determined as 2x2 and 

the Drop Out ratio was determined as 0.5. There are three 

Fully Connected layers and the first of these layers gives 

256 outputs. The second one gives 128 outputs and the last 

one produces 2 outputs, which is basically, class number of 

images. The diagram of the Carotid Classifier Deep 

Learning Model (CNNcc) with CNN [5] created by the 

authors is shown in Figure 1.  
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Figure 1. The layer structure of the CNNcc model 

 

2.2. Database 

For the study, 501 CA IMT US images were obtained from 

153 patients of the Radiology Clinic of Ankara Training 

and Research Hospital between June 2018 - January 2019. 

08/05/2018 dated and 2018-217 numbered Gazi University 

Ethics Commission’s Ethics Approval Certificate was used 

to take the images. For US imaging, Toshiba Aplio 400 US 

device was used. Specialized two radiology department 

doctors of the hospital defined the images for the 

classification. The classes of images are defined as “IMT: 

1” and “IMT: 0”. “IMT: 1” images are the patients with 

signs of narrowing of the vein and “IMT: 0” images are the 

patients, which have veins without narrowing. There are 

203 images in the "IMT: 1" class and 298 images in the 

"IMT: 0" class in the CA IMT US images database. Image 

samples from both classes are shown in Figure 2. 

Usually, the IMT is manually measured by the specialist on 

the ultra-sound. It is possible to reduce the subjectivity and 

variability of manual approaches and detecting the IMT 

throughout the artery length using image segmentation 

algorithms. The vascular region (a) and intima-media 

region (b) images measured on US images in IMT 

measurements are shown in Figure 3 [35]. 

 

 

2.3. Image Pre-processing 

An image pre-processing operation was applied to CA IMT 

US images after the classification and labeling of images. 

The image resolution is fixed at 128x128 and the image 

channel is determined as a single channel since the 

grayscale image format is used. CA US IMT images taken 

from the image folder have been resized to 128x128 

resolution. These resized images were then converted to 

grayscale image format and saved in the second folder 

which is determined during the identification phase. An 

example input image (a) and its state after the pre-

processing stage (b) are shown in Figure 4, respectively. 

The image sequence obtained from the last step of the 

image pre-processing stage is divided into two as training 

and test data. While 80% of the images (400 images) in the 

dataset are used for training, the remaining 20% (101 

images) are used for testing. During the selection of the 

training images, random selection was made by 

maintaining the proportions of the images labeled “1” and 

“0” in the total image in the dataset. Because, if the selected 

images are performed in sequential order, the models are 

likely to memorize the data. Similarly, if model training is 

performed by selecting only weighted images from a 

certain class, there is a possibility that the model will 

memorize this class and fail in other class images. 

Therefore, it was aimed to ensure the sensitivity of the 

model in the study to the learning on the images in the 
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training set and to increase the accuracy of the model in 

this way. In addition, the possibility of memorizing or 

over-fitting the data is prevented. 

 
a) 

 

 
b) 

Figure 2. Classified CA US images. a) IMT:1 b) IMT:0 

 

 
a) 

 
b) 

Figure 3. a) Vascular region and b) Carotid artery wall 

layers [35] 

As a result of the increasing prevalence of biomedical 

image processing studies in both field studies and clinical 

studies, many types of research and competitions have 

started to be carried out around the world. As such, the 

range of biomedical image processing has been gradually 

expanded by using different ways, methods, and contents 

in each study. Therefore, the researchers conducted a 

standardization study to make these studies easier to 

evaluate. In general, this study found a checklist and 

recommends that researchers stay within the limits of this 

checklist. Among the main headings of this checklist; title, 

abstract, keywords, introduction, method (organization, 

task, dataset, evaluation), results, and discussion. Under 

each title, there are sub-titles for competitions or research 

[36]. In this study, research that largely overlaps with the 

standards specified here (except for the competition 

organization titles) was carried out, and it was kept within 

the framework of standardization in medical image 

processing research. 

 
a) 
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b) 

Figure 4. Image pre-processing stage in the model. a) 

input image b) image after pre-processing 

3. EXPERIMENTAL RESULTS 

The models’ training and testing processes were carried out 

by the Keras library of Python with the TensorFlow 

backend. The Scientific Python Development Environment 

(SPYDER) was used to implement models on images. The 

CNN models have been trained many times to access the 

best performances of hyper-parameters in the process of 

classification. The list of hyper-parameters used in models 

are like: 

 Image-width:128 px 

 Image-height: 128 px 

 Image-channels: 1 

 Batch size: 1 

 Number of classes: 2 

 Number of epoch: 100 

 Loss: Binary crossentropy 

 Optimizer: RMSprop 

 Learning rate: 0,0001 

The train and test accuracy graphs of the DL models used 

in the study are shown in Figure 5 and the classification 

accuracy results of the models are shown in Table 1. 

When the result graphs of the models used in the 

classification process on CA IMT US images are 

examined, AlexNet, ZFNet, VGG16, VGG19, and CNNcc 

models observed; 91%, 89.1%, 93%, 90%, and 89.1% 

accuracy rates respectively. Although accuracy is a 

determining factor for the model, the loss rate is also taken 

into consideration by researchers while evaluating the 

accuracy rates of the model created during the use of DL 

algorithms. The loss function is an important indicator of 

the discrepancy between the estimated value and the actual 

classification. As the loss value decreases, the robustness 

of the model increases [37]. Based on this information, the 

loss values of the DL models compared in the study were 

also measured in this study. The resulting loss graphs are 

shown in Figure 6. 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

Figure 5. Accuracy graphics a) AlexNet b) ZFNet c) 

VGG16 d) VGG19 e) CNNcc 
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Table 1. Accuracy and loss rates 

Model Test Accuracy Loss Train Accuracy 
AlexNet %91 1.32 %100 
ZFNet %89,1 1.33 %100 

VGG16 %93 0.65 %100 
VGG19 %90 1.46 %94,5 
CNNcc %89,1 0.29 %89,4 

 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

Figure 6. Loss graphics of a) AlexNet b) ZFNet c) 

VGG16 d) VGG19 e) CNNcc 

When the inconsistency rates of the models on the labeled 

data in the database and the graphs are examined, the loss 

values of AlexNet, ZFNet, VGG16, VGG19, and CNNcc 

models are as follows; 1.33; 1.32; 0.65; 1.46, and 0.29 

respectively. While the accuracy and loss parameters of the 

models are evaluated together, the last parameter to be 

added to this evaluation is the train accuracy rate. The 

accuracy of the models in the images reserved for training 

on the labeled data provides important clues about the 

model. When these ratios are examined, it is seen that 

AlexNet, ZFNet, and VGG16 models reach 100% 

accuracy. This ratio is undesirable during training because 

the model over-fitted the images in the data set and 

memorized the images. The reliability of the results has 

decreased due to the fall of these models to over-fitting. 

Weights obtained after training are not likely to produce 

the same results when used in different biomedical images. 

In VGG19 and CNNcc models, the situation is different. 

The VGG19 model has a 90% accuracy rate close to the 

CNNcc (89.1%) model. The accuracy rate obtained during 

the training was acceptable at 94.5% and no overfitting was 

performed on the data. On the other hand, the loss 

parameter, which is the other determinant parameter, has a 

value of 1.46 which is well above the CNNcc model. 

To perform a more in-depth analysis of the results of the 

models on the images, the results of the confusion matrix 

were calculated separately for each model. The confusion 

matrix rows and columns are square matrices. Rows 

represent actual classes and columns represent predicted 

classes. The confusion matrix contains classification 

performance information of the model and sample 

distribution information of classes [38]. The confusion 

matrix results for AlexNet, ZFNet, VGG16, VGG19, and 

CNNcc models are shown in Table 2. Also as a result of 

the confusion matrices of the models; Accuracy, Error 

Rate, Recall, False Positive Rate, True Negative Rate, 

Precision, Prevalence, and F1-Score values were 

calculated and the results are shown in Table 3.  
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Table 2. Confusion matrices values of models 

Number of 

Images:101 

Predicted 

Negative 

  

Positive 

AlexNet ZFNet VGG16 VGG19 CNNcc AlexNet ZFNet VGG16 VGG19 CNNcc 

Actual 
Negative 54 55 56 59 57 7 6 5 2 3 

Positive 2 5 2 8 8 38 35 38 32 33 

 

Table 3. Calculation of values of the confusion matrices and results
Value Calculation AlexNet ZFNET VGG16 VGG19 CNNcc 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐) 
=

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

92

101
= 0,91 

90

101
= 0,891 

94

101
= 0,93 

91

101
= 0,90 

90

101
= 0,891 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 

 (𝐸𝑅) 
=

𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

9

101
= 0,09 

11

101
= 0,108 

7

101
= 0,07 

10

101
= 0,10 

11

101
= 0,108 

𝑅𝑒𝑐𝑎𝑙𝑙 
=

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

38

40
= 0,95 

35

40
= 0,88 

38

40
= 0,95 

32

40
= 0,80 

33

41
= 0,804 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒  

𝑅𝑎𝑡𝑒 (𝐹𝑃𝑅) 
=

𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

7

61
= 0,11 

6

61
= 0,09 

5

61
= 0,08 

2

61
= 0,03 

3

60
= 0,05 

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

 𝑅𝑎𝑡𝑒 (𝑇𝑁𝑅) 
=

𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 

54

61
= 0,885 

55

61
= 0,90 

56

61
= 0,918 

59

61
= 0,967 

57

60
= 0,95 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
=

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

38

45
= 0,84 

35

41
= 0,85 

38

43
= 0,88 

32

34
= 0,94 

33

36
= 0,916 

𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒 
=

𝑇𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

40

101
= 0,40 

40

101
= 0,40 

40

101
= 0,40 

40

101
= 0,40 

41

101
= 0,405 

𝐹1 𝑆𝑐𝑜𝑟𝑒 
=

2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

76

85
= 0,894 

70

81
= 0,864 

76

83
= 0,916 

64

74
= 0,865 

66

77
= 0,857 

In the confusion matrix, accuracy calculation gives the 

ratio of correct predictions to total predictions. Error rate 

gives the ratio of wrong predictions to total predictions. 

Recall (or Sensitivity) indicates the correct prediction of 

positive values. FPR is the ratio of the wrong prediction of 

negative actual values. TNR indicates the correct 

prediction of negative values. Precision refers to the 

percentage of results, which are relevant. Prevalence is the 

frequency of positive values and F1-score is the harmonic 

mean of precision and recall. The estimated performance 

results of the models for each class on the labeled data are 

shown in Table 4. 

 

Table 4. Performance measures of models 

Number of 
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IMT:0 0.96 0.92 0.97 0.88 0.88 0.89 0.90 0.92 0.97 0.95 0.92 0.91 0.94 0.92 0.91 

IMT:1 0.84 0.85 0.88 0.94 0.92 0.95 0.88 0.95 0.80 0.80 0.89 0.86 0.92 0.86 0.86 

avg/total 0.92 0.89 0.93 0.90 0.89 0.91 0.89 0.93 0.90 0.89 0.91 0.89 0.93 0.90 0.89 

     
The estimated results of the models on the labeled images 

according to the performance criteria shown in Table 3 are 

shown in Table 5. 

When Table 5 is examined, the ZFNet and VGG16 models 

correctly predicted all of the eight randomly selected 

images as test data, and the AlexNet, VGG19, and CNNcc 

models made an error. Since the ZFNet and VGG16 

models are overfitting the data, there is no reliability in this 

estimation process. The interesting thing here is that 

although the AlexNet model is again in an over-fitting 

situation, it made an error in the prediction process. The 

VGG19 and CNNcc were the other models that made an 

error. 

Receiver Operating Characteristic (ROC) analysis is useful 

for clinical decision-making. It can provide easy and low-

cost cut-off value indicator determination in a short time. 

Thus, the diagnosis process can be protected from different 

limitations like time, cost, equipment, and qualified 

personnel [39]. In different clinical tests, sensitivity and 

specificity graphics allow comparison of success. The 

ROC curves of the models are shown in Figure 7.
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Table 5. Results of test and prediction 

AlexNet 
Test  

values 
0 0 1 0 1 0 0 0 

Predicted 
Values 

[1. 

0.] 

[1. 

0.] 

[0. 

1.] 

[0. 

1.] 

[0. 

1.] 

[1. 

0.] 

[1. 

0.] 

[1. 

0.] 

Result √ √ √ X √ √ √ √ 

 

ZFNet 
Test  

values 
0 0 1 1 1 0 0 0 

Predicted 
Values 

[1. 

0.] 

[1. 

0.] 

[0. 

1.] 

[0. 

1.] 

[0. 

1.] 

[1. 

0.] 

[1. 

0.] 

[1. 

0.] 

Result √ √ √ √ √ √ √ √ 

 

VGG16 
Test  

values 
0 0 1 1 1 0 0 0 

Predicted 

Values 

[1. 

0.] 

[1. 

0.] 

[0. 

1.] 

[0. 

1.] 

[0. 

1.] 

[1. 

0.] 

[1. 

0.] 

[1. 

0.] 

Result √ √ √ √ √ √ √ √ 

 

VGG19 
Test  

values 
0 0 1 1 0 0 0 0 

Predicted 

Values 

[1. 

0.] 

[1. 

0.] 

[0. 

1.] 

[0. 

1.] 

[0. 

1.] 

[1. 

0.] 

[1. 

0.] 

[1. 

0.] 

Result √ √ √ √ X √ √ √ 

 

CNNcc 
Test  

values 
0 1 0 0 1 0 0 0 

Predicted 

Values 

[0. 

1.] 

[0. 

1.] 

[1. 

0.] 

[1. 

0.] 

[0. 

1.] 

[1. 

0.] 

[1. 

0.] 

[1. 

0.] 

Result X √ √ √ √ √ √ √ 

 
Figure 7. ROC Curve for models 

4. DISCUSSION 

Especially in recent years, the metrics in which the results 

are evaluated have become increasingly important to 

establish evaluation standards due to the increasing 

medical image processing studies. Among the evaluations 

used in the studies, there are various methods such as 

comparing accuracy and confusion matrix values 

calculated with mean and standard deviations [40], 

determination of standard parameters for all medical image 

processing studies [41], and characterization of tasks with 

the algorithm [42]. Based on this, a comprehensive 

evaluation process was carried out in this study. First, 

standard parameters were determined for all models using 

CNN architecture and compared in the study, and a 

comparison was made on a machine with the same 

hardware. In the next process, the reliability of the results 

was ensured by comparing the models over the accuracy, 

loss, confusion matrix, and ROC curves, and the focus was 

on metrics that became standardized in medical image 

processing evaluations. As a result of all these analyzes, the 

first issue to be discussed was the accuracy graph. When 

the accuracy rates on the test data were examined, the two 

models (VGG16: 93% and AlexNet: 91%) that reached the 

highest rate reached 100% accuracy on the training data 

and fell into the unreliable over-fitting situation for the test 

results. In addition, the Loss values of these models remain 

higher than the Loss value of the CNNcc model, an 

indication that the models mix between the labeled data 

during training. Many studies conducted in the field have 

clearly stated that a rate of 100% seen during training of 

models is not reliable, this rate is an indicator of over-

fitting status, and that such a model may not produce 

similar results on different images. 

In the next stage of the evaluations, the confusion matrix 

results were evaluated. These results allow for an in-depth 

analysis of different parameters of each image class. 

Among the models used in the comparison, AlexNet and 

VGG16, the two models with the highest Recall ratio used 

for the correct estimation of positive values, were the most 

successful models with 95%. However, similarly, the 

VGG19 (94%) and CNNcc (91.6%) models were 

successful in the targeted Precision value, where the false 

positive estimation was low in the correct estimation of 

positive values. VGG19 (96.7%) and CNNcc (95%) were 

the two most successful models in the TNR ratio used for 

the correct estimation of negative values. The model with 

the highest F1 score is the VGG16 model, and other models 

produced rates close to each other. 

In medical image processing problems, each wrong guess 

can create problems that can seriously affect the results. 

Therefore, FPR and TNR ratios are of great importance. 

Among the models compared in the study, VGG19 and 

CNNcc, the models with the lowest FPR ratio and the 

highest TNR ratio, were an indication that the accuracy rate 

alone would not be sufficient for decision making in 

biomedical image processing. The ROC curve created in 

the study was also created to confirm these results. 

In the light of all these evaluations, it was concluded that 

VGG19 and CNNcc models are suitable for application on 

biomedical images. Among these two models, CNNcc has 

been proposed as the most appropriate model since the 

inconsistency rate on estimating the labeled data is low and 

the accuracy rate approaches the VGG19 model. When all 

the results are examined, the CNNcc model does not fall 

into the overfitting state (accuracy: 89.4%), produces a 



10  BİLİŞİM TEKNOLOJİLERİ DERGİSİ, CİLT: 15, SAYI: 1, OCAK 2022 

result close to the VGG19 model at the accuracy rate, and 

consistency capture with the lowest result of 0.29, which is 

the lowest parameter in the loss parameter, is considered as 

the most applicable model on biomedical images. The 

following determinations were made to use the models that 

were successful in ImageNet competition such as AlexNet, 

ZFNet, and VGG16 on biomedical images: 

 Layer numbers of models should be arranged. 

 Drop Out layers should be added to the models 

and loss parameters should be adjusted. 

 Overfitting should be prevented by adding Drop 

Out layers. 

 The number of images should be increased. 

 Adjustments should be made on the hyper-

parameters used in the models. 

The results of the study showed that the performance of 

deep architectures in the biomedical field is promising. The 

classification results of the DL models used in the study 

were more pronounced than the ML algorithms. This study 

is especially important in terms of revealing certain DL 

models that can be applied to different imaging techniques 

in the biomedical field. Thus, researchers and clinicians 

will be able to use a common model instead of using 

separate solutions and algorithms for each problem.  

The difficulty of obtaining images in a CAIMT study is the 

foremost limitation of the study. Because in this treatment 

method, image recording is not a frequently used 

application, and it is usually decided by the doctor's 

observation on the screen. When the literature is examined, 

studies on the CAIMT are generally segmentation studies 

[35, 43-46], but there are also some classification studies. 

ML algorithms were mostly used in classification studies. 

Among these algorithms, the accuracy of 71% [47] to 73% 

[48] was achieved in the studies carried out with the use of 

NN, while there were studies that reached accuracy rates 

between 73% [49] and 83% [50] with Support Vector 

Machines. When compared with the results obtained with 

different techniques before, it is seen that DL algorithms 

achieve more successful results in this regard. In this study, 

it has been demonstrated that more successful results are 

obtained with state-of-art methods and techniques. 

5. CONCLUSION 

In this study, the performance of the DL models on the CA 

IMT US images have been compared. The classification 

methods proposed by comparing their performance are 

important for early diagnosis of CVD and treatment of the 

disease.  

AlexNet model, which has made significant improvements 

in the world with DL, and ZFNet, VGG16, VGG19 models 

that have succeeded in ImageNet competition and a CNNcc 

model prepared by the authors were tested. In addition, 

their classification performances were compared. 501 US 

images from 153 patients in Ankara Training and Research 

Hospital were used to test the models. As a result of the 

tests, while AlexNet, ZFNet, and VGG16 models achieved 

91%, 89.1%, and 93% accuracy, respectively, the 

reliability of the results of these models decreased because 

they performed over-fitting to the data during the training. 

Changes in hyper-parameters on the layers of these models 

should be adapted to the data by adding drop-out layers and 

making various improvements. The VGG19 model 

achieved 90% performance and produced positive results. 

The loss parameter of the VGG19 model is 1.46. This value 

means inconsistency in the detection of labeled data for the 

model and some layer arrangements are required in the 

model by drop out method. Finally, the accuracy rate of the 

CNNcc model was measured as 89.1% and it was 

determined to be the most suitable model for classification 

on the images in the study together with the 0.29 loss 

parameter ratio and the confusion matrix performance. 

This study is important to show that the performance of DL 

models on medical images can be more efficient than ML 

methods. Deep architectures successfully perform 

classification on different images. From this point of view, 

the formation of certain common DL models on biomedical 

images will be an important development in terms of the 

AI discipline. Although adequate models have not yet been 

produced and necessary steps have not yet been taken, this 

study is an example of the emergence of new models of DL 

that can demonstrate high performance on biomedical 

images. 

For the CAIMTUSNet, a study to be carried out on 

ensemble models, which has become increasingly 

widespread in recent years, is planned as future work. 

Ensemble models often achieve successful results in 

studies such as segmentation [51, 52] with DL, detection 

[53], and feature selection [54, 55] with ML algorithms. 

For this reason, ensemble feature selection and ensemble 

model comparison studies can be performed in the 

CAIMTUSNet. 
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