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Abstract 

This study includes investigating the presence of tumor regions in Magnetic Resonance 

Imaging (MRI) slices. Since the MRI taken from a patient consists of many slices, it may take 

time for experts to review these images. The aim of the study is to evaluate the specialist's MRI 

slices more quickly. The image of each MRI slice taken from the patient was applied to the 

Alexnet transfer learning algorithm and the properties of the image were obtained. These 

features are optimized with the Relieff feature selection algorithm to achieve optimum success. 

The highest accuracy has been achieved with the support vector machine classifier, in which 

optimized features are used. The study was validated with 3 different combinations by training 

with two datasets and testing with the other. Thus, a method that can work under different 

conditions were obtained. The performance metrics of the study were obtained by taking the 

average of the successes obtained from each data set. MRIs were trained with Alexnet transfer 

learning model and performance analysis was performed on the obtained classification models. 

The feature optimization used both increased the success to 97.55% and reduced the processing 

time from 0.4064 to 0.3045 seconds. The proposed model with a high success rate and a rapid 

classification is expected to assist the expert in both diagnosis and treatment planning. 
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1. INTRODUCTION 

Computer Aided Detection (CAD) enables information communication devices to be used by 

experts in diagnosis and treatment. One of the application areas of CAD is the detection of brain 

tumors with Magnetic Resonance Imaging (MRI) [1]. MRIs are widely used to identify existing 

diseases and to plan treatment. They provide structural and contextual information about tumor 

cells, which can affect the vital functions of the patient.  

MRIs are taken in slices. In manual detection, these slices are evaluated by experts. In this 

examination, experts diagnose the tumors in the image and plan the treatment according to the 

type and size of the tumor. Accordingly, the duration of diagnosis and the accuracy of 

classification of the tumorous slices depends on the knowledge and experience of the specialist. 

Furthermore, manual examination and feature extraction is problematic in terms of early and 

reliable diagnosis [2]. At the same time, manual examination is a significant waste of time for 

experts. Therefore, it is important to detect and classify the tumor in the MRI slice by analyzing 

them fully automatically to assist experts detect brain tumors. In this schema, the tumor in MRI 

slice can be detected accurately in short time. Thus, it is aimed to contribute the early diagnosis 

process by saving time in tumor diagnosis by eliminating unnoticed MRI slices. Feature 

extraction and classification are essential in automated processing of MRIs [3]. It is the 

motivation of the study that transfer learning methods give more successful results than other 

statistics and measurement methods from the extraction of the features of the images.  

Many studies have been conducted in the literature in this field in recent years with this 

motivation. Kaur et al. evaluated their model in 3 different data sets with the deep Convolutioanl 

Neural Network (CNN) model they proposed. The authors achieved 100%, 94% and 95.92% 

success in Harvard, clinical, and benchmark Figshare repository datasets, respectively. In 

addition, many transfer learning has been tried and Alexnet has been identified as the most 

successful model [4]. Praveen et al. proposed a multi-step approach for tumor detection from 

MRI. The first step of this approach involved image filtering. This process included image 

cropping, scaling and histogram equalization methods, respectively. Then, the gray level 

concurrence matrix method was used to extract MRI features. After the pretreatment step, the 

images with tumors were classified using the Random Forest method. 120 patient data were 

used in the evaluation and the classification accuracy of the developed model was found to be 

87.62% [5]. Havaei et al. used Brats2013 data set to classify the MRIs with cascading Two-

Way CNN. These CNNs provided local and global processing simultaneously with the data set. 

The proposed method has achieved 88% successful tumorous MRIs [6]. Dimilliler and İlhan 
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proposed a multi-layer perceptron classification system of brain MRIs as healthy or tumor. 

First, brain MR images of 256𝑥256 were resized to 64𝑥64 in order to complete the training in 

less time and pre-processed with histogram equalization method. From the pre-processed brain 

MR images, tumorous images and tumor-free images were labeled by artificial neural network 

(ANN). The classification success was achieved as 90% [7]. Kazdal et al. classified 497 MRI 

slices with 84.26% tumor and no tumor using a rule-based CAD technique based on 

morphological features [8]. Muhammed Nazir et al. first filtered brain MRIs and cleaned them 

from noise. Then, the authors obtained the features of each image on average color moment. 

These features were classified by an ANN. The authors obtained 91.8% accuracy [9]. Dawud 

et al. developed a brain hemorrhage detection from MRIs. The authors extracted features with 

the Alexnet model and the extracted features are applied to the SVM classifier. The 

classification accuracy of the method was found to be 93.48% [10]. Bahadure et al. applied the 

properties they obtained with the neuro-fuzzy inference system to the CNN and Genetic 

Algorithm [11]. Sajjad et al. proposed a detection system to obtain tumorous MRI slices. Firstly 

the tumor region was selected by segmentation from MRIs. Then, the classification process was 

carried out with the CNN model. Classification success was achieved as 94.58% [12]. Tajik et 

al. proposed a hybrid system in his study. The MRIs were classified by using genetic algorithm 

and GLCM features with K-Nearest Neighbor classifier. The performance of the hybrid system 

is calculated as 96.67% [13]. Toğaçar et al. proposed a new unified convolutional neural 

network (CNN) model. The features obtained by AlexNet and VGG-16 transfer learning models 

were applied to the recursive feature removal (RFE) algorithm and the new features obtained 

are classified with SVM. The success rate obtained in this study is 96.77% [14]. Ari et al. used 

extreme learning machine local receptive algorithm and alexnet model to classify tumorous 

area from MRI. The authors achieved 97.18% success with ELM-LRF and 96.91% success with 

AlexNet [15]. 

In the studies suggested in the literature, feature extraction with transfer learning and tumor 

MRI classification, classification of features from machine learning and deep learning 

architecture, and classification methods by reducing features are presented. These studies were 

generally validated with a single data set. Unlike other studies, the feature vectors obtained with 

the Alexnet transfer learning model were classified by SVM method in 3 different data sets in 

this study. The data set of the study was obtained using Rembrandt [16], Rider Neuro MR [17] 

and Brain Tumor Progression [18, 19]. The data set of the study was created with 1800 axial 

healthy MRI slices from 170 patients from these data sets. Performance analysis was performed 
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to obtain the most successful model in determining tumor and non-tumor MRI slices with this 

data set. In the training of the models, two different data sets were combined and 1200 images 

were obtained and verified by cross-validation method. The third data set was used for testing. 

Thus, a robust method that can work under different conditions has been obtained. It was 

determined as the system in which Alexnet, Relieff and SVM are used together. In this 

classification system, which was created by integrating Relieff feature selection algorithm into 

Alexnet and SVM models, the test success rate was 97.55%; classification time was obtained 

as 0.3045 seconds. 

The contributions of the study can be listed below. 

 The high success rate obtained by using 3 different data sets together shows that the 

proposed method can work successfully on data sets with different characteristics. Thus, 

a more robust system assistant for experts was obtained.  

 The proposed method can help experts reduce their busy schedule and assist them in 

identifying tumors that might be overlooked at early diagnosis. 

 The accuracy of SVM classifier is increased and a more effective system is achieved by 

ensuring its performance with the Relieff feature optimization. 

Figure 1. Flow diagram of the proposed model. 

 

2. MATERIAL AND METHODS 

The data set containing MR images is first converted into a format and size suitable for network 

structures. Firstly, MR images in DICOM format were converted to JPEG format. Then, each 

MR image slice was resized to 256x256. Images in the data set have 3-dimensional depth in 

RGB format. Then, the new format and size images obtained were used as input data in the 
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Alexnet model. The Alexnet transfer learning algorithm was used to extract the features in the 

image to determine the tumors in the MRI slices proposed in the study. Relieff algorithm was 

used for optimization of the properties obtained by transfer learning. The features reduced by 

this algorithm are classified with SVM classifier and MRI slices with tumors are detected. The 

flow chart of the study is given in Fig. 1.  

2.1 Alexnet Transfer Learning Model 

Deep learning is a machine learning technique that is inspired by the human brain that has the 

ability to analyze, observe, make decisions for complex problems and process them in a short 

time. It has taken its place in academic studies as an application that can extract features with 

or without supervision, can perform operations such as transformation and classification by 

using large amounts of data and is frequently used in today's technology.  

AlexNet is the first large-scale deep network capable of image classification. This architecture 

is generally one of those architectures that move away from stacking convolution and pooling 

layers on top of each other in a consecutive structure. This is because stacking all layers and 

adding multiple filters costs a calculation and memory and increases the possibility of 

memorization. Alexnet has used modules connected in parallel to overcome this situation [20]. 

Network architecture of AlexNet is given in Fig. 2. 

 

Figure 2. AlexNet Architecture 

 

The Alexnet architecture is previously trained with millions of images and has the ability to 

classify in 100 object categories. Before the softmax layer, the network operation was 

interrupted and it was used to extract the properties of the images of brain MRIs. 

2.2 Relieff Feature Selection Algorithm 

Feature selection is a subset of features belonging to a class and obtained by feature extraction 

models. The relieff feature selection algorithm, with filter type feature selection, gives the best 

result in estimating the feature significance for models that use double distances between 

observations to predict the response, directing the distance [21]. 
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When X input vector is applied to the algorithm that iterates, vectors with the least Euclidean 

distance from a class to Xa are obtained. The nearest samples of the same class (nHa and nMa) 

are obtained and the weight vector is updated with Equation 1 and iteration is continued. 

𝑊𝑎 = 𝑊𝑎 − (𝑋𝑎 − 𝑛𝐻𝑎)2 + (𝑋𝑎 − 𝑛𝑀𝑎)2 

 

(1) 

 
The weight of a particular feature at the end of each iteration decreases if it differs more than 

close samples of the same class, or vice versa with Equation 1. When the iterations are over, 

properties that are greater than a certain threshold value are selected [22]. 

2.3 SVM Classifier 

SVM classifier is very successful and one of the most used methods in classification problems. 

The algorithm works by separating points on the plane by certain boundary lines. Basically the 

point in a plane is given as in Equation 2. 

𝐷 = {(𝑥𝑖, 𝑐𝑖) | 𝑥𝑖 ∈ 𝑅𝑝, 𝑐𝑖 ∈ {−1,1}} ,𝑖=1
𝑛  (2) 

In Equation 2, ci refers to the class labels. These values can be either -1 or +1. The training data 

D is consisted of n elements. It is any sample in n-dimensional space. Equation 2 is used for 

training SVM. 

𝒘𝒙 –  𝒃 =  𝟎 

 

(3) 

In Equation 3, w is the normal of the decision function, x is the points on this line, and b is the 

trend value. The aim here is to obtain w and b with the help of training data. This equation can 

also be thought of as the classical line equation ax + b. The distance between the two groups is 

b/|| w || expressed in the form. Then, the equations were obtained as a result of the operations 

that help to obtain the boundary common line between the lines by shifting them. SVMs are 

classifiers that do not have an estimate or information about the distribution and do not take 

parameters. In training sets, inputs and outputs are matched to obtain decision functions that 

will classify input data [23]. It is widely used in classification problems because of its lack of 

congruence problems, its ability to work with more than one independent variable, and its 

success in modeling complex boundaries. 

3. RESULTS AND DISCUSSIONS 

The data set of the study was obtained from Rembrandt [16], Rider Neuro [17] and Brain Tumor 

Progression (BTP) [18, 19] MRI data sets, which are used in the literature and whose reliability 

has been proven by scientific studies, which are in the National Institutes of Health (NIH) 

Cancer Imaging Archive (TCIA). Each of the images in the sets consists of axial region brain 

MRIs. Sets and their contents are as shown in Table 1. 
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Table 1. The data set of the study.  

Dataset Content 
Number of 

patients 

Number of Tumorous 

MRI Slice 

Number of without 

Tumorous MRI Slice 

Rembrandt MRI 130 300 300 

Brain Tumor Progression (BTP) MRI 20 310 290 

Rider Neuro MRI MRI 19 320 280 

 

Three different data sets were created in the study by separating the tumorous MRI slice and 

without tumorous MRI slice shown in Table 1 with the help of an expert. The data sets, which 

were formed as a double group, were divided into two different groups, healthy and tumor. 

 
Figure 3. Three different datasets and their contents. 

 

Three different data sets were used in the study, as shown in Figure 3. The first group consists 

of 50% healthy MRI data and 50% tumor MRI data of Remrandt and Rider Neuro MR data set. 

The second group consists of 51.6% healthy and 48.4% tumor MRI data of the BTP and Rider 

Neuro MR data set. The third group of Rembrandt and BTP data set consists of MRI data of 

49.2% healthy and 50.8% tumorous. In order to avoid the disadvantage of the unbalanced 

dataset, the dataset was organized by taking approximately equal numbers of normal and tumor 

images. 

3.1 Training Alexnet Transfer Learning Model  

Transfer learning architectures are generally used in classification and feature detection 

applications. It has two basic functions: convolution and pool. The convolution and the 

arrangement of the pool layers continue until high accuracy is achieved. In addition, some 

feature layers have feature maps. Learning different characteristics of the network. It is 

achieved by keeping the traceable parameters by sharing the weights in the feature maps among 

themselves. Deep learning architectures can learn almost all the acquired features. The Alexnet 

deep learning architecture used in the study was trained using three different data sets. 
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Feature vectors created by obtaining attributes belonging to healthy and tumor classes using 

Alexnet deep learning architecture. It was optimized with the Relieff feature selection algorithm 

and applied to the SVM classifier and MRI slices were classified as tumor or healthy. 

3.2 Evaluation of the Proposed Method 

In this study, Alexnet model is used as a transfer learning architecture. Three different data sets, 

Rembrandt, BTP and Rider Neuro MR, were used for training and testing. 600 pieces of MR 

images included in each data set were used for training and verification data in pairs for 

classification models. In the experimental sets, 960 MRIs were used for training the model and 

240 MRIs were used for validation. 240 MRI slice images not used in training and validation 

were used to test the proposed model. MRIs, whose attributes of healthy and tumor classes were 

obtained with the Alexnet transfer learning algorithm, were classified by SVM method as a 

classification process. The most successful network has been determined among 6 different 

classification algorithms.  

Experiments were conducted by creating training sets in binary combinations for Rembrandt, 

Brain Tumor Progression and Rıder Neuro MR data sets. Each data set created contains 1200 

axial region healthy and tumor brain images. The Alexnet transfer learning algorithm was 

optimized with the Relieff feature selection algorithm, and the success rates and test times were 

compared and the performance metrics of 3 datasets, average success of 3 models and average 

test times are given.  

In the experiments of the study, confusion matrixes obtained after testing the model trained 

with Rembrandt and Rider Neuro MRI data sets with 240 BTP data sets were given as the 

second data set. The classification performances of different transfer learning models are 

compared. According to the results, the most successful model was determined as the Alexnet 

(Relieff + SVM) model.  

According to the test results, the most successful model was determined as the Alexnet (Relieff 

+ SVM) model. Cross-validation accuracy and test accuracy of six different studies are given 

in Table 2. 

According to the complexity matrices obtained with the experimental results, performance 

analysis was made between 3 data set combinations and six different classification models. As 

a result of the analysis made. The hybrid model obtained by adding the Relieff feature selection 

algorithm to the Alexnet deep learning model, which was trained using the Rembrandt data set, 

was the most successful model. 
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Table 2. Verification values and test durations of experimental results obtained with Rembrandt, BTP 

and Rider Neuro MR data set. 

Dataset Model 
Hold-out 

Rate 

Cross-

validation 

Rate 

Test 

accuracy 

(%) 

Test 

performance 

(Seconds) 

Rembrandt 
Alexnet(SVM) 0.9590 0.9481 95.10% 0.3204 

Alexnet(Relieff+SVM) 0.9754 0.9757 98.40% 0.2851 

BTP 
Alexnet(SVM) 0.9486 0.9309 95.08% 0.5769 

Alexnet(Relieff+SVM) 0.9672 0.9599 96.72% 0.3145 

Rıder Neuro 
Alexnet(SVM) 0.9508 0.9563 96.72% 0.3219 

Alexnet(Relieff+SVM) 0.9672 0.9399 97.54% 0.3141 

Average of 

Performance 

Metrics 

Alexnet(SVM) 0.9528 0.9451 95.63% 0.4064 

Alexnet(Relieff+SVM) 0.9699 0.9585 97.55% 0.3045 

 

In addition, when the test times of the classification algorithms given in Table 2 are compared, 

the model obtained by optimizing Alexnet with Relieff, which is the study using the Rembrandt 

data set, was determined as the fastest model. The average accuracy of proposed method is 

obtained as 97.55%. The time taken for the test was obtained as 0.3045 seconds. 

In Figure 4, the variables obtained from the complexity matrix of the most successful model 

and their values are given. 

 

Figure 4. Performance metrics values derived from the complexity matrix of the most successful system. 

 

As given in Figure 4, especially when considering the commonly used F1 score to represent the 

classification achievements; The Alexnet and Relieff model has been demonstrated as the most 

successful model. Moreover, the performance rates of the variables of sensitivity, specificity, 

sensitivity and accuracy have very high values.  

3.3 Comparison with the State-of-the-Art Methods  

The proposed model and deep learning studies conducted in the literature and their success rates 

are given in Table 5. The CAD studies about detection of tumorous brain MRIs are expressed 
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that similar methods and datasets. The accuracy of proposed method is gathered similar to or 

better than other methods. 

Table 5. Studies in the literature and success rates. 

Studies Method  Database Accuracy 

Ari et al. [24] Morphological Analysis with kNN Rembrandt 87.52% 

Ghasemi et al. [25] Gradient Descent with KSVD Rembrandt 98.31% 

Amin et al. [26] Linear SVM Kernel Rider Neuro 90% 

Doğan et al. [27] Meta-Learner, kNN Rembrandt 96.93% 

Avarage accuracy 

of proposed method 

in 3 dataset 

Alexnet, Relieff and SVM. 

Rider Neuro, 

Rembranndt, 

BRP 

97.55% 

 

In similar studies using the datasets used in the study, Ghasmi et al using Rembrandt achieved 

98.31% success [25]. Amin et al achieved 90% success with linear SVM for the Rider Neuro 

data set [26]. 

Along with the experimental results; The hybrid system, in which the Alexnet deep learning 

model and the Relieff feature selection algorithm are used together, has been identified as the 

most successful model in terms of performance and speed in general. The average accuracy of 

the proposed method in the experiments performed was 97.55%. The time taken for the test was 

obtained as 0.3045 seconds. The ROC curve of the most successful system is given in Fig. 5. 

Figure 5. ROC curve of Alexnet (Relieff + SVM) system, which is the most successful model. 

The ROC Curve describes the relative differences between the sensitivity and precision of the 

detection system of the tumor brain MRI slice.  
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4. CONCLUSION 

In this study, an automated system for classifying brain cancer MRI slices using Magnetic 

Resonance Imaging (MRI) taken from 3 different datasets is presented. The test of the proposed 

method is done at the level of classifying SVM and the other dataset by optimizing the features 

from Alexnet transfer learning, which is trained with images taken from 2 different datasets, 

with the Relieff method. Accuracy, sensitivity, specificity, sensitivity and f1 score performance 

metrics are used to evaluate the proposed method. In the experiments, it was determined that 

feature optimization increases the success and shortens the working time. The proposed 

methodology can be used as a helpful tool for busy professionals to examine MRI slices with 

tumor detection only, rather than whole MRI slices. The results of the experiments reveal the 

superior performance of the proposed model compared to previous methods. This study will 

help to examine brain tumors accurately on MRI slices. 
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