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Abstract 

Deciding on the diagnosis of the disease is an important step for treating the patients. Also, the numerical value of 
blood tests, the personal information of patients, and most importantly, an expert opinion is necessary to diagnose 
a disease. With the development of technology, patient-related data are obtained both rapidly and in large sizes. 
Deep learning methods, which can produce meaningful results by processing the data in raw form, are beginning 
to give results that are close to human opinion nowadays. The present work is aimed to develop a system that will 
enable the diagnosis of anemia in general practice conditions due to the increasing number of patients and the 
intention of the hospitals, as well as the difficulties in reaching the expert medical consultant. The main 
contribution of this work is to make a diagnosis like a doctor with the data as the way the doctor uses it. The data 
set was obtained from the actual hospital environment and no intervention, such as increasing or decreasing the 
number of data, increasing or decreasing the number of attributes, reduction, integration, imputation, 
transformation, or discretization, has been made on the incoming patient data. The original hospital data are 
classified for the diagnosis of anemia types and the accuracy of 84,97% achieved by using a deep learning 
algorithm. 
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1. Introduction 

The most common blood disease in Turkey and the world is the anemia group [1]-[4]. According to the 
World Health Organization, anemia is a condition in which the numbers of red blood cells and, 
consequently, oxygen-carrying capacities are inadequate to meet the body's physiological needs [2]. 
Anemia is also defined as a decrease in the concentration of erythrocyte mass or blood hemoglobin and 
hematocrit. Normal hemoglobin and hematocrit values vary according to age and sex. If hemoglobin 
and hematocrit values are below the lower limit of normal values for that age and sex, then there is 
anemia. In the study conducted by Kiassebaum et al. using data and resources from the World Health 
Organization's study on the global burden of disease 2010; 189 countries, 2 genders, and 20 different 
age groups were examined, and the global anemia frequency was calculated as 32.9%. Most commonly, 
anemia is seen in children under the age of five and women. Iron deficiency anemia is the most common 
type of anemia [3]. Anemia affects the quality of life significantly. It is not only a disease but also a 
symptom that accompanies many diseases like cancer and kidney or liver failure. It can be very vital to 
treat it in many cases. To treat a patient, first, it is necessary to decide on the disease.  

Various methods have been developed to assist experts in making decisions. When diagnosing anemia 
types, information about the patient such as age, gender, symptoms, chronic diseases, and the results of 
the complete blood count analysis are also important factors together. In many methods recommended 
for the diagnosis of anemia, only a few of the results of complete blood count analysis are used instead 
of using whole results. The reason for this is, it is not desirable to increase the number of attributes in 
many classification methods. Attributes are defining each instance of the data set in different aspects. 
Especially in medical problems, there can be a lot of attributes and lots of missing values. In the deep 
learning method, it is not a problem being the high size of attributes or instances. Whereas data analysis 
with deep learning is giving more successful results than the classical methods with both raw and large-
sized data.  
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The method called deep learning is the name given to the deep neural network formed by adding many 
hidden layers to multilayer neural networks. Although it is not a new method, its use is becoming 
widespread and trendy nowadays. Deep learning algorithms have multi-input and multi-layered artificial 
neural network architecture. Deep neural networks’ weight values are updated continuously for ensuring 
good results. 

In this study, a multi-class probing solution was searched using deep learning architecture. It is aimed 
to develop a system that will enable the recognition of anemia in general practice conditions due to the 
increasing number of patients and the intention of the hospitals, as well as the difficulties in reaching 
the expert medical consultant. Running this system jointly with the tests required for diagnosing anemia 
in the primary health care services will help non-specialist personnel working in these health centers. 
At least based on this system, patients who need to be referred to the center can be selected faster and 
more accurately. 

An overview of the problem of diagnosing anemia has been given in here, Introduction. The rest of the 
paper is organized as follows: Previous studies have been reviewed in Related Works. The anemia data 
used in this study has been described in Material and Method. Also, answers are given to questions like 
“what is anemia?” and “how to diagnose anemia?”. Subsequently, methods used in the study are 
summarized and the architecture of the proposed deep learning system to diagnose anemia has been 
outlined. In Results, results of the models developed for this work are given and the evaluation has been 
made. Also, results are discussed. The motivation of this work and possible future works regarding this 
study has been given in Conclusion. 

2. Related Works 

Computer-aided decision-making and analysis is a widespread field in the medical area. A review of 
previous studies on the classification of anemia types was made, along with those conducted using 
similar methods but different data. One of the early studies about computer-aided anemia diagnosis is 
called PlanAlyzer. Beck et al., designed a computer-aided system for educational research in medical 
education. PlanAlyzer published in 1988 for diagnosis of heart disease [4] and anemia in 1989 [5] aimed 
to elucidate and criticize students' approach to diagnosing a widespread medical disorder. In a study 
published in 1993, Lyon et al. reported that this program was used for 7 years to teach the diagnosis of 
anemia and chest pain in cardiology and hematology departments of the Dartmouth School of Medicine 
after tests and assessments [6]. In 1960, Lipkin compared the data characteristics of hematological 
diseases and hospital data with the help of a digital computer. 49 patients and 20 diseases were selected, 
and hospital data were linked to the computer program. Differential diagnosis of hospital cases printed 
in written form [7]. In 1976, Engle and his colleagues introduced a computer program called HEME, 
which provided diagnostic analysis of hematological diseases to expert medical consultants. There are 
40 hematological diseases in the system. The designed system was a rule-based system, and the Bayesian 
method was used [8]. Various algorithms have been developed to assist the doctor in the diagnosis of 
iron deficiency anemia, and their performances are successful [9] – [14]. Yavuz et al. conducted a study 
for the diagnosis of iron deficiency anemia in women. The data set used in the study includes six 
attributes including RBC, HGB, HCT, MCV, MCH, MCHC, and two classes and does not contain any 
missing values. Classification using ANNs and artificial immune system (AIS) was compared with that 
of KNN and the regression tree Gini algorithm. The performance of classification with the Gini-based 
decision tree method trained by the artificial immune system was more successful than the classification 
performance of the KNN method and ANNs [14]. Sanap et al. devised a classification that measured the 
severity of anemia using complete blood count reports and the C4.5 decision tree and support vector 
machine algorithms with the WEKA data mining tool. They included the ten numerical attributes of age, 
white blood cell count (WBC), hemoglobin (HGB), red blood cell count (RBC), hematocrit (HCT), 
mean cellular volume (MCV), mean cellular hemoglobin (MCH), mean cellular hemoglobin 
concentration (MCHC), red cell distribution width (RDW) and platelet count (PLT) and four classes of 
anemia types: normocytic (anemia of chronic disease), microcytic (iron deficiency and thalassemia), 
macrocytic (Vitamin B12 and folate deficiency) and microcytic (renal anemia). The success rate of the 
C4.5 decision tree algorithm was 99.42%, which surpassed the support vector machines with a success 
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rate of 88.13% [15]. In the study conducted by Amin and Habib, the full blood count parameters of 
WBC, RBC, HGB, HCT, MCV, MCHC, PLT, neutrophils (NEUT), lymphocytes (LYMP), monocytes 
(MONO), eosinophils (EO), and basophils (BO) and interpretation values of age were used as the data 
input. The classes included chronic anemia, eosinophilia, microcytic hypochromic anemia, normocytic 
anemia, neutrophil leukocytosis, neutrophil, unknown findings, and high erythrocyte sedimentation rate 
(ESR). They used the J48 decision tree, multi-layered perceptron, and naive Bayes as classifiers and 
achieved success rates of 97.16%, 86.55%, and 70.28%, respectively [16]. Iron deficiency anemia and 
thalassemia are two types of microcytic anemia that are at risk of confusion [17]. In a research article, a 
differential diagnosis of microcytic anemia was made with discriminant analysis using a training set 
consisting of 200 beta-thalassemia cases, 65 alpha-thalassemia cases, 170 iron deficiency anemia cases, 
and 45 cases having both iron deficiency anemia and beta-thalassemia [18]. Jamei and Talarposhti 
developed an artificial neural network (ANN) model with pattern-based input selection for iron 
deficiency anemia and β-thalassemia carriage discrimination. This method consisted of the decision-
making ability of the ANNs combined with that of a human expert.  Using complete blood count results, 
they devised a coefficient rule base and determined the multilayer perceptron neural network’s input 
according to the calculated similarity. When compared with the performances of various authors using 
ANFIS, ANN, MLP, SVM, RBF, PNN, and KNN, their method was shown to have achieved the highest 
accuracy rate of 99.5% [19]. In 2015, Kishore et al. published a study by determining the age, gender, 
HGB, MCV, MCH, HCT values as input, and iron deficiency and Vitamin B12 deficiency as output. 
They have developed a threaded ID3 approach by examining ID3 and non-threaded ID3 decision tree 
algorithms as methods. With the 480 data, they tested the system with both threaded and non-threaded 
ID3 and Gini algorithms and reported that the method they found was usable [20]. Shaik and Subashini 
presented a fuzzy logic approach for anemia diagnosis. They have use HGB, HCT, MCV, MCHC, WBC, 
Reticulocyte, Total Iron Binding Capacity (TIBC), Serum iron, and HSWC (hyper segmented white 
cells) laboratory test results as input parameters. As output, they use six anemia types which are Aplastic, 
Sideroblastic, Megaloblastic, Chronic, Myelophthisic, and Iron deficiency anemias [21]. Dalvi and 
Vernekar have made a study to determine the most suitable method to classify Red Blood Cells for 
anemia diagnosis. They use five ensemble learning methods which are AdaBoost, bagging, stacking, 
voting, and Bayesian boosting, and four classifiers which are the k-nearest neighbor, naïve Bayes, 
decision tree, and artificial neural network [22]. Belginova et al present a rule-based approach to the 
diagnosis of iron deficiency anemia. They have made a decision support system for expert medical 
consultants which includes patient data like identification, social status, medical history, complaints or 
sensations, medical indicators, and statistical information on the disease. By using these data an expert 
can decide the disease more accurately [23]. Dimauro et al. have made a study to predict the Hemoglobin 
value of patients with a non-invasive device that can analyze the image of the conjunctival region. They 
have tested the KNN classifier on 113 persons and obtained good results [24]. Using the complete blood 
count parameters Hasani and Hanani classified four different diseases which are Iron deficiency anemia, 
alpha-thalassemia trait, beta-thalassemia trait, and healthy. In this study, the combination of J48 and 
Naïve Bayes methods was found to be the highest success [25]. Guncar et al used machine learning 
methods in the diagnosis of hematological diseases. The data they use consists of laboratory blood tests 
of patients in the hematology clinic. SVM, Naive Bayes, and Random Forest were used as machine 
learning algorithms. They used ROC analysis for performance evaluation. They declared that the 
random forest algorithm gave the most effective result [26]. Ayyıldız and Tuncer used machine learning 
techniques consisting of SVM and KNN for the differential diagnosis of iron deficiency anemia and 
beta-thalassemia. They used 7 attributes which are RBC indices as input. They used the NCA algorithm 
for feature selection. They stated that they are 97% successful using ROC analysis as performance 
evaluation [27].  

Deep learning methods also provide successful results in this respect. In a study published by 
Schmidhuber in 2015, deep learning methods, which have been popular in pattern recognition and 
machine learning in recent years, are examined and the history of shallow and deep architectures is 
explained [28]. Liu et al. explored deep learning architectures such as Auto Encoder, Convolutional 
Neural Network (CNN), Deep Belief Network, and Restricted Boltzmann Machines, and explained how 
they were used in speech recognition, pattern recognition, and computer vision areas, in their work [29]. 
Deep learning methods are often used in the analysis of medical images. In a study by Litjens et al 



Sakarya University Journal of Computer and Information Sciences 
 

Karagul Yildiz et. al 

230 
 

performed in 2017, studies in medical fields such as brain, eye, chest, skeleton, and pathology that use 
images in important tasks such as image classification, object recognition, and segmentation are 
surveyed [30]. Miotto et al proposed a method of non-consultant deep feature learning, modeling clinical 
prediction using electronic health records. They called their work the deep patient, and it contains raw 
data such as clinical notes, diagnosis, medications, and laboratory tests. Using this data, all the diseases 
that each patient has had over time are labeled. Thus, by reviewing the patients' past records, both 
diseases have been labeled and possible future diseases can be estimated [31]. Yu et al stated that they 
obtained higher accuracy in a shorter time by using a deep learning algorithm for white blood cell 
classification [32]. Xu et al made a study to diagnose sickle cell disease. They have developed a system 
to examine RBC (Red Blood Cell) images and used CNN (Convolutional Neural Networks) to classify 
RBC [33]. Kimura et al developed a deep-learning-based image analysis system to make a differential 
diagnosis of aplastic anemia and MDS. They divided the data set into 17 cell types and 97 abnormal 
morphological features. Then they created a CNN module to classify them. They used the ROC curve 
for performance measurement and the AUC (area under the curve) was found as 0.99 [34]. Alsheref and 
Gomaa conducted a study on blood disease prediction with machine learning methods. They developed 
a new data set consisting of 668 patients' blood tests, containing 28 parameters and 4 classes. They used 
the WEKA tool for applying machine learning algorithms and found the highest result of 98.16% with 
the logit boost method [35]. Çil, Ayyıldız, and Tuncer have developed a decision support system to 
make a differential diagnosis of iron deficiency anemia and beta-thalassemia. They performed a 95.59% 
successful classification using logistic regression, KNN, SVM, ELM, and RELM algorithms. They used 
HGB, RBC, HCT, MCV, MCH, MCHC, and RDW parameters of 342 patients [36]. Varghese conducted 
a study highlighting the importance of machine learning methods in the classification of blood cells and 
blood diseases. Varghese analyzed lots of articles and claims that CNN and SVM methods give high 
success results [37]. Alzubaidi et al conducted a study to diagnose sickle cell anemia by classifying RBC 
shapes. They recognized RBCs as 3 classes as normal, sickle cell, and other blood content. In their study, 
they proposed 3 different deep learning models. They used transfer learning and data augmentation since 
there was no training data. They stated that their models made high accuracy classification [38]. 
Devunooru et al. conducted a study for use in the diagnosis of brain tumors. They performed the 
segmentation process of my brain MRI images using deep learning methods and obtained successful 
results [39]. Göceri has conducted a study that will automate the classification of dermatological 
diseases. Within the scope of the study, he finds and identifies the lesioned areas on the skin from color 
digital photographs and classifies them [40]. Kılıçarslan et al. developed a deep learning-based hybrid 
method for the classification of nutritional anemia diseases. At the end of the classification process, the 
data were divided into 3 classes: HGB-anemia, nutritional anemia, and patients without anemia. They 
enriched the stacked autoencoder and CNN methods, deep learning algorithms, genetic algorithms, and 
successful results [41]. Yeruva et al., in their study, determined the type of deterioration of hemoglobin 
structure from the shapes of red blood cells using deep neural network methods. They classified it 
according to the shape of the cells as sickle cell, thalassemia, and normal. As a method, they compared 
the multilayer perceptron method with other machine learning methods and stated that they were 
successful [42]. Gupta et al. conducted a study that detected the presence of covid 19 pneumonia, a new 
disease that affects millions of people around the world. They determined whether the patient had covid 
19 from chest x-ray images with the deep convolution network method and said that they were 
successful [43]. Venugopalan et al. conducted a study to determine the stage of Alzheimer's disease. 
They emphasized the success of deep learning methods by comparing deep learning methods with other 
machine learning methods in identifying various regions of the brain on brain MRI images [44]. Atila 
et al. conducted a study that used deep learning architecture to classify diseases observed in the leaves 
of plants [45]. 

When these studies are examined, it is seen that studies are carried out to diagnose one or more general 
types of anemia like microcytic, normocytic, and macrocytic anemias in [15], [16] or thalassemia and 
iron deficiency anemia in [17], [18] and [19]. Although various research were carried out up to date, it 
has not been encountered that diagnosing 14 different anemia types related to study in the literature. 
Thus, in this study, a multi-class probing solution for diagnosing 14 different types of anemia which are 
described in WHO’s International Disease Classification (ICD) Codes were investigated by using deep 
learning architecture. Besides, in most of the works above, the attributes used are mostly limited to a 
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few blood parameters only. In this study, 30 different attributes that are used by the expert medical 
consultant to diagnose the diseases have been used. Also, the data used in this study are completely 
original and include age, gender, chronic diseases, and symptoms as well as blood parameters. 

3. Material and Method 

The present study, it is aimed to develop a system that will enable the recognition of anemia in general 
practice conditions due to the increasing number of patients and the intention of the hospitals, as well 
as the difficulties in reaching the expert medical consultant. For this purpose, real patient data and the 
advice of an expert medical consultant are needed. For the diagnosis of anemia, information like which 
feature is needed, which method should be followed to diagnose which disease has been determined 
with the expert medical consultant, and the necessary data required could only be obtained in this way 
from the ethics committee. Once ethical approval is obtained, data were transferred from a clinical 
database to the program interface shown in Figure 1.  

 

 
Figure 1. The Design of the Proposed System. 

 
As seen in Figure 1 real patient data was transferred from a database to the program interface. With the 
help of the interface, data are given to the deep learning environment to classify anemia types. The 
transactions made during this process do not involve any interference with the data. Only data stored in 
multiple tables in the database are combined into a single table. After the data were obtained and 
prepared with the help of the program interface, a deep learning model was developed for the 
classification process. To demonstrate, the diagram of the present study is shown in Figure 2. 

In this step, the training and the testing process were conducted for the deep learning method. Finally, 
the developed model was recorded and tested on new data and the performance was evaluated by 
accuracy, classification error, kappa, weighted mean recall and precision, absolute and relative errors, 
root means squared error (RMSE) and Receiver Operating Characteristic (ROC) analysis method. The 
flowchart diagram of the entire study is shown in Figure 2.  

3.1 Dataset Definition 

The data used in the present study are actual patient data obtained from the Duzce University Research 
and Practice Hospital with permission from the ethics committee. To obtain the approval of the ethics 
committee, every detail had to be determined. Therefore, all the attributes of the data were to be 
announced to the committee. So, it has not been needed for any pre-processing other than digitizing data 
and no intervention was required. Since there was no process for changing the content and quality of the 
data, in the present study a completely original dataset was used in which not even any numerical 
intervention was made. The data obtained by the approval of the ethics committee includes 34 attributes. 
Three of which are located in the raw dataset and which enable us to organize our data are not used as 
attributes. These are archive number, accept number, and approval date. Archive number is a unique 
attribute to define the patient in the hospital records. By the accept number and the approval date of the 
patient, it can be reached that how often the same patient applies to the clinic. These data are not included 
in the dataset. All the attributes used in the dataset are shown in detail in Table 1. 

Database

Interface

Classifier
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Figure 2. The Flow Chart of the Whole Study. 

 
Information such as age, gender, presence of symptoms, and chronic diseases of the patients are 
attributes that play an important role in determining the type of anemia. Other Information contains the 
medical history of the patient. Bilirubin values in blood analysis are used to assess liver and gall bladder 
functions. C Reactive Protein (CRP) provides information about the presence of inflammation in the 
body. Iron value in the blood is used in the evaluation of all kinds of anemia, iron deficiency, and iron 
poisoning. Ferritin value is used in the diagnosis of iron deficiency anemia, chronic disease anemia, and 
thalassemia. It is also important for following iron loading treatment. Folate means folic acid value in 
the blood and is used in the evaluation of megaloblastic and macroscopic anemia. Also, it is used to 
observe the treatment of folate deficiency anemia. Hematocrit (HCT) value shows the amount of 
hemoglobin and erythrocytes existence in the blood. Hemoglobin (HGB) value shows the total amount 
of hemoglobin existence in blood. It is the first value to investigate in complete blood count parameters 
that indicate anemia. Creatinine value in the blood is used in the evaluation of kidney functions. Lactate 
dehydrogenase (LDH) is an enzyme that helps the body produce energy and is released into the 
bloodstream in situations such as sickness and injury in that cells are damaged. Thus, the value of the 
LDH in the blood increases. It is an important parameter for the detection of hemolytic anemia from 
anemia types. Mean Cell Hemoglobin (MCH) shows the total amount of hemoglobin in erythrocytes. 
Mean Cell Hemoglobin Concentration (MCHC) is the percentage of hemoglobin concentration in 
erythrocytes. Mean Corpuscular Volume (MCV) is the average size of red blood cells carrying oxygen. 
NEUT# value is the number of neutrophils in the blood. NEUT% value is the percentage of neutrophils 
in the blood. Procalcitonin (PCT) is a hemogram parameter that indicates the percentage of 
thrombocytes in the blood. Platelet Dispersion Width (PDW) is another hemogram parameter that shows 
the distribution range of the sizes of thrombocytes. The lower value of PDW means that the sizes of the 
platelets are very similar, and the higher value of PDW means that the sizes of the platelets are very 
different in size from each other. PLT value is the number of platelets that allow blood to clot. Red 
Blood Cell (RBC) is the amount of erythrocytes presence in red blood cells. Red cell Distribution Width 
(RDW) shows the distribution width of erythrocytes in the blood. Total iron-binding capacity (TIBC) 
and unbound iron-binding capacity (UIBC) are also important parameters to diagnose anemia types. 
Vitamin B12 is an essential vitamin for hematopoiesis and normal neuronal functions. In case of a lack 
of Vitamin B12, Vitamin B12 deficiency anemia may be considered. The White blood cell (WBC) value 
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is the number of leucocytes in the white blood cells which is responsible for the body's defense and 
immunity system [46]-[50]. 
 

Table 1 List of the Attributes in the Dataset 
Attribute Name Type Min. Max. Avg. 

Age Numeric 4 91 54,54 
Gender Polynomial - - - 

Chronic Disease Polynomial - - - 
Symptoms Polynomial - - - 

Other Information Polynomial - - - 
CRP (C Reactive Protein) Numeric 0 27,60 1,24 

D. Bilirubin (Direct Bilirubin) Numeric 0 2,45 0,22 
Iron Numeric 4 377 79 

Ferritin Numeric 0 899,40 111,76 
Folate Numeric 2,61 25,20 10,64 

HCT (Hematocrit) Numeric 11 64,50 35,48 
HGB (Hemoglobin) Numeric 3,80 22,90 11,79 

I. Bilirubin (Indirect bilirubin) Numeric -0,13 5,01 0,49 
Creatinine Numeric 0,23 8 0,92 

LDH (Lactate Dehydrogenase) Numeric 57 3685 227,63 
MCH (Mean Cell Hemoglobin) Numeric 13,99 45,20 27,54 

MCHC (Mean Cell Hemoglobin Concentration) Numeric 25,60 38,20 33,13 
MCV (Mean corpuscular volume) Numeric 49 126,60 82,87 

NEUT# (Neutrophils) Numeric 0 47,83 4,12 
NEUT% Numeric 0 95,20 57,77 

PCT Numeric 0 1015 1,10 
PDW Numeric 8,60 31,50 14,82 

PLT (Platelets) Numeric 2 1239 259,12 
RBC (Red Blood Cell) Numeric 1,24 8,84 4,33 

RDW (Red cell Distribution Width) Numeric 11,20 38,20 17,21 
T. Bilirubin (Total Bilirubin) Numeric -0,02 5,73 0,72 

TIBC (Total iron-binding capacity) Numeric 104 697 354,14 
UIBC (Unbound iron-binding capacity) Numeric -9 676 275,14 

Vitamin B-12 Numeric 30 1941 495,33 
WBC (White blood cell) Numeric 0,70 431,33 8,07 

Diagnosis Polynomial - - - 
 

There are 1477 data in the data set. The distribution of these data according to diagnosis is given in 
Table 2. As it is seen, in Duzce which is a province in Turkey's western Black Sea region, the distribution  

Table 2 Distribution of the Diagnoses in the Dataset 
ICD 10 Code Diagnosis Count Percentage 

D50 Iron deficiency anemia 468 31,69 % 
D64 Anemia 283 19,16 % 
D63 Anemia of chronic disease 241 16,32 % 
--- Other 132 8,94 % 

D46 Myelodysplastic Syndrome 127 8,60 % 
D56 Thalassemia 68 4,60 % 
D51 Vitamin B12 deficiency anemia 38 2,57 % 
D59 Hemolytic anemia 35 2,37 % 

D50-D51 Iron and vitamin B12 deficiency anemia 29 1,96 % 
D50-D51-D52 Iron, folate and vitamin B12 deficiency anemia 16 1,08 % 

D50-D52 Iron and folate deficiency anemia 13 0,88 % 
D51-D52 Folate and vitamin B12 deficiency anemia 12 0,81 % 

D52 Folate deficiency anemia 11 0,74 % 
D57 Carriage of thalassemia 4 0,27 % 

 Total 1477 100 % 
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of diseases associated with anemia is not regular and balanced. There are 977 female and 500 male 
patients in the data set. Women are known to have a high prevalence of anemia. These data also confirm 
the nature of this situation. Iron deficiency anemia, which constitutes 31,69 % of the dataset, is the most 
common type of anemia seen in the Duzce region. The least common disease is the thalassemia trait. 
However, it should be kept in mind that to obtain these data for use in our study, ICD codes are limited 
between D50 and D64.9, and attributes are limited to 34 different features. Therefore, the attributes 
needed to diagnose anemia-associated diseases were selected by the expert medical consultant’s 
recommendation. 

The anemia types listed here are the 14 most common types of anemia in the region of Duzce in Turkey 
where data are taken. As the data are taken from the hospital, all the patients in the dataset have at least 
one hematologic disorder. The “other” patient group does not consist of healthy individuals. For this 
reason, it is not considered a control group. Since they are suffering from other hematologic disorders 
outside the anemia group, the use of the “other” term was considered appropriate. In the last case, 
classification with 31 attributes including the diagnosis column shown in Table 2 was performed. 

3.2 Deep Learning Method 

Artificial neural networks are one of the most widely used classification methods in the literature. It is 
an artificial learning model designed by inspiring the nervous system in living things. The inspired 
nervous system consists of neurons and synaptic connections of neurons. When the mathematical model 
of a neuron is designed, the synaptic connections are represented by connection weights. Each neuron 
should have input connections, bias values, activity level, output connections, and an output value. 
Equation (1) shows the output connection of a neuron where 𝒂𝒂𝒊𝒊 indicates the input value, 𝒘𝒘𝒊𝒊 indicates 
the weight value of each input, and b indicates the bias value for the neuron. 

𝒇𝒇(𝒙𝒙) = 𝒇𝒇(�𝒘𝒘𝒊𝒊𝒂𝒂𝒊𝒊 + 𝒃𝒃
𝒊𝒊=𝟏𝟏

 (1) 

The output is created by making calculations in the equation for each input value to a neuron. The neuron 
value is reflected in the transfer function f (x) as the sum of the input signals multiplied by the weights. 
This output is passed through the activation function and transmitted to the next layer. The learning 
capacity of an artificial neuron is determined by arranging the weights of the chosen learning algorithm 
[51,52].  

The artificial neural network usually consists of an input layer, a hidden layer, and an exit layer. In deep 
networks, both the number of these layers and the number of neurons in the layers should be higher. The 
deep network used in this study is based on a multi-layer feed-forward neural network trained by 
stochastic gradient descent using a backpropagation algorithm. The proposed model includes an input 
layer containing 30 neurons, 5 hidden layers each containing 50 neurons, and an output layer containing 
14 neurons. The network structure of the proposed model is shown in Figure 3. 

 
Figure 3. The Basic Structure of the Proposed Model. 

 
The number of hidden layers can be very numerous. The activation functions and numbers of the neurons 
in the hidden layer are determined by the structure of the problem [53]. For this work, hyperbolic tangent 
function (tanh), rectifier linear unit, maxout, and exponential rectifier linear unit functions are selected 
as the activation functions. The hyperbolic tangent function is a version of scaled and shifted sigmoid 
function. Equation (2) shows the sigmoid function where x indicates inputs. 
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𝜹𝜹(𝒙𝒙) =
𝟏𝟏

𝟏𝟏 − 𝒆𝒆−𝒙𝒙
 (2) 

The rectifier linear unit function selects the maximum values of (0, x) where x is the input value. The 
maxout function selects the maximum coordinate of the input vector. The exponential rectifier linear 
unit function is the exponential version of the rectifier linear unit function. 

The network structure of the proposed method is seen in Figure 4. In the present study, 5 hidden layers 
are used, each of the hidden layers consists of 50 neurons inside.  

 

 
Figure 4. The Network Structure of the Proposed Method. 

 
Deep learning is a popular method in recent years because it gives successful results on big and raw data 
without pre-processing. With the development of technology, there is a lot of data both in terms of size 
and quality and it takes time to perform pre-processing or cleaning on these data. Classical methods 
often cause memory errors due to the size of the data and are not sufficient. In such situations, deep 
learning methods are preferred, which process data instantly and produce results, and thus use less 
memory. While deep learning is widely used in the areas of object recognition and image processing 
which are using big sizes of memory it is becoming increasingly common to use with numerical or 
polynomial data in the important scientific fields that affect human health, such as medicine. This study 
contributes to the advancement of the use of deep learning in medical areas. 

3.3 Evaluation 

For the present study, k-fold cross-validation method was used to evaluate the proposed method. In the 
k-fold cross-validation method, the dataset was divided into k different subsets. When a group is a test 
set, the remaining groups are used as training sets. In this way, all the combinations were tested so that 
each of the k data subsets is used as once a test set. As a result, a performance value was found by taking 
the average of each result.  

Receiver operating characteristic (ROC) analysis is used for performance measurement in this study. 
The ROC analysis is an effective method for measuring the performance of machine learning and data 
mining techniques [54]. ROC curve is used to evaluate the equilibrium between accuracy, sensitivity 
and specificity. Accuracy, sensitivity and specificity values are basically calculated as the formulas 
given in Equations (3), (4) and (5) respectively. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇)
 (3) 
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𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴 =  
𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
 (4) 

𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝐴𝐴 =  
𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
 (5) 

Expressions which are used in the formulas (3), (4), and (5) are given below: 

TP (True Positive): Number of the instances where the predicted value is positive, and the real value is 
positive. 

TN (True Negative): Number of the instances where the predicted value is negative, and the real value 
is negative. 

FP (False Positive): Number of the instances where the predicted value is positive, and the real value is 
negative. 

FN (False Negative): Number of the instances where the predicted value is negative, and the actual value 
is positive.  

The ROC curve of the presented method used in the present study is shown in the Figure 5. 

Figure 5. The ROC Curve of the Presented Method. 
 

The area under the ROC curve is an important parameter to measure the success of classification 
methods. The closer this value, which defines as AUC -Area under the curve, to 1, the more accurate 
the prediction has been made. For the success of the classification to be acceptable, it is desired to form 
a curve in the upper left part of the red line in the graph shown in Figure 5. Otherwise, the classification 
is considered unsuccessful. If the AUC value is 1, all classes are correctly estimated. If the AUC value 
is 0, it means that no class is correctly predicted [54]. 

The model also evaluated by accuracy, classification error, kappa, weighted mean recall and precision, 
absolute and relative errors, root means squared error methods. Accuracy is the percentage of correctly 
predicted data. Classification error is te percentage of the data that predicted incorrectly. Kappa statistics 
is calculated as the Equation (6): 

ĸ =  
𝑇𝑇(𝐴𝐴) − 𝑇𝑇(𝐴𝐴)

1 − 𝑇𝑇(𝐴𝐴)
 (6) 

Here, P(a) represents correctly predicted data, while P(r) represents correctly predicted data by chance. 
If ĸ is 1, it means that the data was predicted completely correctly, while ĸ is 0 means that the data was 
predicted correctly by pure chance. The precision is the rate at which the predicted positive class is 
actually positive. The recall is the ratio of correctly predicted true positives [55]. The absolute and 
relative errors and root mean squared error (RMSE) are also significant methods used in performance 
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measurements. In the present study, performance evaluation is made with the methods mentioned above 
and the results are given in the next section with Tables 6-8. 

4. Results and Discussion 

In the presented study, a system that can diagnose anemia like an expert medical consultant is designed. 
For this purpose, the deep learning method is tested with the original dataset including real patient data. 
The data used in the present study are original patient data obtained from the Research and Practice 
Hospital of Duzce University with permission taken from the ethics committee of the hospital. The 
attributes used are shown in Table 1. The information about how often the same patient applies to the 
clinic is reached by using the date of approval, the archive, and the acceptance numbers of patients, 
which are not included as attributes. Also, information such as age, gender, symptoms, and other chronic 
diseases of the patients are attributes that play an important role in determining the type of anemia. Other 
attributes in Table 1 are obtained from laboratory test results of complete blood count. Diagnosis 
decision is made by the expert medical consultant. To determine the presence of anemia, firstly the 
hemoglobin (HGB) value is examined. If HGB is less than 13 g / dL for men and 12 g / dL for women, 
then there is anemia. In the next step, the Mean Corpuscular Volume (MCV) value is examined. Anemia 
can be macrocytic if MCV is greater than 100, normocytic if MCV is between 80 and 100, or microcytic 
if MCV is less than 80. After identifying the first phase the expert may require further investigation and 
advanced tests for a definite diagnosis. For example, if the iron value is low and creatinine value is 
normal, iron deficiency anemia can be considered as the diagnosis. If creatinine value is also low, then 
anemia of chronic disease can be considered as the diagnosis. Detailed types or causes of anemia are 
shown in Figure 6. 

Figure 6. The Classification of Anemia According to the Erythrocyte Morphology [50]. 
 

The present study aimed to diagnose 14 different types of hematological disorders, most of which are 
anemia groups. The diseases and ICD-10 codes are seen in Table 2. The total numbers of attributes are 
31, the total numbers of instances in the data set are 1477 and the total classes are 14. When the data is 
classified by using the deep learning algorithm, the results shown in Table 3 are obtained.  

As seen in Table 3, the highest accuracy and minimum classification error achieved by using 10-fold 
cross-validation with the deep learning algorithm. In the cross-fold validation method, the data set is 
divided into k different subsets. When a subset is a test set, the remaining k-1 subsets are set as a training 
set. In this way, all the combinations are tested so that each of the k subsets is once a test set, and as a 
result, a performance value is found by taking the average of each result. Also, the ROC analysis method 
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was used for performance measurement. The ROC curve of the proposed method is seen in Figure 5. 
Table 4 and Table 5 show the confusion matrixes of the proposed method. 

Table 3. Performance of the proposed method. 
Deep Learning Accuracy Error 

Split validation (0,7) 81,00 % 19,00 % 
Cross-validation (5-fold) 83,07 % 16,93 % 
Cross-validation (7-fold) 83,28 % 16,72 % 

Cross-validation (10-fold) 84,97 % 15,03 % 
Cross-validation (12-fold) 84,29 % 15,71 % 
Cross-validation (15-fold) 84,50 % 15,50 % 

 
Table 4. Confusion matrix of 14 classes (Split Validation). 

 True 
Pred. Ane. IDA CoT F-B12-

DA ACD B12-DA Other I-F-DA MDS I-B12-
DA HA I-F-B12-

DA FDA Thal. class 
prec. 

Ane. 60 13 0 1 7 3 1 1 0 0 2 0 1 1 66.6 
IDA 14 121 1 0 3 0 1 1 0 2 0 1 1 3 81.7 
CoT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 

F-B12-DA 0 0 0 3 0 0 0 0 0 0 0 0 0 0 100 
ACD 6 2 0 0 58 0 1 0 0 0 1 0 0 1 84.0 

B12-DA 1 2 0 0 0 7 0 0 0 0 2 0 0 0 58.3 
Other 3 0 0 0 4 1 37 0 0 0 0 0 0 0 82.2 

I-F-DA 0 0 0 0 0 0 0 2 0 0 0 0 0 0 100 
MDS 0 0 0 0 0 0 0 0 38 0 0 0 0 0 100 

I-B12-DA 0 0 0 0 0 0 0 0 0 7 0 0 0 0 100 
HA 0 0 0 0 0 0 0 0 0 0 5 0 0 0 100 

I-F-B12-DA 0 0 0 0 0 0 0 0 0 0 0 4 0 0 100 
FDA 1 0 0 0 0 0 0 0 0 0 0 0 1 0 50.0 
Thal. 0 2 0 0 0 0 0 0 0 0 0 0 0 15 88.2 

class recall 70.5 86.4 0.0 75.0 80.5 63.6 92.5 50.0 100 77.7 50.0 80.0 33.3 75.0  
Abbreviations: IDA - Iron deficiency anemia, Ane. - Anemia, ACD - Anemia of chronic disease, Other - Other, MDS - Myelodysplastic 
Syndrome, Thal. - Thalassemia, B12DA - Vitamin B12 deficiency anemia, HA - Hemolytic anemia, I-B12-DA - Iron and vitamin B12 
deficiency anemia, I-F-B12-DA - Iron, folate, and vitamin B12 deficiency anemia, I-F-DA - Iron and folate deficiency anemia, F-B12-DA - 
Folate and vitamin B12 deficiency anemia, FDA - Folate deficiency anemia, CoT - Carriage of thalassemia. 
 
As seen in Table 4, MDS is the best-predicted class with a 100% accuracy rate, and CoT is found as the 
worst predicted class with a 0% accuracy rate. The average accuracy rate is 81% for split validation. 
And as seen in Table 5, again MDS is the best-predicted class with a 98,43% accuracy rate and FDA is 
found as the worst predicted class with a 0% accuracy rate. The average accuracy rate for 10-fold cross-
validation is 84,97%. 

Table 5. Confusion matrix of 14 classes (10-fold cross-validation). 
 True 

Pred. Ane. IDA CoT F-B12-
DA ACD B12-DA Other I-F-DA MDS I-B12-

DA HA I-F-B12-
DA FDA Thal. class 

prec. 
Ane. 215 28 0 2 20 5 12 2 1 3 2 1 3 3 72.3 
IDA 42 430 1 1 12 8 3 2 1 9 1 1 2 3 83.3 
CoT 0 0 3 0 0 0 0 0 0 0 0 0 0 0 100 

F-B12-DA 0 0 0 7 0 0 0 0 0 0 0 0 0 0 100 
ACD 17 4 0 1 206 1 4 0 0 0 1 0 0 0 88.0 

B12-DA 1 2 0 0 0 22 0 0 0 1 0 0 0 0 84.6 
Other 6 2 0 1 0 2 112 0 0 0 1 0 1 0 89.6 

I-F-DA 0 0 0 0 0 0 0 9 0 0 0 0 0 0 100 
MDS 0 2 0 0 2 0 1 0 125 0 0 0 1 0 95.4 

I-B12-DA 0 0 0 0 0 0 0 0 0 16 0 0 0 0 100 
HA 0 0 0 0 0 0 0 0 0 0 30 0 0 0 100 

I-F-B12-DA 0 0 0 0 0 0 0 0 0 0 0 14 0 0 100 
FDA 1 0 0 0 0 0 0 0 0 0 0 0 4 0 80.0 
Thal. 1 0 0 0 1 0 0 0 0 0 0 0 0 62 96.8 

class recall 75.9 91.8 75.0 58.3 85.4 57.8 84.8 69.2 98.4 55.1 85.7 87.5 36.3 91.1  

Table 6 shows the success rates obtained by using the Tanh, Rectifier, Maxout, and ExpRectifier 
activation functions after 50 epochs. 
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Table 6. Success rates of the method after 50 epochs. 
50 epochs Tanh Rectifier Maxout ExpRectifier 

Accuracy (%) 81,38 78,61 75,70 81,04 
Classification error (%) 18,62 21,39 24,30 18,96 

Kappa 0,768 0,734 0,697 0,765 
Recall (%) 66,48 58,74 54,82 65,89 

Precision (%) 71,90 62,96 60,45 70,69 
Absolute error 0,195 0,221 0,254 0,195 

Relative error (%) 19,54 22,07 25,38 19,46 
RMSE 0,413 0,446 0,479 0,413 

 
Table 7 shows the success rates obtained by using the Tanh, Rectifier, Maxout, and ExpRectifier 
activation functions after 100 epochs. 

Table 7. Success rates of the method after 100 epochs. 
100 epochs Tanh Rectifier Maxout ExpRectifier 

Accuracy (%) 84,63 78,33 75,84 81,18 
Classification error (%) 15,37 21,67 24,16 18,82 

Kappa 0,809 0,730 0,699 0,767 
Recall (%) 70,87 60,77 57,51 66,47 

Precision (%) 76,62 66,54 62,71 71,72 
Absolute error 0,165 0,227 0,249 0,200 

Relative error (%) 16,50 22,72 24,86 19,96 
RMSE 0,380 0,444 0,469 0,422 

 
Table 8 shows the success rates obtained by using the Tanh, Rectifier, Maxout, and ExpRectifier 
activation functions after 150 epochs. 

Table 8. Success rates of the method after 150 epochs. 
150 epochs Tanh Rectifier Maxout ExpRectifier 

Accuracy (%) 82,80 80,10 75,09 81,51 
Classification error (%) 17,20 19,90 24,91 18,49 

Kappa 0,787 0,753 0,689 0,769 
Recall (%) 71,25 65,13 54,30 66,07 

Precision (%) 76,48 69,70 60,23 73,40 
Absolute error 0,175 0,206 0,254 0,194 

Relative error (%) 17,49 20,60 25,43 19,36 
RMSE 0,395 0,425 0,478 0,414 

 
As seen in the tables above, the highest success was obtained with the tanh activation function. In 
addition, another parameter that affects success is the epoch number. Since it is understood from the 
tables that increasing the number of epochs does not increase the success, on the contrary, it decreases 
the success. From all reasons above, it was understood that the most suitable parameters for the data 
used in this study were 100 epochs with the tanh activation function. 

When the studies in the literature are analyzed, it is seen that there is no study diagnosed for 14 different 
types of anemia using deep learning methods. Yavuz et al [14] conducted a study on iron deficiency 
anemia in women. In their study, they decided whether there was iron deficiency using 6 attributes. 
Although it has a high success rate, only a single disease was diagnosed. In our study, it is a strong 
aspect that classes are more, and the method used is up to date. Yu et al [32] classified white blood cells 
using deep learning methods in their study. Xu et al [33], on the other hand, classified the red blood 
cells using deep learning methods. High successes have also been achieved in the mentioned studies. 
Although the data used are different from our study in terms of being images. Besides that, their studies 
are similar to our study because they both diagnose blood diseases, and the methods they use are deep 
learning methods. Hasani and Hanani [25] used complete blood count parameters similar to our study 
and they have obtained successful results. In this study, iron deficiency and alpha and beta-thalassemia 
traits were diagnosed. In our study, 14 different anemia diagnoses were made. Besides, the data we use 
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include data such as the patient's age, gender, and other chronic diseases, as well as complete blood 
count parameters. These data were included in the study because they are the data affecting the doctor's 
decision for diagnosis. In this respect, our study stands in a different place from other studies.  

In the present study, a deep learning-based system was developed to diagnose 14 different types of 
anemia. The data set was obtained from the actual hospital environment and no intervention, such as 
increasing or decreasing the number of data, increasing, or decreasing the number of attributes, 
reduction, integration, imputation, transformation, or discretization, has been made on the incoming 
patient data. Therefore, since there is no process to change the content and quality of the data, an original 
dataset is used in this work which is not made any intervention numerically. In addition, the use of real 
patient data makes this study important. When the dataset is obtained, the data are classified with the 
deep learning method at the next stage. The deep learning method which is quite popular in the literature 
has been implemented and significant results have been found. The 10-fold cross-validation method was 
used during classification. In this method, the data set is divided into 10 different subsets. When a group 
is a test set, the remaining 9 groups are set as a training set. In this way, all the combinations are tested 
so that each of the 10 subsets is once a test set, and as a result, an impressive performance value is found 
by taking the average of each result.  

ROC analysis method was used for performance measurement besides accuracy, classification error, 
kappa, weighted mean recall and precision, absolute and relative errors, root means squared error 
methods. An impressive success rate was obtained, as seen in the performance evaluation. It is 
reasonable that this success will increase when data cleaning and pre-processing are made. In future 
work, we aim to increase success by using different algorithms of deep learning methods. Also, it is 
aimed to make various hybrid methods by making additions to these algorithms or using different 
machine learning methods together, thus, to increase the success ratio. Moreover, by expanding the 
dataset, hematological diseases other than anemia could also be included in these studies. 

5. Conclusion  

Anemia is a very common disease affecting the quality of life and with the appropriate treatment, the 
standard of living of the patient will improve. It is obvious that the first step in the treatment is the 
correct diagnosis. In the present study, the 14 different types of anemia most encountered in Duzce 
Province were classified by the deep learning method. One of the very important points of this study is, 
this is the first time with this data and this method is used together. No comparison was made with 
previous studies because the data used for this study is completely original and with this data, no method 
has been tried before. Therefore, we believe that any comparison with other studies will not be ethical. 
For those who want to work in different ways, data can be shared with another permission of the ethics 
committee which has not been appealed yet.  

The strength of the present study was 14 different anemia types are diagnosed like a doctor by the deep 
learning algorithm. The limitation of this study is that the entire dataset consists of data from individuals 
with hematologic diseases. In addition, anemia is also a symptom that can accompany many other 
diseases at the same time. Despite this limitation, it is obvious that the classifier performances obtained 
are acceptable. This study contributes positively to the literature. Our results showed that it is possible 
to diagnose like a doctor with the raw data by using the presented method.  

Furthermore, in order to improve success, future works should focus on combining different methods 
and on developing new hybrid methods. Moreover, by expanding the dataset, hematological diseases 
other than anemia could also be included in our studies. 
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