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Abstract 

 

Today, with the development of technology, environmental destruction is increasing day by day. For 

this reason, it is inevitable to take different measures to prevent the damage caused by environmental 

destruction. It is possible to prevent environmental damage by identifying the sounds that harm the 

environment and transferring them to the relevant units. In the study carried out, a data set of saw, rain, 

lightning, bark and broom sound data obtained from open access websites was created. Rain, barking 

and broom sounds in the data set were determined as the sounds that do not harm the environment, 

while saw and lightning were determined as the data set that harms the environment. The dataset was 

classified using VGG-13BN, ResNet-50 and DenseNet-121 deep learning architectures. When used, all 

three deep learning accuracy are due to over 95% study. Among these models, the VGG-13 BN model 

emerged as the most successful model with an accuracy rate of 99.72%. 
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1. Introduction 

Environmental sustainability is essential for a high quality of life and a sustainable life. For this reason, it 

is of great importance that any situation that may destroy the environment can be prevented before the 

destruction occurs [1]. In order to prevent this destruction, it is very important to keep the damage to a minimum 

by classifying the sound obtained from the action taken or to inform the relevant institutions before the 

destruction occurs. For this purpose, it is possible to reduce the damage caused by environmental sounds by 

using different methods. 

One of the methods used is the conversion of sound data obtained from the environment into spectrograms, 

which are a visual representation of the signal frequency spectrum, and classification using transfer learning 

[2, 3]. Spectrogram; is to calculate the frequency spectrum of an audio signal in each time slot and visually 

represent it on a time-frequency axis graphic, with the vertical axis frequency value and the horizontal axis 

time information [4]. The obtained signal is divided into certain parts and the spectrum of each part is processed 

to calculate. The sample image in Figure 1 is obtained by positioning these different spectra as vertical lines 

next to each other to create a two-dimensional image.  

With the spectrogram method, it is aimed to reduce the frequency structure of audio parts to a very simple 

structure. To summarize; spectrogram is a visual representation of sound [5,6]. 

 

 
Figure 1. Spectrogram showing frequency (Hz) and time (time) range 

 

One of the important usage areas of spectrogram transformation is artificial intelligence applications. When 

the academic studies on spectrogram transformation based on artificial intelligence are examined, the algorithm 

extracts the features in the image and the problem turns into a picture classification problem [7]. Thus, 
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successful results can be obtained without using a complex method. ResNet-50 algorithm is used in transfer 

learning [8]. As a result of the classification, an average of 90% success was achieved. Experimental results 

that have been tried on the prototype created data set show that the system can be used successfully in the task 

of classifying environmental sounds and preventing destruction. It can also be used in solving different 

problems in daily life by changing some components such as the data set in this proposed system. In addition, 

this system can perform at an equivalent level when compared to the advanced methods used in the literature. 

 

Sainath Adapa (2019) proposed a structure for environmental noise classification with a low number of 

data (less than 100 labeled data per class). He stated that in this structure, using transfer learning models 

together with the data augmentation method, higher performance is achieved compared to alternative 

approaches. He used this structure in Urban Voice recognition [9]. 

 

Muhammad Huzaifah (2017) proposed the visualization of an audio signal through various time-frequency 

representations such as Spectrograms, as these representations are a rich representation of the temporal and 

spectral structure of the original signal. To obtain such a representation, the waveform transforms, the constant 

Q transform, and the Mel measurements were compared and used two different datasets in CNN networks to 

evaluate their effects on classification performances [10]. 

 

Zhichao Zhang, Shugong Xu, Shan Cao, and Shunqing Zhang (2018) used convolutional and pooling layers 

to extract high-level feature representations from network architecture, spectrogram-like features. They 

observed the effects of network architectures on performance and feature distributions in different datasets 

[11]. 

 

Justin Salamon and Juan Pablo Bello (2016) argue that the success of deep convolutional neural networks 

in learning the distinctive features of spectral-temporal patterns makes these networks suitable for 

environmental sound classification. However, it has been argued that the relative scarcity of labeled data 

precludes exploitation of this family of high-capacity models. These studies have two contributions to the 

literature: first, a deep convolutional network architecture is proposed for environmental sound classification. 

Second, it is proposed to use voice data augmentation to overcome the problem of data scarcity [12]. 

 

Juncheng Li, Wei Dai, Florian Metze*, Shuhui Qu, and Samarjit Das (2017) conducted experiments on six 

different feature sets in their studies. These sets used Mel-frequency cepstral coefficients, binaural mel-

frequency cepstral coefficients, log mel-spectrum and two different temporal pooling features. Deep neural 

network models using large data sets surpass traditional models in performance and stated that they have the 

highest performance among all the methods studied [13]. 

 

A total of 713 voice data obtained from open access websites were used in the study. It is aimed to reduce 

the damage by classifying the environmental sounds with the use of deep learning methods in the created data 

set. It is aimed to reduce the damage by classifying the environmental sounds with the use of three different 

deep learning methods, the data set Resnet-50, DenseNet-121 and VGG-13 BN. Among the three different 

deep learning architectures used, VGG-13 BN was determined as the deep learning architecture that classifies 

sounds with 99.72% accuracy. 

 

2. Materials and Method 

 

2.1. Materials 

In the study, a data set created from environmental sounds found on open-source websites was used. There 

are 713 pieces of data in the data set. The dataset consists of 5 different classes: barking, chainsaw, thunder, 

rain and vacuum cleaner. The dataset was trained with transfer learning using VGG-13BN, ResNet-50 and 

DenseNet-121 architectures. The results obtained from the architectures were analyzed over the performance 

evaluation criteria of sharpness, f1 score, sensitivity and accuracy [14, 15]. It was tested using data not available 

in the post-analysis data set. The data set used in the study, deep learning algorithms and performance 

evaluation criteria are given in detail below. 

 

2.1.1. Data Set 

Each data that makes up the data set has been downloaded from various internet sites in the form of audio 

files with the extension "wav". Data with different extensions were taken as video clips from open source 

platforms on the internet and converted into audio data with wav extension. The data set consists of 5 classes: 

barking, chainsaw, thunder, rain and vacuum cleaner. Among these classes, the sounds of thunder, chainsaw 
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and rain were chosen as the sounds that could cause environmental destruction. Dog barking and vacuum 

cleaner are included as distinctive sounds. In the dataset, there are approximately 140 voice data belonging to 

each class. Audio data is converted into spectrograms, which are a visual representation of the frequency 

spectrum of the signal. With this transformation, audio data is transformed into images and classified. Of the 

140 data per class, 80% was used in training and the remaining 20% in testing. An example of a spectrogram 

is shown in Figure 2. 

 

 
Figure 2. Spectrogram image formed by preprocessing a sound data 

 

2.1.2 Deep Learning Architectures 

2.1.2.1. VGG 13 BN 

VGG-based deep learning methods are frequently used in many areas. One of these architectures, VGG 13 

BN architecture, was used in the study. The VGG-13 BN architecture consists of 13 layers (10 convolutional 

layers + 3 fully connected layers). In the VGG 13 BN architecture, stack normalization layers are used after 

the convolutional layers [16]. 224x224 images are used as input. In convolutional layers, 3x3 kernels are used. 

In the pooling layers, the shift value is 2 and the kernel size is 2x2 [17]. 

 

2.1.2.2. DenseNet-121 

One of the artificial intelligence methods used for images is the DenseNet-121 model. In the DenseNet-121 

model, traditional convolutional networks with the number of layers L have L connections, while the DenseNet 

architecture has as many connections as L(L+1)/2. For each layer, feature maps of previous layers are used as 

input, and its own feature maps are used as input for all subsequent layers [18, 19]. One of the important 

advantages of DenseNet architectures is that it reduces the gradient disappearance problem [20, 21].  

Thus, it significantly reduces the number of parameters by reusing the features while enhancing the feature 

dispersion. The DenseNet architecture is shown in Figure 3 [22]. DenseNet-121 architecture consists of 121 

layers [23].  

 

 
Figure 3. DenseNet Architecture [22] 

 

2.1.2.3. ResNet-50 

 

The third deep learning architecture used in the study is the Resnet-50 architecture. ResNet architecture has 

a high number of layers [24]. It is a deep learning architecture created to solve the problem of performance 

degradation in convolutional neural network architectures due to the large number of layers [25]. However, 

networks with a large number of layers achieve success as the depth increases, but after a while, they tend to 

decrease due to the disappearance of the gradients. To avoid this downward trend, ResNet architectures use 

hopping connections. By adding jump links, gradients can be easily moved from layer to layer. Thus, from the 

first layer, even the lowest layers can access the activations in the upper layers, so very deep networks can be 

trained with ResNet architectures [26].  
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2.1.3 Performance Evaluation Criteria 

Since the classification process was carried out using deep learning methods in the study, sharpness, 

accuracy, F1 score and sensitivity methods were used to evaluate the performance of the models. The results 

obtained according to the precision, accuracy, F1 score and sensitivity performance evaluation criteria of the 

models trained with deep learning architectures are evaluated on the complexity matrix and correct and 

incorrect predictions are obtained for each class. In Table 1, the complexity matrix structure is shown in tabular 

form [27].  

 

Table 1. Structure of the Complexity Matrix 

REAL VALUE 

ESTIMATED VALUE 

 POSITIVE NEGATIVE 

POSITIVE 
TRUE POSITIVE 

(TP) 

FALSE POSİTİVE 

(FP) 

NEGATIVE 
FALSE NEGATİVE 

(FN) 

TRUE NEGATİVE 

(TN) 

 

2.1.3.1 Precision  

Precision answers the question of how accurate the positive predictions are in its models. Equalized as 

defined at Eq. (1). 

 

Precision =   
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                (1) 

 

2.1.3.2 Sensivity 

Sensitivity answers the question of how accurately true positives are detected in classification models. It is 

expressed mathematically in Eq. (2). 

 

Sensitivity =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                (2) 

 

2.1.3.3 F1 Score 

The F1 score shows us the harmonic mean of the precision and sensitivity values. It is expressed mathematically 

in Eq. (3). 

 

F1 = 
2∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
                                                             (3) 

 

2.1.3.4 Accuracy 

Accuracy is used to measure the success of the model, but it is not sufficient by itself. It is expressed 

mathematically in Eq. (4). 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                                                                           (4) 

Mathematical expressions of the mean of accuracy, sensitivity [28-30], f1 score and precision [29-30] 

measurements calculated for each class when performing performance evaluations in multi-class problems 

(more than 2 classes) are given in Eqs. (5)-(8); 

 

Average Precision = 
∑

𝑇𝑃𝑖
𝑇𝑃𝑖+𝐹𝑃𝑖

 𝑁
𝑖=1

𝑁
                                               (5) 

 

Average Sensitivity =   
∑

𝑇𝑃𝑖
𝑇𝑃𝑖+𝐹𝑁𝑖

 𝑁
𝑖=1

𝑁
                                                            (6) 

 

Average F1 Score =  
∑

2∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑖
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑖

 𝑁
𝑖=1

𝑁
                                             (7) 

 

Average Accuracy = 
∑

𝑇𝑃𝑖+ 𝑇𝑁𝑖
𝑇𝑃𝑖+𝐹𝑃𝑖+𝑇𝑁𝑖𝐹𝑁𝑖

𝑁
𝑖=1

𝑁
                                                                                       (8) 
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2.2. Method 

 

Work flow diagram of the classification of environmental sounds with deep learning is given in Figure 4. 

In the first stage, a data set was created with the audio data found on open source websites. The data set consists 

of 5 classes. These classes are bark, thunder, rain, vacuum cleaner and chainsaw sound. There are 140 pieces 

of data for each class. As a preprocessing step, the audio data were converted into spectrograms and converted 

into images. Images were trained with DenseNet-121, ResNet-50 and VGG-13 BN deep learning algorithms. 

80% of the data in the data set was used for training and 20% for testing. A learning rate of 0.003 was used for 

each algorithm. Then, the test results of the algorithms were obtained by making predictions with the data that 

is not in the data set.  

 

 
Figure 4. Work flow diagram 

 

3. Research Findings 

 

In the study, three different models of sound data were trained using ResNet-50, DenseNet-121 and VGG-

13 BN deep learning models. After the training, the model was evaluated according to the performance 

evaluation criteria by examining the complexity matrices. After the evaluation, the models were tested using 

an image that was not in the data set for each class, and the following results were obtained. In Figure 5, the 

test and complexity matrix results of the ResNet-50 model are given. 
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Figure 5. ResNet-50 (a) test result, (b) complexity matrix 

 

When the complexity matrix is examined, 142 test data according to the ResNet-50 model are examined; He 

classified 32 of the 34 test data belonging to the Barking class as correct and 2 as incorrect (Chainsaw). It 

classified 24 of 25 test data belonging to Chainsaw class as correct and 1 as incorrect (Vacuum_Cleaner). It 

correctly classified all 28 test data belonging to the Rain class. It correctly classified all 25 test data belonging 

to the Thunder class. It correctly classified all 30 test data belonging to the Vacuum_Cleaner class. The 

performance evaluation criteria of the ResNet-50 model are shown in Table 2. 

 

Table 2. Performance Evaluation Criteria 

Precision Sensitivity F1 Score Accuracy Test 

0.98 0.976 0.975 0.9912 5/5 

 

When Table 2 is examined, it is seen that the ResNet-50 architecture has been successfully classified over 

97% according to all performance evaluation criteria. The test result (a) and complexity matrix (b) of the 

DenseNet-121 model are given in Figure 6. 

 

 

 
Figure 6. DenseNet-121 (a) test result, (b) complexity matrix 
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When the complexity matrix is examined, 142 test data according to the DenseNet-121 model are examined; 

He classified 31 of the 32 test data belonging to the Barking class as correct and 1 as incorrect (Chainsaw). It 

classified 25 of the 26 test data belonging to the Chainsaw class as correct and 1 as incorrect (Barking). It 

correctly classified all 28 test data belonging to the Rain class. It correctly classified all 25 test data belonging 

to the Thunder class. 

 

It correctly classified all 31 test data belonging to the Vacuum_Cleaner class. The performance evaluation 

criteria of the DenseNet-121 model are shown in Table 3. 

 

Table 3. Performance Evaluation Criteria. 

Precision Sensitivity F1 Score Accuracy Test 

0.9858 0.9858 0.9858 0.99438 2/5 

 

The test result (a) and complexity matrix (b) of the VGG-13 BN model are given in Figure 7. 

 
Figure 7. VGG-13 BN (a) test result, (b) complexity matrix 

 

When the complexity matrix is examined, 142 test data according to the VGG-13 BN model are examined; 

He classified 32 of the 33 test data belonging to the Barking class as correct and 1 as incorrect (Chainsaw). It 

correctly classified all 25 test data belonging to the Chainsaw class. It correctly classified all 28 test data 

belonging to the Rain class.  

It correctly classified all 25 test data belonging to the Thunder class. It correctly classified all 31 test data 

belonging to the Vacuum_Cleaner class. The performance evaluation criteria of the VGG -13 BN model are 

shown in Table 4. 

 

Table 4. Performance Evaluation Criteria. 

Precision Sensitivity F1 Score Accuracy Test 

0.9938 0.9922 0.9928 0.9972 5/5 

 

 

In Table 5, the results of the performance evaluation criteria of three different deep learning architectures 

used in the study are given. 

 

Table 5. ResNet-50, DenseNet-121 and VGG-13 BN Performance Evaluation Criteria 

 

 

When Table 5 is examined, it is seen that all three architectures have an accuracy rate of over 97%. Among 

these three architectures, according to the VGG 13 BN accuracy performance evaluation criterion, 

Model Precision Sensitivity F1 Score Accuracy Test 

ResNet-50 0.98 0.976 0.975 0.9912 5/5 

DenseNet-121 0.9858 0.9858 0.9858 0.99438 2/5 

VGG-13 BN 0.9938 0.9922 0.9928 0.9972 5/5 
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approximately 1.78% more successful performance was obtained compared to the ResNet-50 architecture and 

approximately 0.7% more successful than DenseNet-121. 

 

4. Result 

 

Today, the damages caused by environmental sounds have become more important with the advancement 

of technology. In the study carried out, five different environmental sounds were classified as Barking, 

Chainsaw, Rain, Thunder, VacuumCleaner with ResNet-50, DenseNet-121 and VGG-13 BN architectures.  

The results obtained from the architectures were evaluated according to four different performance evaluation 

criteria, and deep learning models were tested for each class by using an image that was not included in the 

data set. According to the performance evaluation criteria, the most successful model was found to be VGG-

13 BN with 99.38% acuity, 99.22% sensitivity, 99.72% accuracy and 99.28% F1 score. In addition, the images 

that are not in the data set were tested on the models and it was determined that the deep learning models 

predicted all the images correctly. The ResNet-50 model performs very close to the VGG-13 BN model when 

the performance evaluation criteria and test results are examined. Although the performance evaluation criteria 

scores of the ResNet-50 model are lower than DenseNet-121, it has been determined that it performs better 

when looking at the test results. Thus, it was determined that the ResNet-50 model had a better test result than 

the DenseNet-121 model. 

According to the results obtained from deep learning architectures in the study, it was seen that the best 

models that can be used in environmental sound detection are VGG 13-BN and ResNet-50. It is thought that 

performance can be increased with different deep learning architectures by using transfer learning on the data 

set used in further studies. In future academic studies, it is planned to increase the number of environmental 

sounds and to carry out different studies by using different deep learning architectures. 
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