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Classification of Exon and Intron Regions on DNA Sequences with
Hybrid Use of SBERT and ANFIS Approaches

Highlights
«» The effect of clustering approaches on cost reduction
Simplification of analysis of exon regions with statistical inferences obtained by repetition frequency of codes

Classification of the DNA structure that has fuzzy configurations, with the ANFIS structure, that is formed
by the combination of artificial neural networks and fuzzy inference system

< Impact of artificial intelligence approaches on the analysis of increasing genome sequences that have been
easily accessed in recent years
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Graphical Abstract

This study provides a molecular diagnosis to distinguish exon and intron DNA sequences. Symbolic DNA sequences
regarding exon and intron regions are given below.

Exon Region
AAACAAACTGAAGCGCTGAAGCAGCGGGTGCAG
AGGAAGCTGGAGCAGGTGTACTACTTCCTGGAG
CAGCAAGAGCATTTCTTTGTGGCCTCACTGGAG
GACGTGGGCCAGATGGTTGGGCAGATCAGGARy
GGCATATGACACCCGCGTATCCCAGGACATCEG

GAGGAACGGGATTATACCCAACA
CAGGGCCCTAAGCAGGGGGTTCCT

CCTGCTCGATGCGCTGATTGGGGAACTGGAG CUTTCCTTGTTGTCAGGACAGTGTAATTT
CAAGGAGTGCCAGTCAGAATGGGAACTICTG AGCQCCTCTTAATGCTAATGCTCAGGATTTTT
G TTCCCTATCTGATTTTTCTCCGTAG

A

Figure. Symbolic DNA sequences regarding exon and intron regions

Aim
Classification of exon and intron regions on DNA sequences.
Design & Methodology

In this study, the analysis of exon and intron regions in the DNA sequence was carried out with artificial
intelligence-based systems.

Originality

The clustering approach which is generally preferred for evaluations of textual data was used on DNA sequences.
This situation has reduced the computational cost.

Findings

As a solution to the increasing amount of data in the field of bioinformatics, an artificial intelligence-based structure
was built that offers low cost. Thus, it became easier to investigate situations related to genetics.

Conclusion

The exon and intron regions on the DNA structure were classified with an accuracy rate of 88.88%.

Declaration of Ethical Standards
The author(s) of this article declare that the materials and methods used in this study do not require ethical committee
permission and/or legal-special permission.
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ABSTRACT

clustered using pretrained models in the scope of the SBERT approach. In thsclu
Clustering approaches are used consecutively. The frequency of repetition@f ¢
selected from each cluster. The matrix is created using the frequencies of 64 di
matrix is given as input to the ANFIS structure. The %88.88 accuracy rate i
and intron DNA sequences. As a result of this study, a successful result wa

Bioinform is a modern interdisciplinary field that
includes the study of biology, computer science and
statistics sciences[1][2]. It obtains the relations and
dynamic interactions between biological elements or
events[1]. It offers rapid analysis and evaluation for
increased genome sequences that have become easily
accessible in recent years[3]. Gene prediction and

*Sorumlu Yazar (Corresponding Author)
e-posta : fatmaakalin@sakarya.edu.tr

n kilar. Bu ¢aligma sirasiyla NCBI ve Ensemble veri setlerinden elde edilen BCR-
6lgelerinin siniflandirilmasini saglamistir. Ardindan SBERT yaklasimi kapsaminda
NA dizilimleri kiimelenmigtir. Kiimeleme siirecinde K-Means ve Agglomerative
tlmistir. Her bir kiimeden segilen temsili bir 6rnek ile kodonlarin tekrarlanma sikligi

nucleotide
istinguishing

NA sequences are

a representative sample
that constitute genetic code. This

functional annotation are important processes in
evaluating these genome sequences. Gene prediction is
the localization or restriction of different genes on the
genome. Functional annotation assigns the biological
function or structural features for decided genes[3].
Microarray gene expression analysis, gene regulatory
network inference and gene biomarkers identification are
other application areas of bioinformatics[1]. In this
framework, different bioinformatics tools and software
have been developed in the past[3]. In this study, exon
(protein-coding) and intron (non-protein-coding) regions
of gene structures[1] expressing a particular part of the
DNA molecule in the cells of living organisms are



classified using the proposed artificial intelligence-based
system.

A gene refers to a region in DNAJ[4]. Gene regions of
eukaryotic organisms have exon (protein-coding region)
and intron (non-protein-coding  region) region
separation[4]. However, less than %5 of the DNA
structure consists of protein-coding sequences. The
remaining, about %95 part contains non-protein-coding
and untranslated regions[3]. For this situation, which
indicates the existence of a complex genome structure[3],
the distinguishing of exon and intron regions has been
expressed as a challenging problem in [5][6][7][8]
studies.

The inference can be made using exon regions to
determine the mutated DNA sequences, the coding status
of the protein, the regulation of the developmental
process, information about which tissues and organs stem
cells will turn into, and the conditions of proliferation and
death of the cells. In addition, the developmental status
of cancer can also be investigated with protein-coding
exon regions. Therefore, high accuracy classification of
exon and intron regions is a critical issue in making sense
of biological processes[9]. However, DNA has a long and
double helix structure consisting of nitrogenous bases
Adenine (A), Thymine (T), Guanine (G) and Cytosine
(C). It stores genetic information here[4]. @
[9][10][11][12] studies, DNA sequences are digitf®e
with traditional or proposed numerical mapping
techniques to make inferences on this structure congisti
of symbolic characters. After this preprocessin
classification of the target regions is provid

CNN, CNN-LSTM and
architectures were applied g
DNA sequence classifigd

gene sequence tha e
Oifferent prostate gene

regions werg

sequence @ ipg for these DNA sequences
and ongshot“@Rotul class tags were made. The
cre iLS odel showed a success rate of %95.
THe ed that splicing site determination

and pr cesses in eukaryotic DNA sequences
are diffic order to find a solution to this problem, a
bidirectionaf’ Long Short Term Memory (LSTM)-

Recurrent Neural Network (RNN) based deep learning
model was proposed. This proposed model reached an
accuracy rate of %95.5. In addition, in the [17] study that
handles the same problem, a deep learning model based
on bidirectional Long Short-Term Memory (LSTM),
Recurrent Neural Network (RNN) and Gated recurrent
unit (GRU) were proposed. The maximum success rate
for this model was found to be %96.1. The [18] study
aimed the classification human exon and intron

sequences. Therefore it expressed the text format of DNA
sequences as images using percentage calculation. Then
images were classified using CNN models. The achieved
average maximum accuracy is %90.11. In the [8] study,
which was carried out for the same purpose, statistical
information was extracted from DNA sequences with a
wavelet-based time series approach. The feature vector
was created by using the variance information of the
biomarkers that are important in the evaluation of the
sequences. Then, exon and intron regions were classified
by the optimized support vector maching, method. An
accuracy rate of %88.95 is achieved on
In the field of bioinformatics, genomic sig
is another preferred approach tg i

consecutu
DNA se

and intron regions. In the direction of our proposed
approach, the format of the dataset, clustering process
and classification method in our study are explained
below.

2.1. Dataset

In this study, two public gene banks named NCBI
(National Biotechnology Information Bank) [22], and
Ensemble [23] are used to distinguish exon and intron
DNA sequences. First, 4 different BCR-ABL fusion
genes numbered "AM400881.1", "AM600680.1",
"AM886138.1", and "EU447303.1" from the NCBI
database are used. These genes contain 5 different exon
regions and 6 different intron regions. In the genes used,
the shortest exon sequence consists of 15 nucleotides; the
longest exon sequence consists of 66 nucleotides; the
shortest intron sequence consists of 57 nucleotides, and
the longest intron sequence consists of 549 nucleotides.

Secondly, DNA sequences numbered "MEFV
ENSGO00000010331" are obtained from the Ensemble
database. 61 exons and 34 intron regions are used from
this structure containing DNA sequences in different
lengths. The shortest exon sequence consists of 23
nucleotides, the longest exon sequence consists of 554
nucleotides, the shortest intron sequence consists of 165
nucleotides, and the longest intron sequence consists of
468 nucleotides. Examples related to exon and intron
DNA sequences are given in Table 1.



Table 1. Symbolic DNA sequences regarding exon and intron regions [23]

Exon Region

Intron Region

AAACAAACTGAAGCGCTGAAGCAGCGGGTGCAGAGGAA
GCTGGAGCAGGTGTACTACTTCCTGGAGCAGCAAGAGCA
TTTCTTTGTGGCCTCACTGGAGGACGTGGGCCAGATGGTT
GGGCAGATCAGGAAGGCATATGACACCCGCGTATCCCAG
GACATCGCCCTGCTCGATGCGCTGATTGGGGAACTGGAG
GCCAAGGAGTGCCAGTCAGAATGGGAACTTCTGCAG

GTAGGAGAAAGGTCATGGCAGGCCCCCCAGGCTCTG
TGCGTGACTCATTGACTGAGTTGACTCATTAGACCAC
AGTCCCCAACATGGCCTGGGTTCCTGGGAGGAACGG
GATTATACCCAACATAGCATGCAGGGCCCTAAGCAG
GGGGTTCCTTGTCTTTCCTTGTTGTCAGGACAGTGTAA
TTTAGCCCCTCTTAATGCTAATGCTCAGGATTTTTTTC
CCTATCTGATTTTTCTCCGTAG

Modelling of biological features and biomarkers
associated with DNA sequences[18], classification of
DNA sequences[15] and identification of exon and intron
regions [8] are complex and challenging work.
Therefore, in this study, a simple hierarchy independent
of DNA length was constructed.

2.2. Sentence Bert (SBERT) Model

The increase in the number of data in recent years is
important for analyzes that offer fast, accurate and low
computational costs, and this situation can be tolerated
using approaches in the framework of artificial
intelligence[18]. For example, natural language
representations are a deep learning area that is widedy
used in the pre-training process of data[24]. In @i
context, the BERT  (Bidirectional Encod

Representations  from  Transformers)  mod
proposed[25]. BERT is a pretrained

representation. It consists of several transfo
encoder layers. Thus, it provides obtaining b

level and sentence-level language featuges[24].
shows the structure of the BERT model[2§].
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[Wordl] [Word2] [Word3] [Word4] [WordS]

{Structure of the BERT[26]

BERT su ully manages many natural language
processing {rocesses. However, it has weaknesses in
applicability to real-world problems[24]. For this reason,
the SBERT method, in which the BERT method is
modified, is used in the current study[27]. SBERT uses a
concatenation architecture to increase the power of
sentence similarity-based calculations.

SBERT developed on the Siamese network architecture
consists of two BERT networks. In this structure, the
pooling process is applied to the output of the BERT
network. Thus, fixed-size sentence embeddings are
produced. Cosine distance is calculated between two

sentence embeddings characterize

and v[24]. Figure 2 shows @he gtru RT
model[27]. \J ’K
-3 7
4

cosine-sim(u, v)

.‘ /\
A x

pooling pooling
4 &
BERT BERT
f i
Sentence A Sentence B

Figure 2. Structure of the SBERT model [27]

athematical expression of cosine similarity is given
in equation 1.

Z(P(n,d) * P(n,q)) (1)

SimCos(d,q) =
VPG> EP )

P, n, d and g symbols defined in the equation are
expressed as document weight, the number of terms,
document and query, respectively[26].

Similarity defines that common features in the two cases,
the magnitude calculated by distance, and a threshold
value determined to decide whether they are similar or
not[26]. SBERT performs different tasks such as cosine
similarity, semantic textual similarities, semantic
searches and paraphrase mining[26]. In this study, unlike
the BERT model, the SBERT model, which also
performs the clustering task, was used.

2.3. Adaptive Neuro Fuzzy Inference System-ANFIS

ANFIS is an artificial neural network technique. It is
formed with the combination of artificial neural networks
and a fuzzy inference system[28][29]. Takagi-Sugeno
ANFIS structure is the preferred fuzzy inference system
in this study. The network type of the ANFIS model,
which is based on the Takagi Sugeno fuzzy inference
system, resembles a neural network structure in which
fuzzy rules are changed with neurons in the hidden layers
of the fuzzy inference system.



In fuzzy mathematics, the fuzzifier module maps precise
input models to fuzzy sets characterized according to the
chosen membership function (triangle, trapezoidal,
gaussian, sigmoidal, etc.). Neuro-adaptive techniques
can provide a learning strategy for fuzzy rule-based
systems. This situation is realized by learning the
appropriate rules from the input-output pairs. At the same
time, ANFIS has the ability to set membership functions
with result parameters from the input output dataset. In
this study, the gaussian membership function was
chosen[28].

ANFIS provides a result containing a random linear
function. Its mathematical expression is expressed in
equation 2 [28].

Ri=IF x1 is A} AND x2 is A, AND..AND xn is A/,
THEN yi=a}+a{xi+...+a)xn @)

R given in equation 2 is the j" fuzzy rule. The k™ input
variable of the N-dimensional input vector is Xk, and the
fuzzy membership function associated with x for the jt
fuzzy rule is Aj,. The expression of aj....... aj, in the
equation defines linear coefficients. In this study, the
gaussian membership function is chosen to qualified of
the input models as fuzzy rules. A representative ANFIS
architecture is given in Figure 3[28]. °

x1| IF KISMI

x2 | nad | i W N l,i@yl
[ nAF | 0 W ;
HTas 1@ 0 NT}@_'@y
- i R s
nA, :
T L N

| THENKISMI Y]
yi=aotarx....anXn !

tare [28]
, the membership
as in equation 3[28].

n,J =exp @)
The g#an Oy e equation represent the center
a idth F for the kth input variable. The

second and third layers are where the firing power and
the normalized version are calculated. The output
obtained for each rule with the AND operation in the

antecedent part is shown in equation 4[28].
w=[Tg=1 rl.A{c “)

The normalized result of the j™ rule is given in equation
5[28].

i = 5)

W

and decides
the final

The p' given in equation 5 is the firing po
the amount of contribution for each ru
network output as shown in equati

y'=X5, Wiy

The mathematical calcu
fourth layer. In the la

done in the
ification step in
with the linear

ification processes are used
to classify exon and intron DNA
this context, firstly, the K-Means
stering model was applied to the existing
guences. The number of clusters was determined
d the all-MiniLM-L12-v2 pretrained model was
¥ Then, these two clusters with exon and intron
regions were given as input to the Agglomerative
Clustering method. Unlike the K-Means method, the
Agglomerative  Clustering method performs the
clustering process using the threshold value. Thus,
clusters below the determined threshold value are
combined[30]. The paraphrase-albert-small-v2 pre-
trained model was used for the Agglomerative Clustering
method. The pretrained models used in the study were
decided making various trials. All informations related
pretrained models are available at [31].

The clusters obtained after the clustering process on the
BCR-ABL gene that is used 7 exons and 6 intron regions
and the MEFV gene that is used 61 exons and 34 intron
regions are depicted in detail in Figure 4 and Figure 5.
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Figure 4. Clustering process performed on the BCR-ABL gene with consec
algorithms
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ive Clustering method, which was used
eans Clustering method, was applied until it
was stated that the reached clusters contained data related
to the same class. This situation is explained by
reproducing the same cluster output with the
Agglomerative method applied to the last clusters. Then,
a representative sample was selected from each cluster.
Finally, classification was carried out by extracting
features from the DNA sequences in these selected
samples. The flow chart of this proposed approach is
given in Figure 6.

ing process performed on the MEFV gene with consecutive use of K-Means and Agglomerative Clustering
algorithms

After the clustering methods applied to the exon and
intron DNA sequences, the final cluster outputs that
could not be further divided for the determined threshold
value were obtained. Then, the frequencies of triple
nucleotides called as codes in each DNA sequence were
calculated. Thus, a labelled matrix structure consisting of
22 rows (10-BCR-ABL gene + 12-MEFV gene) and
64+1 columns was created. The matrix's 40% and 60%
were separated as test and training sets, respectively. In
the last step, classification process was provided with
ANFIS structure.
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4. DISCUSSION AND RESULTS

synthesis in DNA, these
to codons in RNA.
complementary to €

ructures are

es enables analysis of
reason, a representative
last clusters obtained after

gene, which was studied on 13 separate regions, and with
12 different samples of the MEFV gene, which was
studied on 95 separate regions. In the first stage, the
analysis that reduces the computational cost was
provided for the increasing genome sequences that have
been easily accessed in recent years [3].

In the second stage of the study, the repetition frequency
of 64 different codes was calculated in order to identify
the protein-coding regions. Then, a total of 22 rows and
64+1 columns labelled matrix consisting of 10 rows of

(" END
Assignment for | Assignment for
the intron DNA the exon DNA

sequence is sequence is
provided provided

Classification process
with ANFIS approach

Create a matrix for
BCR-ABL and MEFV
genes that selects
representative data from
the current last clusters

'Mf exon and intron regions in DNA sequences

64 columns for the BCR-ABL gene and 12 rows of 64
columns for the MEFV gene was obtained and given as
input to the ANFIS structure. Despite the fuzzy
configuration of the DNA structure, ANFIS is a structure
that can map clear input patterns with its fuzzing
module[28]. Therefore it will assist in the identification
of exon and intron regions. The confusion matrices of
outputs produced on the data tested after the training are
given in Figure 7.

TRAIN DATASET TEST DATASET
Predicted Predicted
EXON INTRON EXON INTRON
A|8 Al
2 74 0 2 5 0
C (W C|uw
t t
Y z : i
alo alo
| | 0 6 | | & 1 3
= =
z z

Figure 7. Confusion matrices about to training dataset and test
dataset

After the training process, an accuracy rate of %100 and

%88.88 was achieved on the training dataset and test

dataset, respectively. Accuracy rate (Acc.) identicates the

ratio of correctly predicted exon and intron regions to all



images. Its mathematical expression is given in equation
7.

Acc = (TP+TN) / (TP + FP + TN + FN) (7)

However, in order to evaluate the performance of the
proposed hybrid structure correctly, the criteria of True
Negative, False Positive, False Negative, True Positive,
Sensitivity, Specificity, Precision and F score should also
be examined. Explanations about the evaluation criteria
are given below.

True Negative (TN) is that the DNA sequence decided as
exon by experts is decided as exon also by the ANFIS
model. True Positive (TP) is that the DNA sequence
decided as intron by experts is decided as intron also by
the ANFIS model. False Positive (FP) expresses the
characterization of the exon region as an intron region by
the ANFIS model. False Negative (FN) expresses the
characterization of the intron region as an exon region by
the ANFIS model. Specificity (Spec.) is the ratio of exon
DNA sequences correctly predicted by the ANFIS model
to all exon DNA sequences[14]. Its mathematical
expression is given in equation 8.
Spec=TN / (TN+FP) (8)

Sensitivity (Sens.) is the ratio of intron DNA sequences
correctly predicted by the ANFIS model to all intron
DNA sequences[14]. Its mathematical expression is
given in equation 9.

Sens =TP / (TP+FN) (9)

Precision (Prec.) expresses the ratio of intron DNA
sequences correctly predicted by the ANFIS model to all
intron predictions[14]. Its mathematical expression is
given in equation 10.

Prec = TP / (TP+FP) (10)

The F score (F Sc.) is the harmonic mean of precision and
sensitivity values. It provides that extr values are
considered[14]. Its mathematical expressi given in
equation 11.
F Sc = (2* Precision * I®nsifivi
Sensitivity) (11)

The TN, FP, FN, TP, Pr
and F score evaluatioafcri
model in the training dat
in Table 2.

by the trained
taset were given

Datasets/Criteria TN FP FN Acc. F Sc.
Train 7 0 0 %2100 %100
Test 5 0 1 %88.88 | %85.71

These ratios in table 2 show that strong esti
produced in classifying exon and intro
accurately. Also, it is shown in Figure 8 hat the
intron regions predicted by the model

TRAINING DATASET
O,

A

54%

These percehtiles in Figure 8 show that approximately
54% and 56% correct predictions were made for the
accurate detection of exon regions by the model in the
training set and test set, respectively. On the other hand,
approximately 46% and 33% correct predictions were
made for the accurate detection of intron regions by the
model in the training set and test set, respectively. In the

g lon accuracy on both the training and test data set.
intron regions predicted by the model produce high
detection accuracy on both the training and test data set.

TEST DATASET
1%

56%

iM 8. Accuracy percentages of exon and intron regions predicted by the constructed model

training set, no determination of exon regions as introns
and intron regions as exons was made by the model.
However, a region in the test set that should have been
defined as an intron was expressed as an exon and
constituted the incorrectly predicted 11% percentile. The
description of this situation is expressed in the graphs in
Figure 9 for each sample in the training set and test set.
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Figure 9. Comparison of actual values and outputs obtained by the ANFIS model for the traiging

Figure 9 compares actual values and results produced by
the ANFIS model. In the first graph in Figure 9, the
training dataset has a 100% success rate, and all the
results are overlapped. However, in the second graph
using the test dataset, between outputs produced by the
ANFIS model and the actual values made one false

detection.
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0.5 l| |
!
Real Targets
Error Value
T
| |
0 l
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e with two separate fuzzy values
gscope of one hot encoding method.

region
accuracy anpeng two separate classes than for the other
region. The class is determined for the fuzzy value with
the higher value. The error value is obtained by
subtracting this final fuzzy value from the real value. A
minimum error value indicates perfect success. In this
framework, a successful classification was made for the
training dataset in the first graph given in Figure 10. On
the other hand, the fuzzy outputs produced for the first
example of the intron class in the second graph were
obtained as 0.2271 (first region) and 0.1546 (second
region), respectively. Since the value of 0.2271 is greater

Test Data
2 T T T
| | n
| | I
| | I\
/ | [ 1
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lue/between the
and the actual
dataset and test

Real Targets| |/ |
Error Value

0 5 10

than the value of 0.1546 among these outputs, the intron
region is defined as an exon.

One sample detected incorrectly by the model training
performed for randomly generated training dataset and
test datasets using different DNA sequences indicates
that the study is generally successful. In addition, the
difference between the 0.2217 and 0.1546 fuzzy outputs
is not high. It is thought that this disadvantage can be
solved by increasing the data in the training dataset and
carrying out stronger training. All these processes were
carried out in the Matlab program and Takagi-Sugeno
inference system was used.

Different approaches were used in the literature to
classify exon and intron regions. In this context, DNA
sequences were digitized to provide inferences on DNA
sequences consisting of symbols in
[9]1[10][11][12][20][21] studies. Then, after the analysis
process using signal processing approaches, exon and



intron regions were analyzed with the changes seen in the
signals. But, in this present study, digitization
preprocessing was not performed for symbolic DNA
sequences. After the clustering process, a statistical
evaluation was carried out with the code frequencies of
the sequences selected to represent the clusters. At the
same time, this study indicates that it provided an
analysis independent of the length of DNA sequences
compared to [13][14] studies. Thus, powerful outputs
will be produced on DNA sequences of different lengths.
On the other hand, RNN and LSTM methods, which are
considered in the scope of natural language processing
methods, were used in [15][16][3][17] studies for the
analysis of DNA sequences. These approaches are
generally used in text analysis and evaluation of time
series. However, it has powerful units to make successful
decisions[33]. Therefore, in this study, SBERT structure
based on natural language processing was used in the
analysis of DNA sequences.

In addition, there are many studies in which artificial
intelligence and fuzzy logic approaches are used as a
hybrid to produce clear output for solving critical
problems. In this direction, ANFIS-based approaches
were used to obtain a successful performance output in
the [34] study, to classify cancer genes in the [35] study,
and to differentiate malignancies in the [36] study.
Successful inferences were made with the ANFIS m@é
also used in this study.

In this study, all the methods used for successful
detecting exon and intron regions are related
other, and they are chosen in accordance wit
purpose. In this framework, SBERT is used

approach, which can perform s
comparison, clustering, and |
processes, has produced succe
DNA sequences. Then,
independent of the len
obtained with the
performed in the id
Thus, a strong

This study Will provide to determine the exon regions,
which are an essential indicator in illuminating many
vital events (regulations in growth and development
processes, proliferation and termination states of the
cells, informations related to the changes experienced by
stem cells, data on whether genes are mutated or not, and
assessments of the development of cancer). [32][9]. At
the same time, the determination of exon regions that it
is expressed as a difficult problem by researchers
[51[6]1[71[8], which increases the importance of this
study. Finally, this study, which offers a solution to the

increasing amount of data, has performed a fast, accurate
and low-cost analysis. Therefore, it is thought that this
study will contribute to the literature.

5. CONCLUSION

This study provided a molecular diagnosis to distinguish
exon and intron DNA sequences. First, exon and intron
DNA sequences were clustered with the K-Means, and
Agglomerative  Clustering  approaches  applied
consecutively in the scope of the SBERT approach. Then,
a representative DNA sequence was selegfg
clusters, and the frequency of repetition of
formed the genetic code was calcyla

of protein-coding regions. Agin
frequency of 64 different@®od

analysis and evaluatlo
that have become e3

se’of the SBERT and the ANFIS
perspective to the study. Because

m to be explored as used in the [43] article on the
& model. Thus, parameter optimization will be
achieved, and predictions will be improved.
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