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Abstract 

 

Monitoring and controlling the quality of the water is one of the most important issues in the world 

since only 74% of the world's population use safely managed water where the water is treated well to 

reach the minimum limit of safety and quality standards. To observe the water potability and take 

immediate actions to improve the water quality, real-time monitoring and classification process are 

required. However, monitoring and controlling the water quality is not an easy task since it has many 

requirements such as the collection and analysis of data and calculations to be made. In this paper, we 

focus on applying machine learning for the evaluation of the water quality. We have chosen five 

ensemble learning algorithms namely, Adaptive Boosting (AdaBoost), Random Forest (RF), Extremely 

randomized Trees (Extra Tree), Gradient Boosting (GB), and Stacking Classifier to evaluate their 

classification performances in determining the water quality. The Stacking Classifier had achieved the 

highest accuracy (0.67) and F-score (0.64).  
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1. Introduction 

 

Human life, in general, depends on the availability of water, and the water quality is one of the important 

factors affecting the practical improvement of daily life. A specific standard of water quality needs to be 

reached in order for the water to be considered potable water, which is safe for humans to drink. In contrast, 

non-potable water is the water that is used for everything except human use. Many large-scale procedures are 

carried out on non-potable water before use, although it remains unfit for direct human consumption [1]. 

According to the World Health Organization, in 2020 more than 74% of the world's population (5.8 billion 

people) use safely managed water where the water is treated well to reach the minimum limit of safety and 

quality standards. However, more than 2 billion people in the World have access only to polluted or undrinkable 

water [2, 3]. For example, according to [4] it was reported that approximately 1.8 billion people worldwide use 

non-potable water sources. As a result, it affects the lives of people especially children, resulting in their death.  

According to a 2017 report from the World Health Organization, about 525,000 children under the age of five 

die from diarrhea every year [5]. The process of obtaining fresh water from ground and surface water in the 

past was easier than now. This is due to the increased dependence of human life on the availability of water. A 

rise in the issues of water pollution is also a result of the industrial and economic growth that humanity has 

reached, as well as a lack of knowledge about the right use of wastewater and adequate water use. 

It is important to monitor water quality to find out the degree of water pollution, ensure access to clean 

water resources and apply effective guidelines for the protection of Water Resources [6]. Predicting water 

quality is a difficult task. Many researchers have made a great effort in determining water quality because of 

its importance to human life [2]. Therefore, it is an urgent necessity for humans to provide safe drinking water 

as it maintains the health of the kidneys, and the intestines nourish the muscles and help to maintain body fluid 

[7]. To ensure the potability of water, it is important to devise new technologies and methods. The water quality 

index (WQI) is a method used for measuring water quality which reflects the impact of different water 

standards on its quality. The calculation of WQI is necessary to determine the usability of water and to know 

the water specifications [8] It converts complex analyses of water properties and huge amounts of data into 

easy information that can be understood and used by specialists and non-specialists [9]. The water quality 

measurement index has been evaluated by many international studies as the basis for measuring various water 

indicators [10]. 

 

2. Background 

A certain degree of water quality must be attained for water to be considered drinkable and safe for human 

consumption. In contrast, non-potable water is used for reasons other than drinking. The research [11] separated 

its data into 84% training and 16% tests and utilized the RF model and other models to estimate the quality of 
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the water. It obtained favorable results after collecting data with Elsevier's Data in Brief (DiB). The KNN 

model was used in another study [12] that looked at the following parameters: dissolved oxygen (do), pH, 

conductivity, biological oxygen demand (bod), nitrates, fecal Escherichia coli, and total Escherichia coli form. 

This study used synthetically generated data. To achieve optimum water quality, the stacking model was 

employed by multiple researchers [13-15]. In other research, the KNN, RF, and Adaboost have been utilized 

and resulted in good evaluation [16, 17]. While GB has been compared with RF, KNN, ANN, and other models 

in Kelantan River, Malaysia [18]. 

The water quality index has been predicted in a study by [19] using neural networks at the Tigris River in 

Baghdad city. In many other studies, the importance of using the water quality index in measuring the potability 

of water on the Tigris River in the city of Mosul / Iraq is discussed. Also, the factors affecting the water quality 

index are indicated using the weighted mathematical model [20]. Other studies also aim to implement the 

Canadian water quality of Environment Ministers (CCME WAI) (CCME WAI) in the Tigris River [21, 22]. 

Recently, several research articles [23, 24]. have discussed the development of machine learning to assess 

water quality [25].  Studies have revealed various types of machine learning models applied to water quality, 

such as fuzzy logic, artificial neural networks, neural inference models, and others [26]. However, there are 

many variations of machine learning that have not yet been explored in water quality studies [24]. Although 

machine learning models are common in assessing water quality, they still face some shortcomings, such as 

the need for human intervention during the modeling process, time-consuming algorithms, and the need for 

flexible models in solving some environmental problems [27]. 

From the reviewed literature two major conclusions can be drawn. First, there have been many attempts to 

improve the performance of machine learning algorithms in water quality assessment. However, the current 

results still need to be improved. This study focuses on establishing an effective water quality assessment with 

ensemble methods. Secondly, most studies divide the parameters into chemical, biological, physical, and others 

for the application of one or more models to monitor the water and predict its quality, but the results are still 

insufficient. Consequently, this study is trying to fill this gap as well by exploring the ability of five models of 
machine learning (Adaptive Boosting, Random Forest, Extra trees classifier, Gradient Boosting, and Stacking 

Classifier) to predict water potability. This paper is organized as follows: After the introductory section, section 

2 discusses the methodology and materials for the system that was investigated. Section 3 presents the 

evaluation metrics and the results of machine learning models considered for determining the potability of 

water samples and then concluding remarks are given in section 4. 

 

3. Materials and Method 

Through the water quality monitoring system and platform, one is able to determine whether the water is 

fit for a human drink or not. The modeling steps used in this study are presented as a flowchart in Figure 1, 

with each step being discussed. 

 

Figure 1.  Flowchart of the proposed model. 

3.1 Data set 

The dataset was obtained from Kaggle in a data frame [28]. The information was collected two years ago 

and contains water quality measurements for 3276 different bodies of water. This dataset includes nine critical 

parameters: PH, Hardness, Solids, Chloramines, Sulfate, Conductivity, Organic carbon, Trihalomethanes, and 

Turbidity. Information was laid out in ten columns. This data was obtained from an industrial generator. It 

represents synthetic data containing information that is created artificially rather than via real-world 
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happenings. Artificial data is made public in order to train machine learning algorithms and validate 

mathematical principles.  

A number of operations and modifications have been performed in order to prepare the data and produce 

results with fewer errors. To achieve good predictive results, the dataset was divided into training and testing, 

an 80% training collection, and a 20% test collection. Since the data is not standardized, there is a gap between 

its values. Thus, the standard numerical is used to measure the data, which varies between 1 and -1 and used 

to standardize the data. Following a thorough examination of the data, it was discovered that it had empty 

values (Null) in data characteristics. The null was discovered in the PH, Sulfate, and Triethanolamine values, 

as illustrated in figure (2).  To get rid of noise and unpredictable data, the  null is eliminated and corrected using 

the average data rate. 

 

 
 Figure 2. The number of null in PH, sulfate, and triethanolamine. 

 

3.2 Development environment 

To conduct all the necessary experiments, Jupyter notebook was used as an advanced work environment 

[29]. The project uses Python language, and as known, the Jupyter environment is one of the most compatible 

environments with Python. 

Scikit_learn, NumPy, Pandas, Seaborn, Matplotlib libraries were used to develop the algorithm. The 

scikit_learn library includes a set of powerful data extraction and analysis capabilities. It is used to create a 

collection of machine learning, preprocessing, cross-validation, and visualization algorithms through a uniform 

interface. [30]. NumPy aims to supply many supporting functions. provides an array object up to 50 times 

faster than traditional Python lists [31]. Pandas library has been used because it helps to facilitate many time-

consuming and repetitive tasks, including data normalization, data visualization, and others [32]. Seaborn 

library helps in understanding and exploring the data. It is mainly used for making statistical graphics in Python 

[33]. Matplotlib provides the user with the ability to visualize the data through a set of plots Such as scatter 
plots, graphs, etc. [34]. 

 

3.3 Parameter tuning 

The model includes several hyperparameters (external parameters) that can optimize the model by changing 

its value manually. However, the learning algorithm itself cannot update or change hyperparameters [35]. In 

this research, we have adjusted the hyperparameters to get the best possible results. The main hyperparameters 

that contributed to the change in the results are: 

• Max_depth: It is applied to determine the depth of the tree. It is the number of nodes from the root to 

the most distant leaf node. The greater the maximum depth value, the more complex the tree, and thus 

the greater the likelihood of overfitting. As a result, it is preferable to keep its value low [36]. Practical 

experiments show that as the maximum depth increases, the training error decreases, while the testing 

results in very poor accuracy. For example, when the depth is set to 50, the gradient algorithms 

accuracy is very poor. The best results are achieved by using the rest of the parameters with a depth 

value equal to 20. 
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• N_estimators: It is used to control the number of trees used in the ensemble model. This is the number 

of trees that must be constructed before averaging the final prediction [36]. The value of n-estimators 

should be set to 100 in order to achieve the greatest results in RF, Ada, Extra, and Gradient.  While 

the algorithm bagging showed different results, the best results were between 220 and 230. 

• N_neighbor: determines the number of data points by classifying them into groups. It represents the 

nearest number of data points that can be found and placed in the same category [36]..  When k=1, a 

high training score shows, but the test result is quite low which results in overfitting. After multiple 

testing on n-neighbor based on the data of this research, it was discovered that when k=9 in the KNN 

model, the results are the best. 

• L2_regularization: It controls the complexity to get rid of overfitting. This parameter is intended to 

limit the complexity, noise, and generalization issues that cause overfitting. Because complexity 

cannot be determined from training data, this parameter solves the complexity problem by 

determining the right level of complexity in the model [37]. After doing several trials, it was shown 

that the optimal amount of regulation in the Hist algorithm is 14.9. 

• Loss: it is used in the boosting method. and it is a measure of the error that occurs between the output 

of the algorithm and the target function. This parameter calculates the probability of the expected 

positive class, to minimize losses [38]. It has been observed that the performance of the Hist model is 

better when its value is 'auto'. The 'exponential' value in the case of the gradient model is chosen for 

the best performance. The primary goal is to achieve a balance between under and over-fitting. 

• Learning_rate: It can also be called shrinkage, and it works based on taking large steps but after several 

iterations, it takes smaller steps to reduce the error rate. To reach optimal results, different values of 

the learning rate have been experimented. The rate of learning is important because it contributes to 

determining the rates of weight change. It is also used to evaluate the splitting quality [38, 39]. It was 

found that the Hist and Adaboost algorithms performed better when the learning rate value was larger. 

On the other hand, the optimal learning value for GB is 0.1, which yields the best outcomes. 

• Criterion: This parameter is used to measure the quality of the splitting, so it could stop the algorithm 

that is running [40]. It is seen that the result in RF and Extra tree is the best when the Criterion is set 

to “gini”. 

• Max_features: It is used when searching for the best splitting, considering the number of features in 

the data. If this value is not specified, all features are permitted in each division [41]. When max 

features are set to ”  auto”, the best results are obtained in some models including GB and DT. 

Nonetheless, the finest outcomes are frequently obtained when this variable is set to “sqrt” as in the 

Extra tree. Using this value, the model is instructed to choose a specified number of features at 

random. In this situation, the number of features equals the square root of the entire number of features 

in the dataset. 

• Class_weight: It defines classifications by certain categories (0 and 1). This hyperparameter is used, 

for models of unbalanced classification [42]. The “balance” value produced the best results in the 

Extra model. During the typical training process, it modifies the balances of majority and minority 

group classes. 

It is also worth noting that all these hyperparameters’ results change depending on each other. For example, 

the “gini” option may be the worst or the best depending on different parameters. 

3.4 Machine Learning algorithms 

Various learning algorithms are employed to generate artificial intelligence. Due to the numerous distinct 

types of algorithms, 5 ensemble learning methods have been discussed. while the models are constructed 

according to the data supplied and the type of application. The five models are implemented in this research, 

and the performance of each model is discussed below. To ensure the accuracy of the findings, 4 different 

performance metrics were used. Specifically, Precision (Precis), Recall (R), Accuracy (ACC), and F-score (F1 

score). 

Ada boosting: it mainly works on compiling multiple weak workbooks and gradually learning each of them 

from the previously wrongly classified objects. We made several manual changes to find out the best suitable 

parameters for the Ada boosting algorithm. It is noted that the best result is when the parameters of 
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n_estimators= 100, the learning rate= 1.0, and the algorithm= SAMME.R. There is a clear change in the results 

when the parameters change, and the difference is noticeable. 

Random forest: It is an algorithm used for classification, developed from a decision tree. Individual tree 

decisions are collected to create random forests. After doing many experiments, it is noted that the best results 

are when using n_estimators = 100 with criterion = gini. 
Extra Tree: It is an algorithm that is very similar to the Random Forest algorithm. The difference is that it 

uses the entire sample instead of the reduction and substitution that the Random Forest algorithm does. It is 

noted from the extra tree experiment that the change of each of the parameters affects the whole results and the 

best result is when n_estimater= 100, criterion =gini, max_features= sqrt, and class_weight = balanced. 

Gradient boosting: The gradient boosting model is done by building the new model on previous errors and 

predictions to check if there are any wrong patterns missed from the previous model. The best result is achieved 

with the parameters: 100, friedman_mse, 0.1, none, 20, exponential. When the parameters are 100, 

squared_error, 0.1, none, 20, deviance, results have become much worse. 

Stacking: the method of action in stacking is to use a different set of models one after the other (sequentially), 

where the prediction of each of the models is added to produce a new feature. In the end, a final dataset is 

obtained (new feature), which is fed by the last model called meta-learner as shown in figure (3). The best 

result is when the meta = LR and the algorithms that are used in the stack are KNN, DT, RF, Adaboost, ET, 

GB, and Hist Gradient Boost (HGB). 

 

 

Fig 3: Stacking in machine learning. 

 

3.5 Evaluation metrics  

To determine whether the forecast results are positive or negative and evaluate the results of the models in 

predicting water quality, the research [43] used a set of rating performance measures. Confusion matrix was 

counted based on the next four settings: 

1) TP, which means the number of ‘‘true positives’’ predictions. 

2) FP, which means the number of ‘‘false positives’’ predictions. 

3) FN, which means the number of ‘‘false negatives’’ predictions. 

4) TN, which means the number of ‘‘true negative’’ predictions. 

To separately examine the performance of each category of the model, the model performance has been 

analyzed into four categories so that it can be compared with other models [44]. 

a. Accuracy is one of the important and main tools in evaluating the model before practical application [45]. 

It is the arranger of the actual results among the total number of cases tested [46]. 
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Accuracy =
TP + TN

TP + TN + FP + FN
 (1) 

b. Recall is the ratio of correct positives to all actual positives in the data that measures the test's ability to 

measure the state when the state exists [47]. 

Recall =
 TP

TP + FN
 (2) 

c. Precision is the ratio of the correct positive among all expected positives. It refers to how truthful the 

machine is about the real positives [48].  

Precision =
 TP

TP + FP
 (3) 

d. F_score is defined as an average (harmonic mean) between precision (P) and recall (R) [49] when there 

is a difference between FP and FN then F1_score will be needed. So, if you have various class distributions 

F1_score is the best [48]. 

F_score =
2 P R

P + R
 (4) 

 

4. Experimental studies 

After defining the algorithms to be trained according to the previous section under the methodology, we 

have performed parameter tuning and then evaluated the results according to evaluation metrics. In this study, 

the model performance results were evaluated and compared based on 4 criteria including, Precis, R, ACC, 

and F1 score. The choice of parameters affects obtaining more beneficial results and overall performance which 

may be more useful than the choice of the model itself. The performance of the model and the selection of 

parameters are evaluated according to the data set containing various data characteristics, including, PH, 

Hardness, Solids, Chloramines, Sulfate, Conductivity, Organic carbon, Trihalomethanes, and turbidity. 

To apply the methodology, various models and templates were used with the help of Jupiter Notebook as a 

simple and fast working environment with the help of several important libraries in Python. One of the 

important steps that will be examined after data collection is the analysis of the relationship between the data. 

This is done through the correlation matrix, and as shown in Figure (4), there is no correlation between the data 

available to us, so we do not need to do any additional work to improve the results. 

 

 

Figure 4. The Correlation matrix of water potability data parameter. 
 

Machine learning models are used to predict whether water is safe or unsafe for consumption. This section 

describes the model's execution of the Adaboost, RF, Extra Tree, GB, and Stacking. Figure (1) shows the step-

by-step execution of the models to achieve the desired results. It can be said that each test presented a different 

method for estimating water potability. Changing the parameters played an important role in improving the 

results of the models in general. It is noted that the stacking model performed so well, having the best results 

in F1 Score for estimating potability of water. It is important to mention that the “F1 Score” and “ACC” have 

importance to demonstrate the credibility of the results. Therefore, these two are given priority since the F1 

Score represents the Precis and the R together. When classification ACC is compared, the performance of 

Random Forest (0.66) Extra Tree (0.66) Gradient Boosting (0.66), and Stacking (0.67) is very close and better 
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than Adaboost (0.61). ACC allows the decision maker to understand the level of accuracy since accuracy is a 

numerical estimation of the performance of the model. The metrics for WQ predictive models according to 

ACC and F1 Score are given in detail in Table 1. 

 

Table 1. Performance metrics for WQ predictive models. 

Models Accuracy F_score 

Ada boosting 0.61 0.55 

Random forest 0.66  0.62 

Gradient Boosting 0.66 0.62 

Stacking 0.67 0.64 

Extra Tree 0.66 0.63 

 

The correlation matrix displays all the levels in the dataset. Since the ACC and F1 Score were discussed, 

the remainder is the R and Precis. Table (2) shows that the Extra tree represents the best Precis among the 

remaining models with a value of 0.69. 

 

Table 2. Performance metrics for WQ predictive models according to recall and precision. 

Models Precision Recall 

Ada boosting 0.54 0.57 

Stacking 0.61 0.69 

Gradient Boosting 0.61 0.64 

Extra Tree  0.63 0.64 

Random forest 0.66 0.60 

 

There have been several research in machine language to analyze water quality. As a result of one of the 

studies based on the same data that we are working on in the research [50], the model's findings were DT = 

0.61 and RF=0.69, It is extremely close to our results. However, the Stacking Classifier model outperforms the 

other models according to our findings. Other studies [11], using different data and settings, achieved an 

accuracy of RF= 0.96. 

 

5. Conclusions 

Classification prediction methods were used in this study (i.e., Adaptive Boosting, Random Forest, Extra 

Trees classifier, Gradient Boosting, and Stacking Classifier) to predict water potability. The performances of 

these five models have been compared using the confusion matrix which includes (TP, FP, TN, and FN) with 

cross-validation to find the reliability of the models. Our dataset shows recorded values of 9 water parameters 

such as PH, Hardness, Solids, and turbidity. To eliminate noise and unstable data, null is eliminated and 

compensated with the average data rate. The parameters were changed continuously, and there was a noticeable 

difference in the results. From the results of the models obtained, it was observed that the Stacking C lassifier 

achieved better performance than the other models we have tested in estimating water quality. It is believed 

that this study can help researchers develop integrated artificial intelligence and machine learning models that 

will help water system managers in real-time monitoring of the quality of water for future applications. 
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