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Makine Öğrenmesi Tekniklerini ve Kolb Öğrenme Stilleri Envanterini 
Kullanarak Öğrencilerin Öğrenme Stillerinin Belirlenmesi için Bir Model 

Önerisi
A Model Proposal to Determine Learning Styles of Students by Using 

Machine Learning Techniques and Kolb Learning Styles Inventory
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Öz
Öğrenme stillerini önceden belirlemek, öğrenme ortamının tasarımında, öğretim üyesinin ders içeriğini hazır-

lamasında ve özellikle öğrencinin öğrenme sürecinde önemli bir rol oynamaktadır. Kolb Öğrenme Stilleri Envanteri 
(KÖSE), öğrenme stillerini belirlemede en yaygın kullanılan araçlardan birisidir; ancak diğer araştırmalar, ölçekler 
veya psikolojik testlerde olduğu gibi KÖSE’nin de uygulama ve değerlendirme aşamalarında, soruların yanlış anla-
şılması veya boş geçilmesi gibi bazı problemlerle karşılaşılabilir. Bu çalışmada; makine öğrenmesi teknikleri ve KÖSE 
Versiyon III (KÖSE-III) kullanılarak öğrencilerin öğrenme stillerini belirlemeye yönelik bir model önerisi geliştirmek 
ve bu modeli temel alan, web ve mobilden erişilebilen bir uygulama geliştirmek amaçlanmaktadır. Bu amaçla, KÖ-
SE-III’te verilen durumlara yönelik Kolb’un orijinal değerlendirme yönteminden farklı olarak öğrencilerden kendile-
rine en uygun gelen seçeneği seçmeleri istenmiş ve öğrencilerin yaş ve cinsiyet bilgileri de alınarak araştırmanın veri 
seti oluşturulmuştur. Makine öğrenmesi tekniklerinden k-En Yakın Komşu Algoritması, C4.5 Karar Ağacı Algoritması 
ve Naive Bayes Sınıflandırıcısı kullanılarak en iyi performansı gösteren model seçilmiştir. Araştırma kapsamında ge-
liştirilen uygulama e-öğrenme sistemlerine kolaylıkla entegre edilebileceğinden; öğreticilerin, öğrencilerin öğrenme 
stillerini belirleme süreçlerini kolaylaştırması, buna bağlı olarak eğitim etkinliklerinin öğrenci merkezli tasarlanması-
na imkân tanıması ve daha çok öğrenciye ulaşılan bilimsel çalışmaların yapılabilmesi açısından bu çalışmanın önemli 
olduğu düşünülmektedir.

Anahtar Kelimeler: Kolb öğrenme stilleri envanteri, makine öğrenmesi, öğrenme stilleri

Abstract
Determining the learning styles in advance plays an important role in the design of the learning environment, in 

the preparation of the instructor’s course content, and in the learning process of the learner in particular. Kolb’s Le-
arning Style Inventory (KLSI) is one of the most widely used tools to determine learning styles. However, some prob-
lems such as misunderstood or unanswered questions can be encountered in application and evaluation stages of 
the KLSI as in the other questionnaires, scales or psychological tests. The aim of this study is to develop a model 
proposal for determining learning styles of students by using machine learning techniques and KLSI Version III (KL-
SI-III) and based on this model to develop an application that can be accessible both online and on mobile devices. 
For this purpose, data set of this research was created by adding the age and gender attributes to the answers given 
as the most appropriate option to KLSI-III (unlike Kolb’s original evaluation method). Machine learning techniques 
such as k-Nearest Neighbor Algorithm, C4.5 Decision Tree Algorithm and Naive Bayes Classifier were applied to this 
data set and the model with the highest performance has been selected out of this data set. As the application 
developed within the scope of this study can be easily integrated into e-learning systems; it is thought that it is im-
portant for the teachers to facilitate the process of determining the learning styles of the students and accordingly 
to enable the student-centered design of the training activities and the scientific studies reaching more students.
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Extended Abstract
Students can learn in many different ways. Some students learn best by seeing and hearing, some learn best by 

memorizing, while others learn best by visualizing and creating mathematical models. How students learn best and 
what methods they employ have always been an issue for educators. Determining learning styles of the learners is the 
prerequisite for creating learning environments suitable for the learning styles of the students. It is seen that there are 
quite a variety of assessment tools used in the determination of learning styles in the literature (Mumford & Honey, 
1992; Riding, 1991; Dunn et al., 1989; Kaufmann, 1989; Kolb, 1985; Gregorc, 1982; Witkin et al., 1971; Kagan et al., 1964). 
Kolb’s Learning Style Inventory (KLSI) (Kolb, 1984) is one of the most widely used measurement tools among them. Also, 
the third version of KLSI (KLSI-III), which was developed by Kolb (1999) in accordance with Experiential Learning Theory, 
translated into Turkish by Evin Gencel (2006) and its validity and reliability have been evaluated. However, some prob-
lems such as misunderstood or unanswered questions can be encountered in application and evaluation stages of the 
KLSI as other questionnaires, scales or psychological tests.

Machine learning is one of the sub-research fields of artificial intelligence. The idea behind machine learning is basi-
cally to develop computer programs that can learn just like humans. Machine learning techniques are often preferred for 
decision-making and prediction problems in the present day when concepts like knowledge extraction from data and big 
data analysis are discussed. In machine learning, there are two main types of learning methods, supervised and unsu-
pervised. The main difference between them is that the target attribute to be estimated (dependent variable) is included 
in the data set in the supervised learning method and not in the unsupervised. Supervised learning can be used to solve 
the classification problems where the target attribute has two or more classes (Brownlee, 2016b; Kotsiantis, 2007). Lear-
ning styles of students in KLSI-III are classified as “Converging”, “Diverging”, “Assimilating”, and “Accommodating”, so the 
problem of determining learning styles of students can be examined under supervised learning. For this reason, in the 
scope of this study, the idea that machine learning can be used as an alternative method in evaluating KLSI-III is revealed.

In this study, it is aimed to develop a model proposal by using machine learning techniques and KLSI-III for determi-
ning the learning styles of students and based on this model to develop an application that can be accessible both online 
and on mobile devices. As the application developed in this study can be easily integrated into e-learning systems, it is 
thought that this work is important in terms of facilitating the process of determining the learning styles of the students, 
thus enabling the student-centered design of the educational activities and the scientific studies reaching more students. 
Furthermore, in KLSI-III, students are asked to list four options in terms of their suitability according to the given case. 
However, in practice, it is observed that some students often ignore the ranking and choose a single option that they 
see most appropriate among the options given. However, even if they did sorting, it was observed that they gave 1 point 
instead of 4 points to the most suitable option. This behavior is due to the idea that the most appropriate option for the 
given situation is in the first place. Similar problems in practice have also been emphasized in the work done by Botsios et 
al. (2008). Therefore, in the application process of KLSI-III by using machine learning and selecting the most appropriate 
option may provide an important contribution to the literature. In this case, the application structure of KLSI-III will be 
simplified and the application time will be shortened.

In this study, survey model is used to determine the learning styles of the students with KLSI-III as a research model. 
The sample of the study is composed of 284 students selected by simple random sampling from the students studying at 
the faculty of education of a state university in İstanbul. KLSI-III and a questionnaire prepared by the researchers to de-
termine the age, gender, class, period, the department in which they are studying and the type of school they graduated 
are used to collect data. CRoss-Industry Standard Process for Data Mining (CRISP-DM) (Shearer, 2000) is used for data 
analyses by considering the close relationship between data mining and machine learning.

The data set of this research was created by adding the age and gender attributes to the answers given as the most 
appropriate option to KLSI-III (unlike Kolb’s original evaluation method). Machine learning techniques such as k-Nearest 
Neighbor Algorithm, C4.5 Decision Tree Algorithm and Naive Bayes Classifier were applied to this data set and the model 
with the highest performance is selected among them. Hold-out method was used as the model performance evaluation 
technique and performance of three machine learning techniques are evaluated in terms of accuracy, sensitivity, speci-
ficity, positive predictive value, negative predictive value, and F1 score. Accuracy, which is usually preferred as a model 
performance evaluation measure in the literature (Emre, 2017; Özen, 2016; Douglas et al., 2011; Williams et al., 2006), is 
taken into consideration for final comparison of the performance of three different machine learning algorithms.

As a result of the analysis made, the best performance is obtained with C4.5 decision tree algorithm with 0.659 
accuracy. The model obtained with the C4.5 Decision Tree Algorithm revealed that the 9th question asked for the best 
learning path was the most decisive factor (root node) in the decision tree. The performance of C4.5 decision tree model 
was followed by the k-Nearest Neighbor Algorithm with 0.646 accuracy and Naive Bayes Classifier with 0.622 accuracy.

The model generated from the C4.5 Decision Tree Algorithm, which is the machine learning algorithm that gives the 
best accuracy value in the analyses, has been turned into an application which can be accessed both online and on mobi-
le devices. The visitor can see the results that show the learning style prediction and the performance evaluation of the 
C4.5 Decision Tree Algorithm model by clicking on the “Predict!” button after marking the most appropriate options in 
the application. It is believed that this application will enable the increase of awareness on the importance of the learning 
styles and contribute to the creation of personal learning environments by integrating similar applications, especially 
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with LMS. In addition, it can be applied to the students at the beginning of the education period in the classroom educa-
tion, so that the learning styles of the students can be determined. Thus, the trainer can regulate or enrich the curriculum 
throughout this period. As a natural result of this, the academic success of the students and their motivation towards the 
lessons are expected to increase (Ming, 2004; Bilgin & Durmuş, 2003; Kılıç, 2002).

It is important to develop such applications on questionnaires, scales or psychological tests which are important in the 
field of education by using machine learning techniques in future studies. In addition, by choosing the most significant 
questions from the measurement tools with feature selection methods, the forms can be shortened and complicated 
structures can be simplified. Thus, the problems such as lack of motivation of the students in practice, prejudice, misun-
derstanding of the questions and leaving the questions blank, as expressed by Botsios et al. (2008), or unanswered that 
result from the excessive number of items in the assessment will be minimized.

It is recommended that applications can be carried out by increasing the number of samples in the dataset for future 
studies related to the subject. It is believed that higher accuracy values can be achieved in analysis with more data (Raut, 
2017; Brownlee, 2016a). The sample of this study is composed of higher education students. Similar analyses can be per-
formed on different sets of sample groups to compare the obtained results. This study can be extended by performing 
the analyses with different machine learning techniques.
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1.	Introduction

Students can learn in many different ways. Some students learn best by seeing and hearing, some learn best by 
memorizing, while others learn best by visualizing and creating mathematical models. It has always been an issue for 
educators how students learn best and what method they employ. It is also important to create learning environments 
where appropriate learning methods are used as well as the abilities inherent in the learning of the students and their 
readiness levels. Nowadays, the concept of learning style in the learning environments is at the foreground. The lear-
ning style is a concept that arises from the view that each individual may have different ways of accessing information 
(Pashler, McDaniel, Rohrer, & Bjork, 2009) and this term has recently entered into the terminology of learning as an 
extension of David A. Kolb’s “experiential learning theory” (Peker, 2003; Poon Teng Fatt, 2000). Kolb (1984) refers to 
learning styles as generalized differences in learning orientations. According to Dunn & Dunn (1993), the learning style 
is a way that differs in every individual, begins with the individual concentrating on new and difficult knowledge, and 
continues with the process of grasping information and placing it into the mind.

Determining learning styles of the learners is the prerequisite for creating learning environments suitable for the 
learning styles of the students. It is seen that there are quite a variety of assessment tools used in the determination of 
learning styles in the literature (Mumford & Honey, 1992; Riding, 1991; Dunn, Dunn, & Price, 1989; Kaufmann, 1989; 
Kolb, 1985; Gregorc, 1982; Witkin, Oltman, Raskin, & Karp, 1971; Kagan, Rosman, Day, Albert, & Phillips, 1964). Kolb’s 
Learning Style Inventory (KLSI) (Kolb, 1984) is one of the most widely used measurement tools among them. However, 
some problems such as misunderstood or unanswered questions can be encountered in application and evaluation 
stages of the KLSI as other questionnaires, scales or psychological tests. In this study, it is aimed to develop a model 
proposal by using machine learning techniques and KLSI Version III (KLSI-III) for determining the learning styles of 
students and based on this model to develop an application that can be accessed both online and on mobile devices. 

Learning Styles

Today, the idea of personalizing learning environments is becoming increasingly prevalent. As one problem may 
have more than one solution, an individual may need to use a different way or a different learning environment to solve 
the problem easier and faster. That individuals have different learning characteristics (Gülbahar, 2005) and access infor-
mation through different ways confirm the learning styles (Pashler et al., 2009). In order to ensure maximum efficiency 
in educational activities, it is necessary to determine the learning characteristics of the individuals and to design the 
learning activities in accordance with these characteristics. Duff & Duffy (2002) and Mumford & Honey (1992) defined 
the learning style as the ability and perception of cognitive, affective, and psychomotor domains when each student 
interacted with the classroom environment and the school environment. Brown (2000), on the other hand, described 
the learning style as a way of perceiving and processing information in individual learning situations. Every individual 
can learn in a variety of ways, but the easiest and the best learning happens through the most appropriate learning 
style for the individual (Kinshuk, Liu, & Graf, 2009).

When the related literature is reviewed, many learning style models that are used to determine the learning styles 
of individuals could be observed (Brown, Cristea, Stewart, & Brailsford, 2005; Cassidy, 2004). However, in the literatu-
re, it is seen that these learning styles are classified in many different ways considering the main characteristics of the 
learning styles. When the classification are examined in general, it is evident that some researchers take neurological 
and neuropsychological research as basis, while others consider how individuals perceive, organize and process infor-
mation (Zajacova, 2013). Besides, many theoreticians are presenting learning styles with cognitive-centered, persona-
lity-centered and activity-centered learning approaches (Cassidy, 2004; Grigorenko & Sternberg, 1995). Accordingly, a 
classification of learning styles models commonly used in the literature according to learning approaches is presented 
in Table 1 (Zhang, Sternberg, & Rayner, 2011);

Table 1: The classification of Learning Styles (Zhang et al., 2011)

Cognitive-centered approaches Personality-centered approaches Activity-centered approaches
Sternberg Thinking Styles Myers-Briggs Types Biggs Study Process

Witkin Field-Independent and Field-Dependent 
Styles Holland-RIASEC Dunn and Dunn Learning Styles

Kagan Impulsive/Reflective Styles Gregorc Style Delineator Kolb Learning Styles
Torrance Styles of Learning and Thinking Kirton Adaptive Innovative Styles Grasha-Reichmann Learning Styles

Guilford Thinking
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According to Cassidy (2004) and Hein & Budny (1999), it is also very important for the teaching process to identify 
and assess the learning styles that individuals possess. In addition, the most important condition for the learning is 
how one takes responsibility for their own learning. If the individuals know their own learning style and the characte-
ristics of this learning style, they can act accordingly. This makes it easier for the individual to access ever-changing and 
growing information without needing any help. According to Babadoğan (2000), if the learning styles of the students 
are determined, the best way for them to learn can be estimated and accordingly the most appropriate learning envi-
ronments can be created. The identification of the learning style of the individual allows the identification of learning 
preferences and this provides the guidelines and recommendations for improving the academic success and school 
performance of the individual (McKenna, Copnell, Butler, & Lau, 2018; Moussa, 2014; Kharb, Samanta, Jindal, & Singh, 
2013). If each student is faced with learning situations appropriate to their learning style, it could be easier to learn and 
succeed (Veznedaroğlu & Özgür, 2005). On the contrary, learning outcomes are negative when students are confronted 
with situations that are inconsistent with their learning styles, leading to negative behavior in the future (Visser, Mc-
Chlery, & Vreken, 2006). In addition, knowing the individuals’ learning styles also help them become effective problem 
solvers (Gilakjani, 2012). 

Some research findings indicate that there is a positive and meaningful relationship between students’ learning 
styles and their academic achievement (Okur & Bahar, 2010; Dunn et al., 2009; Lovelace, 2005; Felder, Felder, & Dietz, 
2002; Griggs & Dunn, 1996). In addition to the academic achievements the learners’ learning styles also have impor-
tant learning implications on their course attendance, problem solving strategies, attitudes towards learning, learning 
motivations, and basic skills (Li et al., 2014; Ghazivakili et al., 2014; Dunn et al., 2009; Kinshuk et al., 2009; Metallidou 
& Platsidou, 2008; Tanabe, 2006; Vermunt & Vermetten, 2004; Simpson & Du, 2004). According to Ekici (2003), lear-
ning styles have a great influence on the ability of individuals to understand the difference between right and wrong in 
career choice, the ability to seize their leisure time and to express themselves better.

Machine Learning

Machine learning is one of the sub-research fields of artificial intelligence. The idea behind machine learning is 
basically to develop computer programs that can learn just like humans. Machine learning techniques are often pre-
ferred for decision-making and prediction problems in the present day when concepts like knowledge extraction from 
data and big data analysis are discussed. Machine learning can be understood from the definition of Mitchell (1997) “If 
the performance of a computer program measured by P in tasks T increases with experience E, then it is said that the 
computer program learns from experience E by using some class of T tasks and performance measure P”. The computer 
program, underlying the definition, is accepting the data while solving the problem as an experience similar to that 
of the human and learning the solution of the problem this way (Balaban & Kartal, 2018). The performance ensures 
the level of learning and can be evaluated by some evaluation techniques and measures. In machine learning, there 
are two main types of learning methods, supervised and unsupervised. The main difference between them is that the 
target attribute to be estimated (dependent variable) is included in the data set in the supervised learning method and 
not in the unsupervised. Supervised learning can be used to solve the classification problems where the target attribu-
te has two or more classes (Brownlee, 2016b; Kotsiantis, 2007).

In this study, the determination of students’ learning style problem is considered as one of supervised learning 
problem in machine learning because learning styles of students is determined by using KLSI-III calculation technique 
before machine learning analysis and this variable is considered as the target attribute. So, this target attribute behaves 
like a guide for supervised learning algorithms such as k-Nearest Neighbor Algorithm, C4.5 Decision Tree Algorithm, 
and Naïve Bayes Classifier to make them learn the structure of the data (hidden patterns/information inside the data). 
k-Nearest Neighbor Algorithm uses the distance between observations to make predictions for new ones. C4.5 De-
cision Tree Algorithm depends on calculating uncertainty (entropy) based measures in dataset and at the end of the 
modeling process it creates a decision tree. So, important rules can be derived from this tree to make decision. Naïve 
Bayes Classifier is based on Bayes Theory which is fundamental and commonly used theorem in probability problems in 
statistics. Result of this technique indicates the class of a new observation in terms of probability values. More detailed 
explanations about these algorithms used in this study are given in below.

k-Nearest Neighbor Algorithm: This algorithm is based on closeness and distance of samples. Where x is the sample 
to be classified and D is the current dataset, the algorithm is composed of the following steps (Larrañaga, 2006):

•	 The distance d between x and each example in the D dataset is estimated.
•	 d distances are ordered from small to large.
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•	 k samples closest to x are selected from dataset D.
•	 The most frequent repeating class label is assigned to x.

C4.5 Decision Tree Algorithm: This algorithm developed by J. Ross Quinlan (Han & Kamber, 2006). The C4.5 decision 
tree algorithm is an advanced model of the ID3 algorithm. C4.5 can work with both categorical and numerical data 
types, not just categorical. The algorithm creates a decision tree (rule tree), using the dataset. It uses rules such as “if”, 
“and” to generate rules for problem solving. C4.5 performs entropy-based partitioning while forming the tree structu-
re. Split Info and Gain Ratio are used (Han & Kamber, 2006).

Naive Bayes Classifier: Naive Bayes is a classifier based on Bayes Theorem. It assumes that the attributes used for 
estimation are independent of each other (Sayad, 2017). Calculation is carried out with the frequency table for catego-
rical attributes and discretization of numeric attributes or the assumption that the numerical attributes follow a normal 
distribution (Garg, 2013).

Determining the Learning Styles

Determining the learning styles in advance plays an important role in the design of the learning environment, in 
the preparation of the instructor’s course content, and in the learning process of the learner in particular (Xu & Shi, 
2018; Kahtz & Kling, 1999). When the literature in the field is examined, it can be seen that in order to determine the 
learning styles many assessment tools based on the scoring method have been developed. Since learning styles can be 
identified as one of the most fundamental issues to be addressed in terms of quality of education, a number of assess-
ment tools have been developed for determination of learning styles (Mumford & Honey, 1992; Riding, 1991; Dunn 
et al., 1989; Kaufmann, 1989; Kolb, 1985; Gregorc, 1982; Witkin et al., 1971; Kagan et al., 1964). There are two main 
reasons why assessment of learning styles is so widespread (Pashler et al., 2009): The first of these is an attempt to 
obtain valid and reliable data on the personal characteristics of the individual. The second is to help people to become 
aware of their learning style and to choose appropriate learning materials. People at this point will be as autonomous 
as possible in terms of learning (Logan & Thomas, 2002). In this part of the study, learning style models commonly used 
in literature have been shared in below. 

KLSI is one of the most popular scales that is frequently used in the field to determine the learning styles of the 
students. According to Kolb, the learning processes of individuals differ according to the preferred form of perception 
(from concrete to abstract) and the preferred form of learning (from active trials to reflective observations) (Pashler 
et al., 2009). Kolb divides its learning styles into four levels: Diverger, Assimilator, Accommodator and Converger. Since 
the KLSI is used as a data collection tool in the study, the information about these levels and inventory is discussed in 
detail in the method section of the study.

Another widely used learning style scale is the Dunn and Dunn Learning Style Model developed by Dunn et al. 
(1989). Dunn, Beaudry, & Klavas (1989) argue that differences in learning styles are influenced by both biological and 
developmental characteristics. Differences in these characteristics cause the influence and the meaning of the teaching 
methods to be different for all students. In this respect, five learning style elements are included on Learning Style 
Inventory (Riding & Rayner, 2013): (1) environmental stimulus, (2) emotional stimulus, (3) sociological stimulus, (4) 
physiological stimulus, and (5) psychological stimulus.

Another example of the learning style scales is the Group-Embedded Figures Test developed by Witkin et al. (1971) 
after their experimental studies (Şimşek, 2007). This scale aims at measuring the ability of individuals to separate on 
the basis of perceptual activity, and as a result of the scale, two learning styles are obtained as field-dependent and 
field-independent (Şimşek, 2007). Later, Gregorc (1982) developed a self-assessment scale called The Style Delineator. 
On this ten-item scale, scores represent the order in which the participant chooses the most preferred and the least 
preferred. Each point can only be used once, and each word represents a learning style. The scores collected for diffe-
rent categories within the scale represent the participant’s learning style. These categories are (a) concrete-sequential, 
(b) abstract-sequential, (c) concrete-random, (d) abstract-random.

Another learning style model introduced in 1994 was Felder and Silverman Learning Style Model (FSLSM) (Saman-
cı & Keskin, 2007). According to Felder & Silverman (1988), learning takes place in a two-step process; the first step 
includes the perceiving the information, the second step includes the processing of the information perceived. FSLSM 
offers four independent dimensions namely processing, perception, input, and understanding. Preferences of learners 
are defined to process information (active/reflective), perceive information (sensing/intuitive), receive information 
(visual/verbal), and organize (sequential/global) information (Maaliw & Ballera, 2017). In addition, according to Riding 
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(2002), who treat learning styles in cognitive domain, a learning style is the approach individuals prefer to organize and 
express the knowledge. Developed by Riding (1991) Cognitive Style Analysis measuring tool is based on the principle 
that both of the wholist-analytic and verbal-imagery dimensions can be measured directly (Peterson, Deary, & Austin, 
2003). 

When the scales developed to determine the learning styles are examined in general, the results obtained from 
each of the scales are evaluated and interpreted by the experts. This method is very costly and laborious in terms of 
insufficiency of the number of experts and difficulties of reaching the subjects. This clearly demonstrates the need for 
alternative methods using today’s advanced technologies to overcome current drawbacks. In this respect, when the 
related literature is examined, it is seen that the machine learning and data mining techniques are used in determining 
the learning style of the person (Maaliw & Ballera, 2017; Rajper, Shaikh, Shaikh, & Ali Mallah, 2016; Petchboonmee, 
Phonak, & Tiantong, 2015). In addition, each of the standard methods that model learning styles divides learning styles 
into certain categories and places individuals in these categories according to their scores. For this reason, in machine 
learning studies, the determination of learning styles is mostly considered as a classification problem in which supervi-
sed learning algorithms are used.

In the literature, it can be seen that decision tree algorithms such as C4.5 Decision Tree Algorithm (is represented 
as J48 in WEKA data mining software) and Random Forest Algorithm, which use supervised learning and are preferred 
for classification problems, is mostly used to determine learning styles.  Maaliw & Ballera (2017) determined learning 
styles of students of Computer Programming I course in Southern Luzon State University in Philippines with an Index of 
Learning Styles (ILS) questionnaire based on FSLSM. The learning styles were associated with behaviors of the students 
on Moodle Learning Management System (LMS). Then, the performance of four different classification techniques 
(Naive Bayes, Logistic Regression, Conjunctive Rule and J48) were compared based on interaction logs and navigation 
patterns. According to research findings, J48 decision tree classifier has given the best accuracy (87.42%). Liyanage et 
al. (2016) used almost the same techniques (Bayesian network, Naive Bayes, J48 and Random Forest algorithms) to de-
rive learners’ learning styles based on Moodle LMS log data. Authors developed a new module which predicts learning 
style based on the best performing algorithm (J48 with accuracy 65.26%). Truong (2015) is another researcher who 
presented a proposal for the development of a system that classifies learning styles through students’ online learning 
behaviors. Narlı, Aksoy, & Ercire (2014) aimed to determine learning styles of students and to explore the relations-
hips between them. For this purpose, Turkish translation of Grasha-Riechmann Student Learning Styles Inventory was 
applied to prospective elementary mathematics teachers at Dokuz Eylül University. Network graph, C5.0 decision tree 
algorithm and association rules were used in data analysis. Pantho & Tiantong (2016) classified learners’ VARK (Visual, 
Aural, Read / Write, Kinesthetic) learning style with accuracy of 83.40% using C4.5 algorithm.

The performance of probability based techniques such as Bayesian networks are also evaluated to detect learning 
style of a student in a web based education system (García, Amandi, Schiaffino, & Campo, 2007). In the evaluation 
step, the study was conducted with 27 computer science engineering students who take Artificial Intelligence Course. 
At the end of the study, the learning styles of students were obtained from Bayesian networks compared with results 
obtained with ILS questionnaire. Only perception, processing and understanding dimensions was included in the analy-
sis. Also, Rajper et al. (2016) used a Bayesian network to predict the learning style of students who were registered to 
computer science courses over the LMS. In their study, first they used KLSI to determine students’ learning styles. Then 
an online survey was used to collect data about activities of students on LMS. The proposed model again is suggested 
for personalized e-learning systems.

Furthermore, some studies in the literature used hybrid or more advanced supervised learning techniques such as 
NBTree, artificial neural networks and fuzzy logic. Hmedna, El Mezouary, Baz, & Mammass (2017) have worked with 
artificial neural networks to identify and track learning styles of the learners to recommend more appropriate materi-
als on MOOCs environment. Uysal (2010) aimed to model ILS with fuzzy logic to solve the uncertainties in instruction 
environments. Modelled fuzzy inference system is suggested for intelligent learning systems and computer-aided inst-
ruction environments. A similar study is performed by Uysal, Balbal, Mülayim, Özdemir, & Albeyoğlu (2016). They pro-
posed a learning style inference system to increase the success of a student in education by using fuzzy logic and Dunn 
Learning Style. Abdullah, Daffa, Bashmail, Alzahrani, & Sadik (2015) investigated the effect of learning styles of learners 
on the performance of e-learning environment and obtained the best accuracy value with NBTree algorithm in these 
analyzes performed using WEKA. Petchboonmee et al. (2015) performed learning style classification and investigated 
the effectiveness of Kolb’s classification of experimental learning style by using WEKA. When some general questions 
such as gender, educational level, and Kolb’s 32-item experiential learning style classification questionnaire were used 
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to analyze J48’s data collected from 502 students, it is concluded that J48 has the best classification performance with 
85.65% accuracy rate among Naive Bayes and NBTree algorithms. 

There are also some other studies in the literature in which a method/model/framework is developed or proposed 
for learning style prediction (Helmy, Abdo, & Abdallah, 2016; Yang, Huang, Gao, & Liu, 2014). In the light of the studies 
summarized above, conducting a research, in which an alternative model for determining the learning styles of the 
students was presented by using machine learning techniques, was considered as a significant contribution to the field.

The studies summarized above aim to determine or predict the learning style of learners with machine learning and 
data mining techniques such as Bayesian Network, Naive Bayes, Random Forest, NBTree, and C4.5. Machine learning 
techniques use the data as experience to make decisions/predictions for a new observation for pre-determined tasks. 
So, these techniques are applied to the existing data for determining learning styles problem. The data sometimes can 
be an LMS log, sometimes can be the answers of a questionnaire, etc. In addition, these techniques have the ability 
of creating models which learn from the data. The focus is on building models/programs which can learn and make 
decisions for a new observation in a specific domain. According to the studies summarized above machine learning 
techniques can be used as well as other techniques such as KLSI, ILS etc. to determine learning styles. These models 
provide the determination of an individual’s learning style by using the power of machine learning and data mining.

In this context, the problem sentence of this study is determined as “to develop a model proposal for determining 
learning styles of higher education students by using machine learning techniques and KLSI-III, and based on this mo-
del to develop an application that can be accessible both online and on mobile devices”. In this way, sub-problems of 
research are: (1) What are the results obtained from the performance evaluation of the k-Nearest Neighbor Algorithm? 
(2) What are the results of the C4.5 Decision Tree Algorithm’s performance evaluation? (3) What are the results of 
the Naïve Bayes Classifier’s performance evaluation? Considering these sub-problems, it is aimed to find the machine 
learning model that gives the best performance in the research and to facilitate the process of applying and based on 
this model evaluating KLSI-III by developing an application which is accessible both online and on mobile devices. As 
the application developed in this study can be easily integrated into e-learning systems by using its URL, it is thought 
that this work is important in terms of facilitating the process of determining the learning styles of the students, thus 
enabling the student-centered design of the educational activities and the scientific studies reaching more students. 
Authors believe that once the best model is created, the determination process will be easier, and the model can be 
easily integrated to online learning platforms or can be easily applied to students in the classroom with a simple user 
interface. Moreover, the learning style of a student is determined by using only KLSI-III is performing with the scores 
that come separately from different options of the items. Students are asked to list four options in terms of their su-
itability according to the given case. However, in practice, it is observed that some students often ignore the ranking 
and choose a single option that they see most appropriate among the options given. Even if they did sorting, it was 
observed that they gave 1 point instead of 4 points to the most suitable option. This behavior is due to the idea that the 
most appropriate option for the given situation is in the first place. Similar problems in practice have also been empha-
sized in the work done by Botsios, Georgiou, & Safouris (2008). In this study unlike the other studies in the literature, 
in response to each question in KLSI-III, authors only consider the answer that participants indicated as “only the most 
appropriate option” rather than “the order of relevance” in that question. This characteristic of this study is believed 
to minimize student errors during the KLSI-III application process. In this case, the application structure of KLSI-III will 
be simplified, and the application time will be shortened.

2.	Method
Research Model 

The survey model is used in this study. Survey model aims to describe an existing situation as it is. An event, an indi-
vidual or an object, which is the subject of the research, is tried to be defined within its own conditions and as it is. No 
effort is made to change or to influence them in any way. The important thing is to be able to observe and determine 
what is wanted to be known (Karasar, 2003). In this research, students’ learning styles were determined with KLSI-III 
and also their age, gender, class, period, the department in which they are studying and the type of school they gradu-
ated were determined with the help of a questionnaire which is prepared by the researchers.

The Sample of the Study

In this study, convenience sampling has been used. The sample of the study is composed of 284 students selected by 
simple random sampling from the students studying at the faculty of education at a state university in İstanbul. 80 of them are 
male and 204 of them are female. The age of participants in the survey ranged from 17 to 52 and the average age was 22.14. 
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Data Collection Tool

In the scope of the study, the third version of the KLSI, which was developed by Kolb (1999) in accordance 
with Experiential Learning Theory and translated into Turkish by Evin Gencel (2006), and whose validity and 
reliability has been evaluated, has been used as data collection tool. In Kolb’s learning model the individuals’ 
learning styles are in cycle and with the learning style inventory the place of the individuals in this cycle is deter-
mined. There are four learning styles in this cycle. These are Concrete Experience (C.E.), Reflective Observation 
(R.O.), Abstract Conceptualization (A.C.), and Active Experimentation (A.E.) (Aşkar & Akkoyunlu, 1993). Kolb’s 
learning style is based on a bipolar dimension, depending on how one perceives and internalizes knowledge. 
While abstract conceptualization and concrete experience define how individuals perceive knowledge, reflec-
tive observation and active experimentation examine how individuals process or internalize knowledge (Goo-
den, Preziosi, & Barnes, 2009). According to Kolb’s learning model, there is no single form that determines the 
learning style of the individual. The learning style of each individual is a component of these four basic forms. 
These learning styles are “Accommodator”, “Assimilator”, “Diverger”, and “Converger”. The learning style cycle 
according to Kolb’s learning model is shown in Figure 1. Evin Gencel (2006) explains KLSI-III as:

Version III, which is the final form of the inventory, has significant differences in evaluation and coding. Style 
names have been changed to “Converging”, “Diverging”, “Assimilating”, and “Accommodating”. The scale covers 
12 cases with four options in each, as in the KLSI-I (1971) and KLSI-II (1981) versions. There is a quadrant rating 
scale with options to respond in the form for the most appropriate for each situation in the inventory, then the 
second appropriate, the third appropriate and the least appropriate. The four options in each item are scored 
between 1 and 4. The lowest score that can be taken from the scale is 12, the highest score is 48. After this es-
timation, the combined points are calculated. Consolidated scores are obtained in the form of Abstract Concep-
tualization (A.C.) - Concrete Experience (C.E.) and Active Experimentation (A.E.) - Reflective Observation (R.O.), 
and the scores obtained from this process range from -36 to +36. The positive score obtained from A.C. - C.E. 
indicates that the learning is abstract whereas the negative score indicates that the learning is concrete; simi-
larly, A.E. - R.O. scores indicate whether the learner is active or reflective. When the inventory is evaluated, the 
combined scores are placed on the coordinate system shown in Figure 2. The number obtained by processing 
A.C. - C.E. is marked on x-axis, and the number obtained by processing A.E. - R.O. is placed on the y-axis, and the 
intersection of these two numbers indicates the learning style of the individual (Evin Gencel, 2006).

Figure 1: Learning Styles Cycle (Lowy & Hood, 2004).

As a result of the validity and reliability study conducted by Evin Gencel (2006), the reliability coefficients of 
the four dimensions of the inventory (Cronbach α) were found to vary between 0.71 and 0.80. Since the relia-
bility coefficients obtained are satisfactory, it has been interpreted that the result of “KLSI-III” can be applied in 
Turkey. Another data collection tool used by the researchers is a questionnaire prepared by the researchers to 
determine the age, gender, class, period, the department in which they are studying and the type of school they 
graduated. The survey was transferred to Google Forms and the dataset was created online.
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Figure 2: Kolb’s Learning Styles InventoryCoordinate System (Evin Gencel, 2006; Kolb, 1999).

Data Analyses

In this study, CRoss-Industry Standard Process for Data Mining (CRISP-DM) (Shearer, 2000) is used for data analy-
ses by considering the close relationship between data mining and machine learning. CRISP-DM has the following six 
stages: (1) Business understanding, (2) Data understanding, (3) Data preparation, (4) Modeling, (5) Evaluation, and (6) 
Deployment.

(1) Business understanding: This step is presented in the introduction as a research problem.

(2) Data understanding and (3) Data preparation: Learning styles of students are determined by using KLSI-III cal-
culation technique as mentioned in the previous section. Learning style attribute is considered as the target attribute 
for machine learning analysis. The class values of the target attribute are “Converging”, “Diverging”, “Assimilating” and 
“Accommodating”. Of 284 students who took KLSI-III, 114 students (40.14%) are labelled as “Converging”, 95 (33.45%) 
students are labelled as “Assimilating”, 38 (13.38%) students are labelled as “Accommodating”, and finally 37 (13.03%) 
students are labelled as “Diverging”. 13% of the students are concrete and 87% of the students are abstract according 
to KLSI-III. Furthermore, 29% of them are reflective and 71% of them are active.

KLSI-III has 12 items and each item has four different options which should be scored by a student in terms of being 
the worst (1 point) or the best (4 points). The learning style of a student has been calculated with these scores that 
come separately from different options of the items. However, in this study unlike the other studies in the literature, 
in response to each question in KLSI-III, authors only consider the answer that participants indicated as “only the most 
appropriate option” rather than the order of relevance in that question. Because, in practice, it is observed that some 
students often ignore the ranking and choose a single option that they see most appropriate among the options given. 
Even if they did sorting, it was observed that they gave 1 point instead of 4 points to the most suitable option. This 
behavior is due to the idea that the most appropriate option for the given situation is in the first place. 12 questions in 
KLSI-III, age and gender attributes are also considered as predictive attributes. At this point, it is aimed to shorten time 
spent for all over the calculation and to make the process simpler. The data preparation process for the data analyses 
was terminated by removing three duplicate samples from the data set.

(4) Modeling: In algorithm selection process, the most commonly used algorithms as stated in “Determining the 
Learning Styles” section are considered. Three different machine learning classification techniques were applied to the 
data set to be able to predict the learning styles using machine learning techniques: k-Nearest Neighbor Algorithm, 
C4.5 Decision Tree Algorithm and Naive Bayes Classifier. Gower distance has been used in the k-Nearest Neighbor Al-
gorithm for the reason that both the numerical and categorical attributes are in the data set.

Analyses were performed in the R programming language (cran.r-project.org, 2018) and RStudio (RStudio, 2018), 
caret (Kuhn, 2017), dprep (Acuna & The CASTLE Research Group, 2015) (knngow() function for k-Nearest Neighbor 
Algorithm), e1071 (Meyer, Dimitriadou, Hornik, Weingessel, & Leisch, 2017) (naiveBayes() function for Naive Bayes 
Classifier), plyr (Wickham, 2011), RWeka (Hornik, Buchta, & Zeileis, 2009; Witten & Frank, 2005) (J48() function for C4.5 
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Decision Tree Algorithm), shiny (Chang, Cheng, Allaire, Xie, & McPherson, 2017), shinythemes (Chang, 2016) packages 
have been used in the analyses.

(5) Evaluation: Finally, performance of three machine learning techniques have been evaluated in terms of accura-
cy (the proportion of correct predictions among all predictions in test dataset), sensitivity (the proportion of positive 
labelled samples that are correctly identified by the algorithm among all actual positive labelled samples), specificity 
(the proportion of negative labelled samples that are correctly identified by the algorithm among all actual negative 
labelled samples), positive predictive value (the proportion of positive labelled samples that are correctly identified by 
the algorithm among the samples that are predicted as positive), negative predictive value (the proportion of negative 
labelled samples that are correctly identified by the algorithm among the samples that are predicted as negative), and 
F1 score (harmonic mean of sensitivity and positive predictive value) (Balaban & Kartal, 2018; Kartal & Özen, 2017). In 
other words, it has been tried to determine how close or far the performance of the machine learning techniques to 
the KLSI-III evaluation results is. The model performance evaluation was performed by Hold-out method. 70% to 30% 
of the data has been divided into two parts for use in the training and testing of the algorithms. When the data set 
is separated, the samples are randomly selected, the class values of the target attribute are taken into consideration, 
and the stratified sampling is carried out while preserving the ratios of the class values of the target attribute in the 
training and test data set. Accuracy is usually preferred as a model performance evaluation measure in the literature 
(Emre, 2017; Özen, 2016; Douglas, Harris, Yuille, & Cohen, 2011; Williams, Zander, & Armitage, 2006), so in this study 
comparison of the performance of three different machine learning algorithms has been taken into consideration.

(6) Deployment: At the end of the CRISP-DM, a Shiny (RStudio, 2017a) application was developed with the best 
model that is accessible both online and on mobile devices by using “shinyapps.io” (RStudio, 2017b).

3.	Findings

The performance results of the machine learning techniques performed to find the model that produces the closest 
results to the KLSI-III evaluation results are given in this section. Reflections of these findings into education are given 
in “Discussion, Conclusion and Recommendations” section.

Findings of the First Sub-Problem of the Research: “What are the results obtained from the performance evalua-
tion of the k-Nearest Neighbor Algorithm?”

In order to obtain the parameter giving the best accuracy value, the analyses were repeated for k values ​​from 1 to 
20 (Figure 3).

Figure 3: The accuracy values obtained from k-Nearest Neighbor Algorithm (from k=1 to k=20).

The best accuracy value was obtained for 0.646 k = 1, with k = 15 and k = 16 with 0.634 accuracy, k = 11, k = 13 and k = 18 
with 0.622 accuracy. All performance values ​​obtained for k = 1 are given in Table 2.

According to Figure 3, the neighbor number k is chosen as 1 because in this way, a new student’s learning style, which is 
to be predicted, can easily be determined by looking into only the nearest student’s learning style in the training dataset. This 
also saves time during the analysis.

In addition, the chosen model can predict the learning style of a student approximately 65% accurately. Table 2 shows the 
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other performance evaluation metrics for each class of the target attribute. In other words, Table 2 shows the correct predi-
ctions of the model among all the predictions according to learning style types of the students (“Converging”, “Diverging”, 
“Assimilating”, and “Accommodating”). Table 3 and Table 4 are also interpreted with similar thought in Table 2.

Table 2: The performance values obtained from Performance values obtained for k = 1.

Converging Diverging Assimilating Accommodating

Sensitivity 0.7273 0.5000 0.6071 0.6363

Specificity 0.7143 0.9861 0.8704 0.9014

Positive Predictive Value 0.6316 0.8333 0.7083 0.5000

Negative Predictive Value 0.7955 0.9342 0.8103 0.9412

F1 Score 0.6761 0.6250 0.6538 0.5600

Findings of the Second Sub-Problem of the Research: “What are the results obtained from Naive Bayes Classi-
fier?”

Analysis of the Naive Bayes Classifier yielded an accuracy of 0.622. The performance values of the results obtained 
from the analyses are given in Table 3.

Table 3: The performance values obtained from Naive Bayes Classifier.

Converging Diverging Assimilating Accommodating

Sensitivity 0.6667 0.5000 0.6786 0.4546

Specificity 0.7959 0.9306 0.8519 0.8873

Positive Predictive Value 0.6875 0.5000 0.7037 0.3846

Negative Predictive Value 0.7800 0.9306 0.8364 0.9130

F1 Score 0.6769 0.5000 0.6909 0.4167

Findings of the Third Sub-Problem of the Research: “What are the results Obtained from C4.5 Decision Tree Al-
gorithm?”

In the decision tree resulting from the analyses, Question 9 initiated the first branching and it is seen that the deg-
ree of importance is higher when the learning style is decided. According to the obtained tree structure, the following 
rule deductions and similar conclusions can be made with an accuracy of 0.659:

•	 IF the person says “The best way of learning for me is taking what I feel into account”, then the Learning Style 
= DIVERGING.

•	 IF the person says “Watching is the best way to learn” AND “While I am learning, I am watching without 
participating in the class”, Learning Style = ASSIMILATING.

Table 4 shows all performance evaluation results obtained from the C4.5 Decision Tree Algorithm.

Table 4: The performance values obtained from C4.5 Decision Tree Algorithm.

Converging Diverging Assimilating Accommodating

Sensitivity 0.8485 0.6000 0.6429 0.1818

Specificity 0.6939 0.9583 0.8333 0.9859

Positive Predictive Value 0.6512 0.6667 0.6667 0.6667

Negative Predictive Value 0.8718 0.9452 0.8182 0.8861

F1 Score 0.7368 0.6316 0.6545 0.2857

The model generated from the C4.5 Decision Tree Algorithm, which is the machine learning algorithm that gives the best 
accuracy value in the analyses, has been turned into an application which can be accessed both online and on mobile devices. 
The visitor can see the results that show the learning style prediction and the performance evaluation of the C4.5 Decision 
Tree Algorithm model easily by clicking on the “Predict!” button after marking the most appropriate options in the application.
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4.	Discussion, Conclusion and Recommendations 

In this study, it is aimed to develop a model proposal using machine learning techniques to determine the learning 
styles through KLSI-III. While the data set of the study was created, the age and gender characteristics of the students 
were considered together with the KLSI-III scale. Furthermore, unlike the original evaluation system of the KLSI-III, 
students were asked to select the option that was most appropriate for them in the given situations rather than rank-
ing the options that determine their learning styles in terms of eligibility. Thus, it is aimed to prevent the frequently 
encountered problems such as students’ getting tired and responding to questions without understanding during the 
application of the scales due to the long duration of the scales mentioned in the literature (Botsios et al., 2008). Ac-
cordingly, machine learning techniques such as k-Nearest Neighbor Algorithm, C4.5 Decision Tree Algorithm and Naive 
Bayes Classifier were applied to this obtained data. Moreover, in this study considering the advantages such as the ease 
of access to the online tests compared to the paper based tests, the need for a specialist in the implementation and 
evaluation stages, the reliability of the analyzes and the ability to be updated (I. C. Choi, Kim, & Boo, 2003; Pomplun, 
Frey, & Becker, 2002), it is aimed to develop an application based on this model that can be accessed both online and 
on mobile devices.

The results obtained in this study from the standard evaluation method of KLSI-III were compared with the results 
of the models created by machine learning techniques such as C4.5 Decision Tree Algorithm, k-Nearest Algorithm and 
Naive Bayes Classifier. As a result of the analysis made, the best performance is obtained with C4.5 decision tree algo-
rithm with 0.659 accuracy. The model obtained with the C4.5 Decision Tree Algorithm revealed that the 9th question 
asked for the best learning path was the most decisive factor (root node) in the decision tree. The performance of C4.5 
decision tree model was followed by the k-Nearest Neighbor Algorithm with 0.646 accuracy and Naive Bayes Classifier 
with 0.622 accuracy. In this study, although the C4.5 Decision Tree Algorithm gives the best accuracy, other class-based 
performance evaluation measures (sensitivity, specificity, positive / negative predictive values, and F1 score) may vary. 
To illustrate this difference, sensitivity can be examined in terms of Converging, Diverging, Assimilating, and Accommo-
dating classes. The highest sensitivity value of the Converging and Diverging classes is obtained with the C4.5 Decision 
Tree Algorithm, of the Assimilating class with the Naive Bayes Classifier, and the Accommodating class with the k-Near-
est Neighbor Algorithm. In this respect, the use of C4.5 Decision Tree Algorithm produces the most accurate result 
while evaluating KLSI-III. In the same way, this coincides with the Petchboonmee et al. (2015) best model result. How-
ever, the accuracy value of 86.85% obtained in the related study was not reached (approximately 66%). In addition, in 
studies based on ILS which are performed by Maaliw & Ballera (2017) and Liyanage et al. (2016), the best performance 
obtained by J48 (C4.5), too. However, determinative characteristic of the data set used in the analysis should not be 
forgotten in data mining and machine learning studies.

It is recommended that applications can be carried out by increasing the number of samples in the dataset for fu-
ture studies related to the subject. It is believed that higher performance can be achieved in analysis with more data 
(Raut, 2017; Brownlee, 2016a). It is important to develop such applications on questionnaires, scales or psychological 
tests which are important in the field of education by using machine learning techniques in future studies. In addition, 
by choosing the most significant questions from the measurement tools with feature selection methods, the forms can 
be shortened, and complicated structures can be simplified. Thus, the problems such as lack of motivation of the stu-
dents in practice, prejudice, misunderstanding of the questions and leaving the questions blank, as expressed by Bot-
sios et al. (2008), and unanswered that result from the excessive number of items in the assessment will be minimized.

The sample of the study is composed of higher education students. Similar analyses can be performed on different 
sets of sample groups to compare the obtained results. Even if the prediction of learning styles with machine learning 
techniques was performed in the study, the learning styles needed for the classification were obtained by calculating 
the data sets that had to comply with the evaluation criteria of KLSI-III. In the future studies, the data set can be clus-
tered by considering machine learning clustering algorithms (or unsupervised learning algorithms) such as k-means, 
fuzzy c-means, and the learning styles. After that, the clusters can be associated with the learning styles and forwarded 
to the prediction process. In this way, unlike classification (or supervised learning algorithms) clustering algorithms can 
group observations together without information about pre-determined learning styles of students. Thus, there will 
be no need to calculate students’ learning styles based on a standard scale. Furthermore, learning styles classes will 
be created independently of Kolb’s original evaluation. It is also believed that repeating the analyses using different 
classification algorithms such as artificial neural networks, C5.0, or hybrid algorithms may lead researchers to better 
results. Because, using more advanced, newer and hybrid algorithms are believed to produce more accurate and stron-
ger predictions for the learning styles of students.   
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The model with the highest accuracy in the study was integrated to an application which is available online and 
on mobile devices. In this way, educators who want to organize their learning environments in accordance with stu-
dents’ learning styles have been provided with easy access to the application environment. Furthermore, by sharing 
machine learning evaluation of KLSI-III in an online environment, the standardization of the management conditions 
during the implementation of the test, elimination of possible errors in measurement and evaluation processes of a 
scale used for determination of student’s learning styles are ensured and there is no need for a field expert in this 
process, and regardless of the number of participants, all individuals were allowed to take part in the process under 
the same conditions (I. C. Choi et al., 2003; Pomplun et al., 2002). Additionally, it is believed that this application will 
enable an increase in awareness on the importance of the learning styles and contribute to the creation of personal 
learning environments by integrating similar applications, especially with LMS. In addition, the learning style predic-
tion application developed in this study can be applied to the students at the beginning of the education period in the 
classroom education, so that the learning styles of the students can be determined. Thus, the trainer can regulate or 
enrich the curriculum throughout this period. As a natural result of this, the academic success of the students and their 
motivation towards the lessons are expected to increase (Ming, 2004; Bilgin & Durmuş, 2003; Kılıç, 2002). As a result; 
because the application developed within the scope of this study can be easily integrated into e-learning systems by 
only using its URL; it is thought that it is important for the teachers to facilitate the process of determining the learning 
styles of the students and accordingly to enable the student-centered design of the training activities and the scientific 
studies reaching more students. For future studies, it is also aimed to perform machine learning analysis with log data 
of an LMS course just like the other studies in the literature (Maaliw & Ballera, 2017; Liyanage et al., 2016; Rajper et 
al., 2016). Accordingly, authors believe that this will carry KLSI-III based predictions of this study to more student be-
havior-centered predictions.
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