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Abstract 

Mobile Ad hoc Network (MANET) is a collection of wireless mobile nodes that dynamically form a network 
temporarily without any support of central management. Moreover, every node in MANET moves arbitrarily 
making the multi-hop network topology to change randomly at uncertain times. There are several familiar routing 
protocols like AODV, DSR, and DSDV etc. which have been proposed for providing communication among all 
the nodes in the wireless network. This paper presents a performance comparison and study of reactive (AODV) 
and proactive (DSDV) protocols based on metrics such as throughput, packet delivery ratio, average end-to end 
delay, paket loss rate and consumed energy by using the NS-2 simulator. The simulation results showed that 
AODV performance is better than DSDV regarding packet delivery ratio and end to end delay, while DSDV 
performance is better than AODV regarding packet loss rate and consumed energy then the performance of AODV 
and DSDV protocls in throughput parameter is equal close. For small networks, DSDV works well and AODV is 
best suited for larger networks. 

Keywords: MANET, AODV, DSDV, NS-2 simulator, Routing algorithms, Protocol comparison 

1. Introduction 

Due to the fast growth of mobile communication in recent years, especially observed in the field of 
mobile system, wireless local area network, and ubiquitous computing. The set of mobile terminals that 
are placed in a close location communicating with each other, sharing services, resources or computing 
time during a limited period of time and in a limited space forms spontaneous ad hoc network. Network 
management should be transparent to the user. These types of networks have independent centralized 
administration; user can enter the networks and leave the networks easily. One of the important research 
areas in MANET is establishing and maintaining the ad hoc network through the use of routing protocols 
[1],[2]. 

Routing is the method of selecting a traffic path in a network or over multiple networks, which to send 
and receive data. It directs the passing of logically addressed packets from their source toward their 
ultimate destination through intermediary nodes. Routing protocol is the routing of packets based on the 
defined rules and regulations. Every routing protocol has its own algorithm on the basis of which it 
discovers and maintains the route. Each routing protocol has a data structure which stores the 
information of route and modifies the table as route maintenance is requires. A routing metric is a value 
used by a routing algorithm to determine whether one route should perform better than another. Metrics 
can cover such information as bandwidth, delay, hop count, path cost, load, reliability and 
communication cost. The routing table stores only the best possible routes while link-state or topological 
databases may store all other information as well. MANETs are currently the greatest innovation in the 
field of telecommunications.[3],[4].  

Routing is a core problem in networks for sending data from one node to another. Several routing 
protocols have been proposed for mobile Ad-Hoc networks. In this paper we present the classification 
of these routing protocols and the review of an AODV and DSDV routing protocols [5]. 

http://doi.org/10.35377/saucis.04.01.780465
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The rest of the paper is organized as follows: Section II presented the related works; Section III provides 
a classification details of routing protocols in Mobile Ad-hoc network; Section IV provides the 
simulation methodology. The simulation results and discussion will be explained in section V. The last 
section VI concludes the paper.  

2. Related Works 

There are numerous investigate endeavors that have been done during the previous year comparing the 
execution of different routing protocols in MANET. These routing protocol employments diverse 
strategy or metric to choose the best path between the source node and the destination node, some of 
them they utilize the accessible transmission capacity and a few of them they utilize the bounce check 
between the sets. All of these protocols have their pros and cons [6]. 

Daas et al (2015) presented a comparison study for evaluating the performance of AODV and DSDV 
routing protocol based on node speed using NS2 simulator. The simulation results indicated that AODV 
has better performance than DSDV in terms of throughput, delay, and PDR factor [2]. DSDV 
performance is however better than AODV in terms of energy consumption [7]. 

A similar study is presented by [8]. The authors climbed that AODV is superior to AOMDV, DSR, and 
DSDV in terms of CBR connection. DSR is however perform excellently than AODV, AMDV, and 
DSDV in terms of TCP connections. 

Sharma et al [9] are evaluated the performance of proactive and reactive protocols with different 
mobility models. Simulation results uncover that proactive protocols perform superior for smaller 
networks and reactive protocols perform way better for larger networks in terms of the performance 
metrics such as PDR, delay and bundle misfortune. 

This study investigates and compare between two different routing protocol categories which are 
Proactive protocols (DSDV) and Reactive protocols (AODV). There have been several efforts to 
implement and test the efficiency of the network protocols in various contexts, such as AODV, DSR, 
and DSDV routing protocols. 

3. Mobile Ad hoc Network Routing Protocols 

Mobile Ad-Hoc network (MANET) is a kind of wireless network and self-configuring network of 
moving routers associated with wireless network. In MANET, the routers are free to move randomly 
and organize themselves arbitrarily, thus, the network's wireless topology may change rapidly and 
unpredictably [3], [10]. Figure 1 represent MANET overview. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1 Mobile Ad Hoc Networks 
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MANET is a collection of wireless mobile hosts forming a temporary network without the aid of any 
established infrastructure or centralized administration. They are characterized by a dynamic, multi-hop, 
rapid changing topology [5]. The main objective of ad-hoc routing protocols is to deliver data packets 
among mobile nodes efficiently without predetermined topology or centralized control. The various 
mobile ad-hoc routing protocols have been proposed and have their unique characteristics. Hence, in 
order to find out the most efficient routing protocol for the highly dynamic topology in ad-hoc networks, 
the behavior of routing protocols has to be analyzed under different traffic patterns respect to their 
metrics [11]. Figure 2 shows the classification of MANET routing protocols depending on how the 
protocols are handle the packet to deliver from source to destination. Due to their functionality of 
Routing protocols are broadly classified into three types: Reactive, Proactive and Hybrid protocols [12].  

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

Figure 2 Routing protocols in MANET 

3.1 Proactive (table-driven) Routing Protocol 

The proactive routing is also known as table-driven routing protocol. Each node maintains routing 
information for every possible destination.This causes more overhead in the routing table leading to 
consumption of more bandwidth. DSDV and OLSR are the main representative protocols [13]. 

Destination Sequenced Distance Vector (DSDV) 

(DSDV) is a table-driven routing protocol for ad-hoc mobile networks works based on the Bellman-ford 
algorithm. Each node acts as a router where a routing table is maintained and periodic routing updates 
are transfer, even if the routes are not necessary. A sequence number is associated with each route or 
path to the destination to prevent routing loops. The Routing updates are exchanged even if the network 
is idle which uses up battery and network bandwidth. So, it is not preferable for highly dynamic 
networks. The DSDV eliminates two problems of routing loops and counting to infinity. Dissemination 
of an update, however, remains quite slow. Mobility for high losses are mainly due to the use of outdated 
table entries.[14],[15]. 

 

 

Routing Protocols 

Reactive  Proactive  Hybrid 

AODV, DSR ZRP, TORA OLSR, DSDV 
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3.2. Reactive (on-demand) routing protocol 

This type creates a route when a source node require from distination node. It is based on flooding 
algorithm which employs on the technique that a node just broadcasts the packet to all of its neighbors 
and intermediate nodes just forward that packet to nearby nodes and this technique will repetitive until 
it reaches the destination.The major representative protocols are AODV, DYMO and DSR. [16]. 

Ad Hoc On-demand Distance Vector Routing (AODV) 

In AODV, route establishment takes place only when there is a demand for new route. The network 
remains stable till the connection is desirable. At the point where the network node wants the connection 
then it broadcast the demand for the connection. The intermediate nodes progress these messages, and 
record the node from which they heard it, and creates the outbursts of temporary routes backward to the 
source node. When the node receives such a message and already route is present to the preferred node, 
afterward it sends a message backwards throughout the provisional route to the requesting node. As a 
result, AODV does not load any extra protocol over data packets because it doesn't use resource routing 
[17],[4]. 

4. Simulation Methodology 

Nowadays simulation helps in analyzing the performance and behavior of complex networks before 
implementing it. Several network simulators are available such OMNET, NS2, and OPNET, whose 
output depicts as close as possible to real time implementation. In this work, we have used NS-2.34 
network simulator to compare and evaluate the performance of AODV and DSDV routing protocols in 
MANET. The simulation has been used a different number of nodes to deeply verify the performance 
of these  protocols in terms of the performance measures. The number of nodes were10, 20, 30, 40 and 
50. Where as the nodes have deployed in the network and they move randomly as shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

 
Figure 3 The Simulation Environment. 
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The transmission range in all nodes is set to be 250m in the network. The simulation area is 900m x 
900m and the simulation time is 300 sec. The packet size in this simulation is 512 bytes. Table 1 shows 
the simulation parameters. 

Table 1 Simulation parameters 

Parameter Value 
Simulator NS-2 (Version 2.34 ) 

Channel type Channel/Wireless channel 
Radio-propagation model Propagation/Two ray 

d Network interface type Phy/WirelessPhy 
MAC Type Mac /802.11 

Interface queue Type Queue/Drop 
il/ iQ  Link Layer Type LL 

Antenna Antenna/Omni Antenna 
Packet Size 512 

Area ( M*M) 900 * 900 
Number of mobile node 50 

Source Type TCP 
Simulation Time 300 

Routing Protocols DSDV, AODV 
Transmission Range of 

d  
250 

5. Simulation Results and Discussion 

Simulations were done by varying the number of nodes and keeping speed of the node constant (50). 
The deviation was done respectively varying the routing protocol from AODV and DSDV. The number 
of flows for each comparison was also varied from 10 to 20 to 30 to 40 to 50 to identify the result. In all 
scenarios the comparison were based on performance metric: Packet Delivery Ratio, End to End Delay 
and Throughput by also using NS-2 simulator and the results have been analyzed using Excel as shown 
in table 2. 
Table 2 comparison of AODV and DSDV in terms of throughput, end to end delay, packet delivery ratio, packet 

loos rate and consumed energy 

No. 
of 

Flow 

Throughput End to End delay Packet delivery 
ratio 

Packet Loss Rate Energy 

AODV DSDV AODV DSDV AODV DSDV AODV DSDV AODV DSDV 

10 691 553 354 373 626 312 480 608 390 380 
20 668 715 478 505 888 532 177 420 353 334 
30 673 691 654 853 1347 735 243 548 580 382 
40 640 655 661 992 1284 817 410 312 430 270 
50 525 601 942 989 1513 846 518 89 443 190 

The performance metrics helps to characterize the network that is substantially affected by the routing 
algorithm to achieve the required Quality of Service (QoS). In this work, the following metrics are 
considered. 

5.1 Average Throughput (TP) 

It is the measure of the number of packets or data successfully transmitted to their final destination via 
a communication link per unit time [5] as shown in figure (4).  

From Fig 4 it’s clearly seen that DSDV has the high throughput for almost scenarios. The throughput 
values of DSDV and AODV Protocols for 10, 20, 30, 40 and 50 flow Nodes at 300s are noted in Table 
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1, the throughput value of DSDV is less than AODV in the case of 10 flow, and it increases gradually 
until reach (715) in case of 20 flow. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4 AODV vs DSDV Throughput 

After that the DSDV values have range between 601 and 691. The throughput value for AODV start 
largest than DSDV value and decreased value when the number of flow increases, the throughput of 
AODV is between 525 and 691. Hence, DSDV performs close equal with AODV. 

5.2 Packet delivery ratio (PDR) 

It is the ratio of the total data bits received to total data bits sent from source to destination.[9] Figure 
(5) show the average packet delivery ratio for AODV and DSDV for all scenarios. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 5 AODV vs DSDV Packet Delivery Ratio 

Based on Figure 5, AODV has shown a better performance than DSDV when the number of flow nodes 
increased. The packet delivery ratio of AODV is between 1513 and 626. The packet delivery ratio of 
DSDV is between (846-312). 
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5.3 End-to-End Delay (EED) 

It is the time delay for send data packet from the source node to the destination node. Total time 
difference over the total number of packets received is dividing with single packet send and received 
time [8]. Figure (6) shows the delay values for AODV and DSDV for all scenarios.End to End Delay= 
(time packet received - time packet sent) 

Figure 6 AODV vs DSDV End – End Delay 

Figure 6 representing the delay graph for AODV and DSDV routing protocols. AODV performance has 
little delay in comparison with DSDV even the number of nodes increased.  Resulting in, AODV is 
better than DSDV. End to end delay of DSDV have greater value than AODV. The average end to end 
delay for AODV and DSDV for all scenarios is between 354 and 942 and (373-992) respectively. DSDV 
keeps routing tables to deliver packets, and hence it sets up the new routes when there is a change in the 
network topology and AODV is the on-demand protocols, and it has to initiate the routing discovery 
mechanism whenever a new route is to be established. AODV delivers required packets on demand of 
communication between the nodes. 

5.4 Packet Loss Rate (PLR) 

Packet Loss rate is characterized as those packets that are sent by the source and fizzled to be gotten by 
the goal. It is calculated by separating the whole lost packets for directing by add up to packets sent 
by equation as below [18]. Figure (7) shows the packet loss rate values for AODV and DSDV for all 
scenarios 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝐿𝐿𝐿𝐿𝑃𝑃
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑆𝑆𝑃𝑃𝑆𝑆𝑃𝑃

 

Figure 7 AODV vs DSDV Packet loss rate 
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We will see form figure (7) over that the number of nodes decreased the impact on the packet loss rate 
with DSDV routing protocol but rises obviously in AODV, the alter of the coming about packet loss 
values tends to improve in denser nodes.  

A decrease in packet loss on DSDV in node (40, 50) demonstrates that the number of packets lost to 
the goal is exceptionally small compared with AODV within the same nodes. 

5.5 Energy Consumption (joules) 

The average of energy consumed by the mobile nodes while routing and communication [19]. 
Figure (8) shows the energy consumption values for AODV and DSDV for all scenarios. 

            

 Figure 8 AODV vs DSDV consumed energy 

 

In figure 8, the proactive protocol DSDV has yielded consistent energy consumption by the mobile 
nodes as the number of nodes increases from 10 to 20.  At that point the energy consumption is increased 
in node (30), while the following nodes (40, 50) decreasing. On the other hand, the reactive protocol 
AODV energy consumption was similar to the DSDV within the run from 10 to 20 nodes.  It then 
increased from 20 to 30 nodes to reach the highest consumption at 30 nodes, after it decreased from 30 
to 40 nodes and finally, it tends to increase once more from 40 to 50 nodes over DSDV. For medium 
estimate MANETs, AODV consumed more energy recently decreasing for larger MANETs, whereas 
DSDV consumed a moderately lower energy for small, medium and larger MANETs. 

6. Conclusion 

MANET is a collection of mobile nodes, dynamically establishing short-lived networks in the absence 
of fixed infrastructure. This project compares of AODV and DSDV routing protocols which are 
proposed for ad-hoc mobile networks. In DSDV routing protocol, mobile nodes periodically broadcast 
their routing information to the neighbors. Each node requires to maintain their routing table. AODV 
protocol finds routes by using the route request packet and route is discovered when needed. The 
comparison of these protocols is done in terms of the parameters packet delivery ratio, throughput, end 
to end delay, packet loss rate and consumed energy. The simulation results showed that AODV 
performance is better than DSDV regarding packet delivery ratio and end to end delay while DSDV 
performance superior to AODV on packet loss and consumed energy. In throughtput parameter the 
AODV and DSDV performance was closed.For small networks, DSDV works well and AODV is best 
suited for larger networks. 
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Abstract 

The world has witnessed a fast-paced digital transformation in the past decade, giving rise to all-connected 
environments. While the increasingly widespread availability of networks has benefited many aspects of our lives, 
providing the necessary infrastructure for smart autonomous systems, it has also created a large cyber attack 
surface. This has made real-time network intrusion detection a significant component of any computerized system.  
With the advances in computer hardware architectures with fast, high-volume data processing capabilities and the 
developments in the field of artificial intelligence, deep learning has emerged as a significant aid for achieving 
accurate intrusion detection, especially for zero-day attacks. In this paper, we propose a deep reinforcement 
learning-based approach for network intrusion detection and demonstrate its efficacy using two publicly available 
intrusion detection datasets, namely NSL-KDD and UNSW-NB15. The experiment results suggest that deep 
reinforcement learning has significant potential to provide effective intrusion detection in the increasingly complex 
networks of the future.        

Keywords: security, deep reinforcement learning, intrusion detection 

1. Introduction 

The fast-paced developments in computing and network infrastructures in the past two decades have led 
to the rise of the Internet of Things (IoT) paradigm with ubiquitous connectivity along with increasingly 
widespread usage of cloud computing. While these developments have greatly facilitated daily 
operations in many industries and enterprises in addition to touching the daily lives of people in positive 
ways, the resulting cyber security issues have created deterrents for the more widespread adoption of 
IoT due to an enlarged attack surface with many security vulnerabilities. The number of zero-day 
attacks, which are security incidents whose signatures were not previously observed, is rising every day 
with the increasing number of vulnerabilities in these networked systems. Some of these attacks can 
have devastating consequences, as they are now capable of destroying not only software, but also 
hardware components through IoT connections.  

Modern network intrusion detection and prevention systems (IDPS) have the purpose of detecting and 
mitigating various attacks on networked systems with sub-second response times.While IDPS in legacy 
systems mostly relied on attack signature-based solutions, which would create rules for each observed 
attack pattern and compare incoming traffic with the rules in the IDPS’s database, this solution is not 
sufficient to cover the variety of attacks in today’s complex systems both because of the high of volume 
of traffic that needs to be analyzed in real time and due to the inability to generalize and detect attacks 
with unknown signatures. Security researchers thus have turned to machine learning (ML) and deep 
learning (DL) techniques that are capable of learning patterns of attacks and normal behavior of systems 
so that anomalous network traffic can be detected and classified in real time, and the IDPS can adjust 
itself to deal with new types of attacks over time.      

Reinforcement learning (RL) algorithms, which are based on agents interacting with a runtime 
environment under a variety of states to learn to maximize their rewards, has been a popular technique 
for many learning-based tasks since their introduction. More recently, deep reinforcement learning 
(DRL) algorithms, which utilize deep neural networks within RL to facilitate representation of many 
possible state-action pairs and provide generalizability, have been applied successfully to a variety of 

http://doi.org/10.35377/saucis.04.01.834048
https://orcid.org/0000-0003-0355-8790
https://orcid.org/0000-0002-6419-2043


Sakarya University Journal of Computer and Information Sciences 
 

Gülmez et. al 

12 
 

problem domains. Among successful applications of DRL are Atari games [1], chess [2], solving 
arithmetic problems [3], medication treatment plans [4], optimization of chemical reactions [5], and 
extraction of biological sequence data [6] among many others. Despite its success in various fields, the 
application of DRL to network security has been rather limited so far.    

In this paper we propose a DRL-based approach for network intrusion detection and evaluate its 
effectiveness on two real-world benchmark datasets that have been commonly used in the evaluation of 
ML-based approaches for detecting cyber attacks in legacy networks, namely NSL-KDD and UNSW-
NB15. The evaluation results demonstrate that DRL is a promising method for network intrusion 
detection, achieving F-1 scores of over 96% on both datasets. We also show that the effectiveness of the 
algorithm is significantly affected by the structure of the embedded deep neural network, i.e., the number 
of hidden neurons, as well as the number of training iterations. Performance comparison of the model 
with various state-of-the-art ML/DL models demonstrates its promise, especially in terms of F-1 score, 
on the two benchmarks.       

The remainder of this paper is organized as follows: Section 2 provides an overview of related work in 
ML-based intrusion detection systems. Section 3 provides details of the proposed DRL model for 
network intrusion detection. Section 4 provides an experimental evaluation of the model on two public 
network intrusion detection datasets. Section 5 concludes the paper with future work directions.  

2. Related Work 

The advances in the field of machine learning have paved the way for their use in the field of cyber 
security for the past two decades. Most existing anomaly-based intrusion detection systems rely on ML 
techniques. Beehive, a successful solution for detecting intrusion from network logs, was proposed in 
[7]. Beehive uses four types of features and utilizes k-means clustering to detect anomalies. One 
downside is that it does not work in real time. Another successful approach utilizing k-means clustering 
includes the work of [8]. While k-means clustering can be effective for detecting anomalies, predefining 
the value of k can be a problem in many settings.  

Balogun and Jimoh [9] proposed a method utilizing the k-nearest neighbor (KNN) classifier and decision 
trees. Their approach was shown to be capable of detecting new attacks with high accuracy. [10] utilized 
a variety of ML algorithms including k-means clustering, isolation forest, histogram based outlier score 
and cluster-based local outlier factor in their approach called CAMLPAD, and achieved an accuracy of 
95% in an intrusion detection task. Pervez and Farid [11] proposed using Support Vector Machines 
(SVM) for intrusion detection on the NSL-KDD dataset. Although SVM was successful on the training 
set, it failed to detect many attacks in the test set. In [12], a multi-layer perceptron based model with 3 
layers was proposed, which achieved 81% accuracy for binary classification on NSL-KDD. Kamel et 
al. [13] proposed an AdaBoost-based intrusion detection model and reported 99.9% accuracy on NSL-
KDD, however their training and test sets consisted of subsets of the whole dataset, which were not 
clearly described. Hu et al. [14] also applied AdaBoost for intrusion detection on the KDD Cup’99 
dataset and achieved 91% detection rate. Engly et al. [15] evaluated the performance of Gradient 
Boosting Machines on NSL-KDD and achieved successful results with an ensemble model. Moustafa 
and Slay [16] applied Expectation-Maximization Clustering, Logistic Regression (LR) and Naive Bayes 
classification on the UNSW-NB15 datasets, and achieved the best results with an accuracy of 83% for 
LR.   

Following the success of deep learning in many fields in recent years, security researchers have started 
employing it in many intrusion detection systems. [17] and [18] proposed using recurrent neural 
networks (RNN) in intrusion detection on data with time dependencies and achieved successful results. 
A variant of the RNN-based intrusion detection model was proposed by Yin et al. [19], achieving over 
83% accuracy on the KDD Cup’99 dataset. An LSTM-based model, which is a special RNN-structure, 
was proposed by Li et al. [20], which achieved 83% accuracy and F-1 score on NSL-KDD. Behera et 
al. [21] also proposed the use of convolutional neural networks (CNN) for intrusion detection and 
achieved high accuracy on the NSL-KDD dataset. They also stated their approach can be adapted to 
detect zero-day attacks. Another CNN-based intrusion detection model was proposed by Li et al. [22], 
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which also achieved successful results on NSL-KDD. Lopez-Martin et al. [23] proposed a conditional 
variational auto-encoder based model for unsupervised intrusion detection, which achieved 80.10% 
accuracy on NSL-KDD. A two-stage stacked auto-encoders based model was proposed by Khan et al. 
[24], which achieved 89% accuracy on the UNSW-NB15 dataset. A hybrid model consisting of deep 
neural networks and spectral clustering was proposed by Ma et al. [25], which achieved around 72% 
accuracy on NSL-KDD. A scalable, hybrid intrusion detection approach, which utilizes deep neural 
networks (DNNs), was proposed by Vinayakumar et al. [26]. The distributed DNN-based model was 
shown to achieve better performance than traditional ML-based classifiers on a set of benchmarks. Gao 
et al. [27] developed a deep belief networks-based model for intrusion detection, and demonstrated its 
superior performance in comparison to SVM and MLP.     

Researchers have also utilized RL for detecting attacks in networks. Various types of log files were used 
in the solution of [28] where a rule-based approach was taken to create association rules signaling 
attacks. Their approach utilized RL as a helper rather than basing the solution on it. [29] also proposed 
an RL-based approach with multiple agents watching over the network states in a hierarchical manner, 
which was shown to provide accurate results, although it was not evaluated with different datasets. A 
cyber security simulation was set up in [30] to apply RL for finding the best strategies of both attackers 
and defenders in a Markov game. Their experiments demonstrated the tool can be used both for intrusion 
detection systems and for launching successful cyber attacks on systems. The approach we propose in 
this work differs from existing RL-based approaches in that it utilizes fully connected deep neural 
networks for allowing the RL agents to make decisions based on unstructured input data, obviating the 
need to manually create large state spaces.  

3. Proposed Intrusion Detection Approach 

In this section, we describe our proposed DRL-based approach for network intrusion detection. We first 
provide a brief overview of deep neural networks, and continue with an explanation of how they are 
integrated into RL to achieve a highly accurate intrusion detection model. 

3.1 Deep Neural Networks (DNN) 

Neural networks are a special category of ML models the design of which resembles the functioning of 
the human brain in the sense that it simulates the processing and tranmission of information through the 
complex networks of neurons, which get excited or inhibited by the signals in the network [31]. One of 
the first examples of neural network structures is the perceptron, which contains a single input layer 
connected to an output. The perceptron represents the simplest processes in the brain’s neurons using 
an activation function and a set of weights, as depicted in Figure 1(a). Machine learning with a 
perceptron involves random assignment of weights to each of the input nodes, and the passage of the 
weighted sum of the input values through an activation function to produce the output value. The weights 
are adjusted throughout the training process in multiple iterations and the goal of the training process is 
to minimize the aggregate error in the output. The error is calculated as the difference between the 
ground truth output, and the output that is calculated by the model.       

Multi-layer perceptrons (MLP) are feedforward neural networks containing a number of hidden layers 
in between the input and output layers, as demonstrated in Figure 1(b). The figure shows a fully-
connected deep neural network with one hidden layer, with every input node connected to every hidden 
node and likewise, every hidden node connected to every output node. When the fully-connected neural 
network consists of more hidden layers, each node in a hidden layer will be connected to each node in 
the following hidden layer. As seen in the figure, each edge connecting the nodes has a weight that is 
updated throughout the training process to achieve minimum output error. The number of hidden 
neurons in each layer can be different from the number of input and output layer neurons. Training of 
the network involves running a back-propagation algorithm [31] updating the weights of the edges in 
each iteration. While the number of input nodes is decided by the dimensionality of the input feature 
vector, the number of output nodes is decided by the specific learning task, e.g. multi-class classification, 
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regression, binary classification etc. Among commonly used activation functions in MLP are sigmoids 
including  𝑦𝑦(𝑣𝑣𝑖𝑖) = t𝑎𝑎𝑎𝑎ℎ (𝑣𝑣𝑖𝑖) and 𝑦𝑦(𝑣𝑣𝑖𝑖) = tanh(𝑣𝑣𝑖𝑖) + (1 + 𝑒𝑒−𝑣𝑣𝑖𝑖)−1. 

DNNs are yet more complex artificial neural networks with many more hidden layers than MLPs. Their 
complexity allows them to express more complex hypotheses by better modeling the nonlinear 
relationships in the network. DNNs provide the inherent ability to learn higher level representations 
from possibly unstructured data, which makes them very valuable for a variety of machine learning 
tasks. In this work, we utilize fully connected DNNs integrated into the RL process as described below 
to achieve highly accurate intrusion detection.  

  
(a) Simple perceptron (b) Feedforward neural network 

Figure 1 Structure of neural networks 

3.2 DRL-Based Intrusion Detection 

Reinforcement learning is an ML technique based on an agent learning through rewards and 
punishments it receives through its interactions with the environment. Each state of the agent is 
associated with a set of actions that could have different rewards, and the agent learns over time what 
action to perform based on its history of actions-rewards at that same state. An agent in RL takes actions 
from among a set of possible actions for its current state, and receives a positive or negative reward for 
taking that particular action, which it saves in its memory. These rewards are then used by the agent to 
decide which action to take in later states, where the ultimate goal of the agent is to maximize its total 
reward value. Agents are connected to their environments with action and recognition as described by 
Kaelbing et al. [32]. Picking a certain action at a certain state results in an output, which modifies the 
state of the agent, and the agent receives the value of this change with a reinforcement signal. The agent 
learns to choose the most rewarding action over time by trial and error using different algorithms. The 
environment is not always deterministic, i.e. choosing the same action can have different consequences 
at different points in time in the same state.  

As apparent from the description above, RL is quite different from supervised learning. While 
supervised learning utilizes training datasets consisting of labeled input/output pairs, an agent in RL 
receives immediate rewards based on its actions after performing the action. Learning does not actually 
stop in RL; it is a continuous process in which the agent keeps receiving new rewards or punishments 
as it interacts with its environment, however it is expected that the rewards will keep increasing over 
time, as the agent learns which actions provide the greatest rewards at each state.   

The state-action space could get very large in RL in complex environments, causing the algorithm not 
to generalize well. DRL is an improvement of RL algorithms that provides improved generalization 
power by augmenting RL with deep neural networks in the state-action input formation. i.e., DRL 
utilizes deep neural networks for function approximation in policy and value functions in RL.  This 
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capability is important in a network intrusion detection setting, as generalizability matters especially for 
cases like zero-day attacks.  

In an RL algorithm based on Q-learning, the value function is as follows: 

 𝑄𝑄(𝑠𝑠,𝑎𝑎)=𝑟𝑟(𝑠𝑠)+ 𝛾𝛾 𝑚𝑚𝑎𝑎𝑚𝑚𝑎𝑎′Σ𝑃𝑃(𝑠𝑠′|𝑠𝑠,𝑎𝑎)𝑄𝑄(𝑠𝑠′,𝑎𝑎′)                                              (1) 

Equation 1 is the Bellman Equation. Here s represents the state, a represents the action, r represents the 
reward, and P represents state change possibility. Based on the equation, the Q value of a state-action 
pair is equal to the sum of the current reward and potential future Q-values. While this equation is 
discrete, many real-life applications involve continuous actions and states. Thus, we need an effective 
function approximation technique for the value function. This requirement is met by integrating DNNs 
into RL. In the value function using DNNs, every state and Q-value are calculated by utilizing hidden 
layers of neural networks, which are trained using backpropagation.  

Algorithm 1 Deep Q-learning 

1 Initialize replay memory D to capacity N  

2 Initialize Q-function with random weights  

3 
4 
5 
6 
7 
8 
9 
10 
 
11 
 
12 

for episode = 1, M do  
      Initialize neural network from a random state s  
     for t = 1, T do 
            Find Q-values for all actions using DNN algorithm: at = maxaQ* (st, a;θ) 
            Choose an action at for current state st by using e-greedy exploration 
            Move to the next state st+1 with action at, pick reward rt 

                  Store transition (st, at, rt, st+1) in D 
            Sample random minibatch of transitions (st, at, rt, st+1) in D 
            Set yj =  

            �
𝑟𝑟𝑗𝑗 , 𝑓𝑓𝑓𝑓𝑟𝑟 𝑡𝑡𝑒𝑒𝑟𝑟𝑚𝑚𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡 𝑠𝑠𝑗𝑗+1

𝑟𝑟𝑗𝑗 +  𝛾𝛾 𝑚𝑚𝑎𝑎𝑚𝑚𝑎𝑎′𝑄𝑄�𝑠𝑠𝑗𝑗+1, 𝑎𝑎′; θ�, 𝑓𝑓𝑓𝑓𝑟𝑟 𝑎𝑎𝑓𝑓𝑎𝑎𝑡𝑡𝑒𝑒𝑟𝑟𝑚𝑚𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡 𝑠𝑠𝑗𝑗+1 
 

            Perform a gradient descent step on (𝑦𝑦𝑗𝑗 − 𝑄𝑄�𝑠𝑠𝑗𝑗 , 𝑎𝑎𝑗𝑗; θ�)2 

We describe deep Q-learning [1] in Algorithm 1 above. As the algorithm describes, DNNs are used as 
part of the RL, forming the DRL algorithm. In RL, immediate rewards are valued more than distant 
rewards in the future. DNNs provide the capability for the Q-functions to more accurately take future 
rewards into account when deciding about the actions to take. Another advantage of using DNNs in RL 
is that the number of interactions needed is reduced by sampling, resulting in better performance and 
efficiency. 

In this paper, we propose a simple DRL model for network intrusion detection, where the learning agent 
has two different states, i.e. under attack or normal traffic, and four possible actions. Table 1 provides a 
high-level overview of states, actions and corresponding reward values. The main difference of this 
approach from state-of-the-art ML/DL models for intrusion detection is the overall learning process, 
which involves exploration of the different classification options by the learning agent, which is 
penalized when it incorrectly classifies an instance and rewarded for correct classification. Through this 
process, the agent learns to take the optimal actions over time to maximize its reward. Here the states 
refer to the network traces. Unlike traditional deep learning, DNNs are only used as part of the process 
in DRL to enable representation of the policies of the agent, i.e. actions to be taken to achieved the 
maximum reward at a specific state, without having to enumerate all possible states manually. The 
learning process continues throughout the lifetime of the agent. This is an important feature for 
especially online learning systems, which will be instrumental in successful intrusion detection in the 
era of ever increasing zero-day attacks. Figure 2 shows an activity diagram of the deep Q-learning 
algorithm.  

 

 



Sakarya University Journal of Computer and Information Sciences 
 

Gülmez et. al 

16 
 

Table 1 RL States, Actions and Rewards  
State Action Reward 

Normal No Alarm +1 

Normal Alarm -1 

Attack Alarm +1 

Attack No Alarm -1 

  
Figure 2 Deep Q-learning activity diagram 

4. Experimental Evaluation 

We have evaluated the effectiveness of the proposed DRL model for intrusion detection using two 
benchmark datasets, UNSW-NB15 and NSL-KDD, where the task was to perform binary classification 
of records into attack and normal classes. Below we describe the datasets and provide results of the 
performed experiments.   

4.1 Datasets 

UNSW-NB15: 
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The UNSW-NB15 [33] dataset was created by the University of New South Wales in 2015, using the 
IXIA tool for generating network traffic including attacks. It has 49 features, two of which are labels for 
binary classification (i.e. attack or normal traffic) and multi-class classification (i.e. type of attack). The 
dataset contains 9 types of attack traffic in addition to normal traffic, where attacks include DoS, DDoS, 
fuzzing, backdoor, analysis, worm, exploit, shellcode and generic. The remaining fields include network 
packet and connection details like IP addresses, ports, communication protocols. A subset of the features 
of this dataset are listed in Table 2 below. The dataset consists of about two million network packet 
traces, which is quite extensive.  

Table 2 UNSW-NB15 Features 
Feature Type Description Feature Type Description 

srcip nominal Source IP sloss integer Source packets retransmitted 
or dropped 

sport integer Source port dloss integer Destination packets 
retransmitted or dropped 

dsip nominal Destination IP service nominal http, ftp, … 

dsport integer Destination port Sload float Source bits/sec 

proto nominal Protocol Dload float Destination bits/sec 

dur float Total duration Spkts integer Source-to-destination packet 
count 

sbytes integer Source-to-destination 
transaction bytes 

Dpkts integer Destination-to-source packet 
count 

dbytes integer Destination-to-source 
transaction bytes 

stime timestamp Record start time 

sttl integer Source-to-destination time 
to live value 

ltime timestamp Record last time 

dttl integer Destination-to-source time 
to live value 

label binary 0 for normal, 1 for attack 

…      

NSL-KDD: 

KDD CUP’99 [34] has been one of the most frequently used datasets in the evaluation of ML-based 
intrusion detection techniques since it was released in 1999. This dataset was generated by extracting 
features from DARPA98 [35], which is a dataset consisting of traffic obtained from the U.S. Air Force 
LAN. The dataset consists of 41 features and 4 attack categories: probing, denial of service (DoS), R2L, 
U2R. Despite its age, this dataset is still used by many researchers due to its large size (about 5 million 
records) and its modeling of a variety of conditions obtained from real network traffic. It also has some 
drawbacks including the presence of many duplicate records, unbalanced numbers of records from 
different classes in the training set, which could create biased classification models and the unbalanced 
distribution of records in the training and test sets [36]. 
 
The NSL-KDD dataset [36] was created to solve the abovementioned issues with KDD CUP’99. It 
involved removal of duplicate records and balancing of the number of records for different classes to 
prevent bias in the classification. The researchers also provided more balanced training and test sets. All 
original features from KDD CUP’99 were retained. Different sets were provided in the dataset, including 
sets with binary classification labels as in UNSW-NB15, sets with attack type labels and difficulty 
levels, as well as sets not including the hardest-to-detect cases.   
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4.2 Experimental Results 

To evaluate the effectiveness of the solution, we have utilized metrics commonly used to in ML to judge 
the goodness of algorithms, which are precision, recall, accuracy, and F-1 score. The description of each 
metric is provided in Table 3 below. The abbreviations used in the table are as follows: 

TP (true positive): The number of instances correctly classified as attacks 

TN (true negative): The number of instances correctly classified as normal traffic 

FP (false positive): The number of instances incorrectly classified as attacks 

FN (false negative): The number of instances incorrectly classified as normal traffic 
Table 3 Evaluation Metrics 

Metric Formula 
Accuracy 𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑃𝑃 + 𝐹𝐹𝑇𝑇
 

Precision 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃

 

Recall 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑇𝑇

 

F-1 Score 2 ∗  𝑃𝑃𝑟𝑟𝑒𝑒𝑃𝑃𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 ∗ 𝑅𝑅𝑒𝑒𝑃𝑃𝑎𝑎𝑡𝑡𝑡𝑡 
𝑃𝑃𝑟𝑟𝑒𝑒𝑃𝑃𝑡𝑡𝑠𝑠𝑡𝑡𝑓𝑓𝑎𝑎 + 𝑅𝑅𝑒𝑒𝑃𝑃𝑎𝑎𝑡𝑡𝑡𝑡

 

Here, the recall is quite important, as it demonstrates the ability of the algorithm to detect attack traffic. 
However, equally important is precision, which will ensure that the system will not block legitimate 
traffic by creating many false positives. Therefore, the value of the F-1 score, which combines both 
metrics, is a good measure for the efficacy of the algorithm. Accordingly, for the optimization of the 
models, the F-1 score has been taken as the main performance measure. In the below subsections, we 
provide performance results of the DRL model on the two benchmark datasets discussed above and 
compare them with the results of previous work that have utilized the same datasets for evaluation.     

4.2.1 Experiments with NSL-KDD 

The first set of experiments were performed using the NSL-KDD dataset. The learning system was set 
up in a Gym environment as explained by Koduvely [37]. Gym provides an environment for testing and 
comparison of RL algorithms. We used the full training and test datasets for the experiments. We 
experimented with different numbers of training iterations to evaluate the effect of the number of 
training iterations on the accuracy of the algorithm. Table 4 lists the precision, recall, accuracy and F-1 
score values for the experiments with a low number of training iterations (1) and a high number of 
training iterations (20). As seen in the table, the algorithm achieves very high precision and recall when 
the number of training iterations is high.  

Table 4 Precision, Recall and Accuracy for Varying Number of Training Iterations in NSL-KDD 
 Precision Recall Accuracy F-1 Score 

Low Iterations 0.715 0.719 0.725 0.72 
High Iterations 0.951 0.925 0.940 0.93 

We also experimented with different DNN architectures to see the effects of the number of hidden 
neurons on the performance of the algorithm. As opposed to the number of iterations, we observe that 
increasing the number of hidden neurons in the DNN does not always lead to better performance. We 
have tried five different settings and the results are reported in Table 5 below.  

In the first experiment, we set the number of neurons at the hidden layers to be 2/3 of the input layer’s 
size. We achieved satisfying results with an accuracy close to %97. In the second experiment, the 
number of hidden neurons was set equal to the size of the input layer. The performance was much lower 
than that of the first setting. 
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In the third experiment, the number of hidden neurons was one and a half times the input layer’s size. 
This made the performance degrade even further. In the fourth experiment the number of hidden neurons 
was half the size of the input layer, and while the precision and recall values were quite balanced, this 
setting did not achieve the performance of the first setting either.  

In Experiment 5, we used the square root of the input layer’s size as the number of hidden neurons. This 
provided an increase in performance over the previous settings except for the first experiment.  

Table 5 Precision, Recall, Accuracy, and F-1 Score for Varying Number of Hidden Neurons in NSL-KDD 
 #of hidden 

neurons 
Precision Recall Accuracy F-1 Score 

Experiment 1  2 ∗ 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝑡𝑡 𝑠𝑠𝑡𝑡𝑠𝑠𝑒𝑒
3

 
0.98 0.96 0.97 0.97 

Experiment 2 Input size 0.65 0.91 0.70 0.76 
Experiment 3 3 ∗ 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝑡𝑡 𝑠𝑠𝑡𝑡𝑠𝑠𝑒𝑒

2
 

0.72 0.54 0.68 0.62 

Experiment 4 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝑡𝑡 𝑠𝑠𝑡𝑡𝑠𝑠𝑒𝑒
2

 
0.77 0.79 0.79 0.78 

Experiment 5 �𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝑡𝑡 𝑠𝑠𝑡𝑡𝑠𝑠𝑒𝑒 0.89 0.92 0.89 0.90 

After the initial set of experiments with different numbers of hidden neurons, we optimized the training 
process by automating the setting of hyperparameter values for the DNN component of the model. The 
optimization process performs a grid search [38] over all given possible values of the different 
hyperparameters, calculates F-1 scores achieved with the specific hyperparameter settings on the 
validation dataset and reports the hyperparameter values resulting in the best F-1 score. Grid search is 
currently one of the most commonly used hyperparameter optimization techniques in DL, as it has been 
proven to find the most optimal parameter settings when compared to random search and function 
approximation techniques for hyperparameter optimization. It involves determining a range of possible 
values for each hyperparameter and training the model with all combinations of those values to find the 
combination with the optimal performance. In this work, we included the following hyperparameters 
for DNN in the automated grid search: (a) learning rate (in the range [0, 0.1]) (b) dropout rate (in the 
range [0, 0.4]) (c) number of hidden neurons (in the range [6, 60]). Adam optimizer and L2 
regularization were used for DNN. The best performance was achieved with a learning rate of 0.01, 
dropout rate of 0.3 and 27 hidden neurons. Before performing grid search for the selected 
hyperparameters, we performed trials for the other hyperparameters including the number of epochs, 
batch size and reward decay rate, and the best performance was achieved with 30 epochs, a batch size 
of 1000 and a reward decay rate of 0.9. Note that although it is possible to include many hyperparameter 
types and hyperparameter values in the grid search, the more parameter values included, the longer it 
takes to train the model. For a large hyperparameter space, the optimization process could take days of 
training, which has been avoided in the DNN literature, as the resulting model could also overfit the 
training data, decreasing the usefulness of the model for real-world application. The increase in the 
training time would also hurt the performance of online learning, which is important in intrusion 
detection systems that need to continuously update their models with new data.       

Table 6 provides performances of state-of-the-art ML algorithms in the literature in terms of precision, 
recall, accuracy, and F-1 score on the NSL-KDD dataset and example related works in the literature 
utilizing these algorithms. The models compared against include logistic regression, SVM with the 
Radial Basis Function (RBF) kernel, random forest, Gradient Boosting Machine (GBM), Adaboost, 
multi-layer perceptron (MLP), convolutional neural networks (CNN) (results of these are provided by 
Lopez-Martin et al. [39]), variational autoencoder, deep belief network and fully connected deep neural 
network (results of these are provided by Yang et al. [40]). All of the included models are state-of-the-
art ML/DL models that have been utilized in a variety of intrusion detection systems.  

As seen in Table 6, the proposed DRL model achieved good results in all of the performance measures 
for the NSL-KDD experiments. While models such as random forest, GBM, Adaboost, MLP and CNN 
achieved quite high precision values, their low recall values caused a lower F-1 score. As recall values 
demonstrate the ability of the models to detect attacks, it is quite an important metric for the goodness 
of the models in practice. 
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Table 6 Performance Comparison of Proposed Approach and Existing ML Approaches on NSL-KDD 
ML/DL 

algorithm  
Precision Recall Accuracy F-1 

Score 
Example 

Work 
Method 

DRL 
(proposed) 

0.98 0.96 0.97 0.97 --  

Logistic 
regression 

0.90 0.55 0.71 0.68 Moustafa and 
Slay [16] 

A network intrusion detection 
system using logistic regression 
in its decision engine along with 
association rule mining is 
proposed. 

SVM  0.91 0.88 0.88 0.89 Lopez-Martin 
et al. [39] 

Application of an optimized 
SVM model on intrusion 
detection datasets is evaluated. 

Random 
forest 

0.97 0.57 0.75 0.72 Lopez-Martin 
et al. [39] 

Application of an optimized 
random forest model on intrusion 
detection datasets is evaluated.  

GBM 0.97 0.63 0.78 0.76 Engly et al. 
[15] 

The performance of GBM on 
intrusion detection datasets is 
evaluated by itself vs. in an 
ensemble with random forests 
and neural networks.  

Adaboost 0.97 0.60 0.76 0.74 Hu et al. [14] A computationally lightweight 
intrusion detection model based 
on direct application of the 
AdaBoost algorithm is proposed.   

MLP 0.97 0.67 0.80 0.79 Ingre and 
Yadav [12] 

An artificial neural network with 
Backpropagation (BFG) and 
tansig activation function is 
proposed for intrusion detection. 

CNN 0.97 0.68 0.81 0.80 Li et al. [22] An image conversion method for 
network data is proposed and the 
resulting data is fed into a 
convolutional neural network for 
intrusion detection. 

Variational 
Autoencoder 

0.95 0.80 0.80 0.87 Yang et al. 
[40] 

A supervised variational auto-
encoder with regularization is 
proposed, which utilizes 
Wasserstein GAN for learning 
latent data distribution. 

Deep belief 
network 

0.89 0.55 0.57 0.68 Gao et al. 
[27] 

A DNN classifier comprising 
multilayer unsupervised learning 
networks, and a supervised 
backpropagation learning 
network is proposed for intrusion 
detection.  

Fully 
connected 

DNN 

0.89 0.61 0.62 0.73 Vinayakumar 
et al. [26] 

A distributed, fully connected 
DNN architecture is proposed for 
intrusion detection in large 
networks.  
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4.2.2 Experiments with UNSW-NB15 

The second set of experiments was performed with the UNSW-NB15 dataset. As in the previous 
experiments, the optimal hyperparameters were found using grid search with the same set of possible 
values as in Section 4.2.1. The best performance was achieved with a learning rate of 0.01, dropout rate 
of 0.3 and 32 hidden neurons. We report the best performance results in Figure 3 below. We performed 
two different experiments, where we utilized the default training set consisting of 175341 records and 
test set consisting of 82332 records in the first experiment. In the second experiment we randomly 
selected training and test data over the dataset. 100000 records were selected for both sets. The results 
did not change much in this experiment as compared to the first experiment. 

 
Figure 3 Precision, Recall, Accuracy, and F-1 Score on UNSW-NB15 

Table 7 provides a performance comparison of the proposed approach with existing state-of-the-art ML-
based approaches in the literature in terms of precision, recall, accuracy, and F-1 score on the UNSW-
NB15 dataset. The models in the table are the same as those in Section 4.2.1 and their results are 
provided by Lopez-Martin et al. [39] and Yang et al. [40] as before.   

Table 7 Performance Comparison of Proposed Approach and Existing ML Approaches on UNSW-NB15 
Algorithm Precision Recall Accuracy F-1 Score 

DRL (proposed) 0.95 0.97 0.96 0.96 

Logistic regression 0.81 0.94 0.84 0.87 

SVM  0.75 0.99 0.82 0.86 

Random forest 0.83 0.99 0.88 0.90 

GBM 0.80 0.99 0.86 0.88 

Adaboost 0.80 0.98 0.85 0.88 

MLP 0.81 0.98 0.87 0.89 

CNN 0.86 0.98 0.90 0.91 

Variational Autoencoder 0.95 0.92 0.93 0.94 

Deep belief networks 0.85 0.97 0.89 0.91 

Fully connected DNN 0.82 0.98 0.87 0.90 

As seen in Table 7, high precision, accuracy and F-1 scores are achieved by the proposed DRL-based 
approach. While for this dataset SVM, random forest and GBM achieve higher recall values, their 
precision values are much lower than that of the DRL approach, which means they would create many 
false positives at runtime. The DRL model achieves a better balance between false positives and false 
negatives, with high precision, recall and F-1 values. This makes it promising for both accurately 
detecting attacks and achieving high network reliability by avoiding unnecessary interruption of traffic. 
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The good performance of the DRL model is attributable to the exploration of a wide set of network 
states and penalizing all incorrect classifications with the same penalty function, which limits the 
number of false positives and false negatives as the RL agent continues to learn.      

5. Conclusion 

In this work, we proposed a deep reinforcement learning based approach for network intrusion detection. 
The proposed approach overcomes the generalization shortcomings of reinforcement learning and 
achieves high performanca on binary intrusion detection tasks trying the differentiate between normal 
and attack traffic. The efficacy of the model was evaluated with two widely used intrusion detection 
benchmark datasets and F-1 scores of over 96% were achieved for both datasets. We also demonstrated 
the effects of the number of hidden neurons and number of iterations on the performance of the proposed 
algorithm. This study has shown that deep reinforcement learning is a promising method for network 
intrusion detection. We aim to expand upon this study in future work by evaluating the performance of 
the model on additional datasets as well as creating extensions of the model with different reward 
functions to achieve optimal performance in a variety of settings.   
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Abstract 

Pneumonia is a seasonal infectious lung tissue inflammatory disease. According to the World Health Organization 
(WHO), early diagnosis of the disease reduces the risk of its transmission and death. Various deep learning and 
machine learning algorithms were used for pneumonia detection. This study aims to analyze the lung images and 
diagnose pneumonia disease by employing deep learning approaches. We have suggested a novel deep learning 
framework for the detection of pneumonia in lung. A comparison was made between the proposed new deep 
learning model and pre-trained deep learning models. 88.62% accuracy rate has been obtained from the proposed 
deep learning structure. It was observed that by utilizing the new deep neural network developed, the accuracy 
results of VGG16 (88.78%) and VGG19 (88.30%), which are among the popular deep learning architectures, can 
be approximated. The test results show that our proposed model has a better recall value (97.43%) (VGG16 
(93.33%) and VGG19 (96.92%)), and a better F1-Score (91.45%) (VGG16 (91.22%) and VGG19 (91.19%)). 

Keywords: Pneumonia, CNN, VGG16, VGG19 

1. Introduction 

Lung is a vital organ, and lung abnormalities are highly risky among people. An example of a risk-
bearing condition is lung pneumonia. Lung pneumonia (pneumonia) is an inflammation of the lung 
tissue by various microorganisms. Pneumonia can be detected from chest x-ray images. However, this 
practice requires highly qualified radiologists. Since there is the risk of confusing pneumonia with other 
lung diseases, pneumonia detection has turned out to a time consuming process. Computer aided systems 
(CAD) are being developed to overcome these problems. Thanks to CAD, early detection enables 
effective treatment and reduces the risk.  

With the recently developed deep learning techniques, early diagnosis can be made and the progression 
of the disease can be prevented. For this reason, the subject to be studied and the technique to be applied 
is a prominent phenomenon in current medical fields. Automated detection studies of pneumonia with 
machine learning or deep learning solutions are found in the literature. The detection of the pneumonia 
was made with AI techniques and results have been obtained as follows; 

Among these studies, in the study conducted by Ilyas Sirazitdinov et al, lung pneumonia was detected 
using images in the "Chest X-ray" database. For this purpose, two convolutional neural networks, Mask 
R-CNN [1] and RetinaNet [2], were used. The proposed solution was tested on 26,684 image sets from 
Kaggle Pneumonia Detection Struggle. Good results were obtained for the diagnosis of automatic 
pneumonia with 79.3% recall [3]. In the study conducted by Enes Ayan et al., CNN [4] [5] networks' 
performance in pneumonia disease detection was investigated. For this purpose, VGG16 [6] and 
Xception [7] were compared. VGG16 has been observed to exceed the Xception’s accuracy rate of 87%. 
The Xception network was observed to be more successful than the detection of the VGG16 network. 
VGG16's success in detecting normal situations was higher than Xception [8]. Abhir Bhandary et al. a 
deep learning approach that identifies lung abnormalities on chest x-ray images is presented. 
Performance comparisons were performed by using pre-trained deep learning techniques such as 
AlexNet [9], VGG16, VGG19, ResNet50 [10]. 96.80% success was achieved with the proposed MAN-
SVM method [11]. Gaobo Liang et al. proposed a method of transfer learning for the diagnosis of 
pediatric pneumonia. The proposed network includes 49 convolutional layers and the ReLU activation 
function, 1 global mean pooling layer and 2 dense layers. 96.7% recall and 92.7% F1-score rates were 
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achieved in the classification of pneumonia of children. Also, Liang et al. applied CNN and VGG16. 
They achieved an accuracy rate of, recall rate, precision rate, and F1-score rate of 90.5%, 96.7%, 89.1%, 
and 92.7%, respectively for CNN model. They achieved an accuracy rate of, recall rate, precision rate, 
and F1-score rate of 74.2%, 95.1%, 72.3%, and 82.2%, respectively for VGG16 [12]. 96.4% success 
was achieved with the transfer learning method proposed by   Vikash Chouhan et al. on the dataset 
received from the Guangzhou Women's and Children's Medical Center [13]. Pneumonia was diagnosed 
using a sequential convolutional neural network customized by Raheel Siddiqi. 93.75% success rate was 
achieved using an 18-layer neural network [14]. Yadav and Jadhav applied CapsNet. They obtained an 
accuracy rate of 82.50% [15]. Asnaoui et al. proposed a CNN model and achieved the accuracy, recall, 
precision, and F1-score rates of 84.18%, 78.33%, 94.05%, and 85.66%, respectively [16]. Mittal et al. 
applied E3CC and VGG16+CapsNet. They achieved an accuracy rate of 81.54% for E3CC and an 
accuracy rate of 88.30% for VGG16+CapsNet [17]. Jain et al. proposed a CNN model. They achieved 
the accuracy, recall, and F1-score rates of 85.26%, 94%, and 89%, respectively [18]. Chakraborty et al. 
proposed a CNN model. They achieved the accuracy, recall, and precision rates of 95.62%, 95%, and 
96%, respectively [19]. 

CNNs are shown as the most recent technique applied, as can be seen from the studies examined. With    
the classification made using convolutional networks, the detection of the disease can be done with a 
high level of success.  

The contributions of the paper are as follows: 
 

• We proposed a new CNN model in addition to existing models. 

• The classifications were conducted on chest x-ray images with the CNN-based pre-
trained models. Comparisons were made between the proposed new model and the pre-
trained deep learning models. 

2. Dataset and Pre-processing 

In this study, evaluations were performed on chest x-ray images. The data set used in the relevant study 
has open access permission. These images were taken from Guangzhou Women and Children’s Medical 
Center [20]. Data were selected from past cohort subjects (Figure 1). The dataset contains a total of 5856 
chest x-ray images 4273 of which having pneumonia and 1583 normal. The dataset is organized in 3 
folders (train, validation, test), as given in Table 1 [21]. Each folder contains x-ray images of all patients.  

 
Figure 1 Chest x-ray images 

Before the training phase, images with varying width and height values have been reshaped to 224 * 
224. Because, pre-trained models accept images at 224x224x3 dimensions. Deep learning algorithms 
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need a huge amount of data to improve performance. Augmentation of data is one of the solutions to get 
rid of sparse data. Using the train data generator, images were rescaled using 1./255 ratio, zoom which 
the range for a random zoom that was set to 0.3.  

Table 1 Distribution of dataset 
 Pneumonia Normal 
Training Set 3875 1341 
Test Set 390 234 
Validation Set 8 8 

3. Method 

In this study, in addition to the pre-trained deep learning models VGG-16 and VGG-19 applied in the 
literature, a new deep learning model has been proposed. 

3.1. Proposed Model 

CNNs contain filters that allow us to collect important information embedded within the image. Since 
convolutional neural networks do not require pre-treatment or feature extraction on the image, they are 
run directly on the pixels. The separable convolutional neural networks are a variation of the 
convolutional neural network. In this network, the filter to be applied on the image is implemented in 2 
stages: depth convolution and point convolution. Each color channel is moved on the image during depth 
convolution phase. Then the resulting images are stacked. Point convolution is applied on the stacked 
image. At this stage, by increasing the number of channels, the 1x1 filter is passed through every point 
on the picture. With these two stages, it is aimed to reduce the total number of impacts applied in 
classical convolutional layers and to save memory and time. Separable convolutional layers, when used 
instead of convolutional layers in the Inception model, created a new architecture, Xception. This 
architecture has been shown to perform better in 350 million image classifications than Inception V3 
with evolutionary layers [22]. 

The proposed model consists of 3 convolutional blocks and 3 separable convolutional blocks. 3x3 filters 
are used in the blocks. Each block is separated by the maximum pooling layer. 2x2 filters are used in the 
maximum pooling layers. There are 6 convolutional layers in the first 3 blocks and 6 separable 
convolutional layers in the last 3 blocks. 16, 32, and 64 filters are used in the structure of the first, second, 
and third convolutional blocks, respectively. 32, 64, and 128 filters are used in the structure of the first, 
second, and third separable convolutional blocks, respectively (Fig. 2). ReLU function is used as the 
activation process for hidden layers. To increase the training performance, overfitting has been prevented 
by using the dropout layer in the model. The first, second, third, fourth and fifth dropout layers have drop 
rates of 25%, 20%, 90%, 70%, and 50%, respectively. In the last stage, Flatten and 4 fully connected (fc) 
layers are used.   There are 2048 neurons (nodes) in the first fc layer, 1024 neurons in the second fc layer, 
512 neurons in the third fc layer, and 1 neuron in the last fc layer. At the last layer of the model, the 
sigmoid function is implemented. Binary cross-entropy is used as the loss function because of the binary 
classification. Details of the layers are presented in Table 2. 
For the proposed model, images have been reshaped to 150*150 with three channels before the training 
phase. This is due to obtaining higher accuracy vales when compared to images of 224 * 224 with three 
channels.  

Table 2 Details of layers used in proposed model 
Layer Stride Filter size Pool size Padding Activation 

Input Layer - -  -  - -  
Conv1 1 3x3  -  same relu  
Conv2 1 3x3  -  same relu  

MaxPool1 2 - 2x2  - -  
Conv3 1 3x3  -  same relu  
Conv4 1 3x3  -  same relu  

MaxPool2 2 - 2x2  - -  
Conv5 1 3x3  -  same relu  
Conv6 1 3x3  -  same relu  
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Table 2 Details of layers used in proposed model (cont.) 
Layer Stride Filter size Pool size Padding Activation 

MaxPool3 2 - 2x2  - -  
Dropout1 - - -  - -  
SepConv1 1 3x3  -  same relu  
SepConv2 1 3x3  -  same relu  
BatchNorm - - -  - -  
MaxPool4 2 - 2x2  - -  
SepConv3 1 3x3  -  same relu  
SepConv4 1 3x3  -  same relu  
BatchNorm - - -  - -  
MaxPool5 2 - 2x2  - -  
SepConv5 1 3x3  -  same relu  
SepConv6 1 3x3  -  same relu  
BatchNorm - - -  - -  
MaxPool6 2 - 2x2  - -  
Dropout2 - - -  - -  

Flatten - - -  - -  
Dense - - -   relu  

Dropout3 - - -  - -  
Dense - - -   relu  

Dropout4 - - -  - -  
Dense - - -   relu  

Dropout5 - - -  - -  
Dense - - -   sigmoid  

        
 

 
Figure 2 Architecture of the proposed model 

3.2. Transfer Learning 

With a data set containing a lot of data and classes, the pre-trained models can benefit from the transfer 
learning method. Using pre-trained models with the transfer learning method can yield successful 
results, especially in smaller data sets. In this study, deep learning architectures previously trained on 
larger data sets were used on chest X-ray images with transfer learning.  

In 2014, a new model was introduced that improved the success of the AlexNet model. In this model 
approach, the error rate was decreased by increasing the depth and by reducing the filter size. This 
model, called VGGNet, has different network structures such as 16-layer VGG-16 and 19-layer VGG-
19. The VGG-16 and VGG-19 neural networks have a convolutional layer, a pooling layer, a flatten 
layer, a dropout layer and a dense layer (Fig. 2.). The images that will enter the models must be 224x224. 
The weights obtained to recognize the 1000 class problem in the Imagenet competition with these 
proposed models were used for the problem in this study. The model was customized to solve the 2-
class problem by performing fine tuning in the last layer in the study (Fig. 3). 



Sakarya University Journal of Computer and Information Sciences 
 

Erdem et al. 

30 
 

 
Figure 3 VGG-16 and VGG-19 model architectures 

Architectural structures of the proposed and the compared models are given in Table 2. In the new 
model, additionally, a separable convolution layer is used. The number of convolution layers in VGG-
16 and VGG-19 almost corresponds to the number of convolutions and separable convolutions in the 
new model. Relu, dense and dropout layers are used in all three models. It is remarkable that the number 
of parameters of the new model is quite low when compared to the number of parameters of the other 
two models. 

Table 2 Details of models 
Models Convolution 

Layer 
Number 

Separable Convolution 
Layer Number 

Relu Layer 
Number 

Dense Layer 
Number 

Parameter 
Value 

Proposed Model 6 6 15 4 23,936,513 
VGG-16 13 --- 15 3 134,264,641 
VGG-19 16 --- 18 3 139,574,337 

4. Results 

The deep learning algorithms used in the study were run on the computer with the configurations given 
in Table 3.  

Table 3 Configurations 
Memory 245676MB, 24GB 
Processor Intel(R) Core(TM) i7-7700 CPU @3.60GHz (8 CPUs), ~3.6GHz 
Graphics Card Intel(r) Hd Graphics 630, NVIDIA GeForce GT 730 
Operating System Windows 10 Pro 64 Bit (10.0, build 18362) 

In the application section, keras, tensorflow and matplotlib libraries were used for all models in Python 
environment. When the hyper parameters in the model are examined, the number of epoch indicates 
how many times the data should pass through the model. The model was asked to work in 20 iterations. 
During the training phase, it was decided to process 32 data (Table 4).  

In this study; sensitivity, accuracy, precision and F1-score measurement metrics have been used for 
performance evaluation. The success rates of the algorithms are given in Table 4. Accuracy is considered 
as the main performance evaluation metric of the study. Accordingly, while the batch size is 32, the 
proposed model outperformed VGG-19 and did not exceed VGG-16. VGG-16 gave the best results in 
terms of precision. On the other hand, for the recall criterion, the proposed model gave the best result. 
In order to evaluate the success of recall and precision criteria together, the F1-measurement was 
examined and the proposed model gave the highest result. When the results obtained in Table 4 are 
analyzed thoroughly, it is observed that the proposed model behaves between the VGG-16 and VGG-
19 architectures. 

Table 4 Comparative results 
Model Batch Size Epoch Optimizer Recall (%) Precision (%) F1-Score (%) Test Accuracy (%) 
VGG-19 32 20 ADAM 96.92 86.10 91.19 88.30 
Proposed Model 32 20 ADAM 97.43 86.16 91.45 88.62 
VGG-16 32 20 ADAM 93.33 89.21 91.22 88.78 
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Table 5 shows the comparison of the proposed model with the previous studies using the same dataset 
[20]. Liang and Zheng proposed a CNN-based model to detect the disease. Our model had a higher 
recall rate (97.43%) when compared to their model (96.7%). Accuracy, precision and F1-Scores were 
close to the values of their study. Liang and Zheng also studied on VGG16 to detect the disease. In this 
context, our model has proven to be better in terms of accuracy, precision, recall, and F1-Score. Yadav 
and Jadhav studied CapsNet to detect the disease and obtained an accuracy of 82.50%. Mittal et al. 
studied E3CC and VGG16+CapsNet to detect the disease and obtained accuracy rates of 81.54% and 
88.30%, respectively. In this context, our model outperformed in terms of accuracy performance 
criterion when compared to these two methods. Asnaoui et al. proposed a new CNN-based model. Our 
model was better in terms of accuracy, recall, and F1-Score performance criteria. Ayan and Ünver 
studied VGG16 and Xception to detect the disease. Our model, again, outperformed in terms of accuracy 
and recall performance criteria. When compared to another study conducted by Chakraborty et al., we 
obtained a higher recall value of 97.43% with respect to 95%. Finally, when compared to the study 
conducted by Jain and et al., our accuracy, recall, and F1-Score performance criteria values were better 
than their results. 

Table 5 Comparison with the previous studies 

Article Year Method Accuracy(%) Recall(%) Precision(%) F1-
score(%) 

Ayan and Ünver 
[8] 

2019 VGG16 87 82 - - 

Ayan and Ünver 
[8] 

2019 Xception 82 85 - - 

Chakraborty et 
al. [19] 

2019 CNN 95.62 95 96 - 

Yadav and 
Jadhav [15] 

2019 CapsNet 82.50 - - - 

Liang and 
Zheng [12] 

2020 CNN 90.5 96.7 89.1 92.7 

Liang and 
Zheng [12] 

2020 VGG16 74.2 95.1 72.3 82.2 

Asnaoui et al. 
[16] 

2020 CNN 84.18 78.33 94.05 85.66 

Mittal et al. [17] 2020 E3CC 81.54 - - - 
Mittal et al. [17] 2020 VGG16+CapsNet 88.30 - - - 
Jain et al. [18] 2020 CNN (Model 1) 85.26 94 - 89 

Proposed 
Model 

2020 CNN 88.62 97.43 86.16 91.45 

“−” denotes that the information is not mentioned in the associated paper. 

Considering the processing time as a benchmark criterion, it was observed that the proposed model run 
in a shorter time. The reason is possibly due to usage of less number of parameters (Table 6). 

Table 6 Proposed model, VGG16, and VGG19 running times 
 Time to reach result 
Proposed Model 2 hours 14 minutes 
VGG16 11 hours 7 minutes 
VGG19 14 hours 4 minutes 

The accuracy and loss graphs of VGG16, VGG19, and the proposed model are shown in Figs. 4, 5, and 
6, respectively. When the accuracy and loss graphs are examined, it is observed that the training 
accuracy values are higher than the test (validation) accuracy values and the test (validation) loss values 
are higher than the training loss values for the same epoch values. 
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Figure 4 The accuracy and loss graph of VGG16  

  
Figure 5 The accuracy and loss graph of VGG19 

  
Figure 6 The accuracy and loss graph of the proposed model 

5. Conclusions 

The study focused on biomedical image interpretation and medical decision in lung pneumonia, which 
is life-threatening for children and the elderly. As computer aided systems are instrumental in early 
diagnosis, new models can be proposed in order to reduce risks. 

Thanks to their higher performance in solving many related problems, deep learning algorithms have 
proven to be stronger than artificial intelligence algorithms. Therefore, this study utilized pre-trained 
deep learning models and a new deep learning model has been developed. Transfer learning has been 
carried out through pre-trained models. A comparison of these models with the proposed model has 
been made. It has been observed that the developed model gives better results than VGG-19 and worse 
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results than VGG-16. We think that the proposed model is open to development. Due to this situation, 
it is concluded that more experiments should be conducted with different hyper parameters of the model. 
Performance may possibly be improved by making changes in learning ratio, optimizer method and 
batch size.  

In the future studies, it is aimed to detect COVID-19 from lung film images by using the advanced 
version of this model. 
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Abstract 

Thanks to social media, people are now able to leave guiding comments quickly about their favorite restaurants, 
movies, etc. This has paved the way for the field of sentiment analysis, which brings together various disciplines. 
In this study, Yelp restaurant reviews and IMDB movie reviews dataset were used together with the data collected 
from Twitter. Word2Vec (W2V), Global Vector (GloVe) and Bidirectional Encoder Representation (BERT) word 
embedding methods, Term Frequency-Reverse Document Frequency (TF-IDF), and the Bag-of-Words (BOW) 
were used on these datasets. Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM), 
Recurrent Neural Network (RNN), Support Vector Machine (SVM), and Naive Bayes (NB) were used in the 
sentiment analysis models. Accuracy, F-measure (F), Sensitivity (Sens), Precision (Pre), and Receiver Operating 
Characteristics (ROC) were used in the evaluation of the model performance. The Accuracy rates of the models 
created by the Machine Learning (ML) and Deep Learning (DL) methods using the IMDB dataset were in the 
range of 81%-90% and 84%-94%, respectively. These rates were in the range of 80%-86% and 81%-89% for the 
Yelp dataset, and in the range of 75%-79% and 85%-98% for the Twitter dataset. The models that incorporated 
the BERT word embedding method have the best performance, compared to the other models with ML and DL. 
Therefore, BERT method is recommended for this type of analysis in future studies. 

Keywords: sentiment analysis, deep learning, machine learning, text representation, word embedding. 

1. Introduction

In parallel with the advances in technology, visual and print communication channels have shifted 
towards social media. Social events such as movies, restaurants, concerts are now publicized through 
articles published on social media or websites, instead of recommendations on newspapers and 
magazines, thanks to the Internet technologies. 

The fact that social media is an indispensable tool for people and that they constantly express their 
opinions about social issues, economy, health, products, and brands paves the way for sentiment 
analysis. Sentiment analysis is carried out using natural language processing, an important part of 
artificial intelligence. In the sentiment analysis studies, underlying sentiments in textual expressions are 
identified. This analysis is used to see whether the sentiment of the texts shared by people is positive, 
negative, or neutral. Sentiment analysis are used by companies to see whether they receive a positive 
feedback [1]. 

The purpose of the text classification is to assign single or multiple tags to a text string. Conventional 
approaches for text classification, and the classification in the feature extraction step of BOW, usually 
utilizes the TF-IDF probabilities. With the advances in natural language processing, BERT, Word2Vec, 
and GloVe have started to be widely used in feature extraction. However, these methods often ignore 
the contextual information or word order in texts and they have data flexibility issues, which affect 
classification accuracy. NB, support vector machines, decision trees, networks such as CNN and LSTM 
based RNN are used in recent ML algorithms. 

In this study, architectures that increase the classification performance in ML and DL models was 
investigated by applying the traditional text representation method and word embedding methods, which 
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are widely used in sentiment analysis studies. The model with the best result was proposed as the 
recommended framework. 

In the study, five different datasets were obtained using traditional text representation methods of TF-
IDF, BOW, and the word embedding methods BERT, Word2Vec, and GloVe were used on three 
different datasets. After obtaining these datasets, sentiment analysis, which is one of the natural language 
processing tasks, was carried out by using ML algorithms of support vector machine and Naive Bayes 
classifier algorithms, and by using the DL methods of CNN, RNN, and LSTM. Accuracy, F, Sens, Pre, 
and ROC performance criteria were used in the evaluation of the models created by ML and DL. 

As a contribution to the literature, hybrid classifier models of DL and ML were created by using word 
representation methods for meaning, context, and syntax on public data sources and datasets collected 
by the researchers. 

As shown in the related studies section, classifier models created by ML such as SVM, ANN, and NB, 
CNN, RNN, LSTM DL are popular and have good performances in sentiment analysis studies. As 
another contribution, this study evaluates the performance of these algorithms by comparing them with 
traditional frequency-based text representation (TF-IDF, BOW) and prediction based text representation 
(W2V, GloVe, BERT) methods. 

In the second section, sentiment analysis studies with ML and DL are discussed. In the third section, 
under the methodology subtitle, datasets used in the study, word representation and embedding methods, 
ML, and DL algorithms are discussed. The fourth section explains the proposed framework in the study. 
In the fifth section, the experiments made with the created models and their results are presented. Finally, 
the sixth section draws the conclusions. The flowchart of the study is shown in Figure 1. 

Figure 1 The flowchart of study 
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2. Related Works 

Sentiment analysis studies with various datasets in different languages are introduced in this section. In 
their sentiment analysis study, Pang et al. have created a pre-classification vector space model on the 
movie comments present in the Internet Movie Database archive, and conducted a sentiment analysis 
via classifying algorithms, such as NB, Maximum Entropy (ME), and SVM. Of the classification 
algorithms, they achieved the best performance with SVM, by 82.9% accuracy, using unigrams on the 
dataset [2]. 

In their study on movie reviews, Kaynar et al. used NB, Multilayered Artificial Neural Network (ANN), 
and SVM. They also used TF-IDF for feature extraction. SVM has yielded better results in terms of 
accuracy, compared to other methods [3]. 

Hamoud et al. have used the BOW, TF, and TF-IDF for the classification of political tweets on the 
Twitter data. They used SVM and NB classification algorithms. According to the results, BOW-enabled 
SVM provides the highest accuracy and F-measure [4]. 

Symeonidis et al. used Linear SVC, Bernoulli NB, Logistic Regression (LR), and CNN, which are four 
popular ML algorithms. They achieved the best results by CNN in terms of accuracy [5]. 

A deep-learning-based approach using convolutional neural network (CNN) and word2vec on Twitter 
dataset to detect opportunities for improving the quality of their products or services through sentiment 
analysis has also been proposed in [6]. The study has obtained encouraging results with 88.7% precision, 
88.7% recall, and 88.7% F-measure. 

Zheng et al. have proposed a model based on the hybrid bidirectional RNN in their study conducted 
with various datasets such as Sogou, Yelp and Douban Movies. The accuracy rates of the method they 
proposed varies between 73.46% and 96.81% [7]. 

Huq et al. have used feature extraction with n-grams on Twitter data and then applied SVM and K-
Nearest Neighbor algorithms on the dataset. According to their experiments, accuracy values were 
between 58.39% and 79.99% [9]. 

Amolik et al. have classified tweets correctly by using Feature-Vector, NB, and SVM classifier 
algorithms. Despite its lower recall and accuracy, NB had better sensitivity compared to SVM [10]. 

Liao et al. have created a simple CNN model with W2V on the data collected from Twitter, and have 
used this model for comparison against SVM and NB. As a result, CNN has shown to have higher 
classification performance in terms of accuracy compared to other models [11]. 

Li et al. have achieved a classification accuracy in the range of 52.23-55.93% in their experiments with 
DL architectures, such as CNN, LSTM, MemNET, AttNet, applied to three different datasets of Online 
debates, Restaurants, and laptop reviews [12]. 

Li et al. have proposed an improved version of the Sliced RNN and have compared this model against 
various DL models in a sentiment study. According to the results, their proposed model had the highest 
accuracy by 73.36% [13]. 

Zhao et al. obtained the highest accuracy rate of 87.9% in the models they created with CNN and LSTM 
DL algorithms on the Amazon product reviews dataset [14]. 

Al-Smadi et al. have shown better results in the models they created with the DL RNN and ML SVM 
algorithms, on the data of Arabic hotel reviews. They obtained an accuracy rate of 87% with RNN and 
95.4% with SVM [15]. 

In their study, Tang, Qin et al. have achieved an accuracy of 80.95% on the restaurant views dataset 
with the DL algorithm, while they achieved an accuracy of 72.37% in laptop views [16]. 

In the study of Chen et al. on Chinese Twitter data with RNN-based models, an accuracy of 73.89% was 
obtained [17]. 
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Altrabsheh et al. used NB, SVM, ME, and Random Forest (RF) algorithms in sentiment analysis with 
unigram, bigram, trigram-based text representations on the tweets about courses such as mathematics, 
database, engineering, molecular biology, chemistry, and physics. Models created with SVM and text 
representations had better performance compared to the other models [18]. 

H. Ghulam et al. have created models with LSTM, RF, NB in a sentiment analysis study on Roman 
Urdu tweets. Models created with LSTM had better performance compared to the other models [19]. 

J. Singh et al. have combined sentiment analysis and morphological assessment in Punjabi language, 
using DL. The accuracy rate of the model, created using DL and morphological text classification with 
275 suicide cases in Punjab, was 95.45% [20]. 

As seen above, mostly traditional word representation methods were used in previous studies. In this 
study, the performances of traditional machine learning and deep learning classification algorithms were 
investigated also by using different text representation and word embedding techniques.  

As seen above, DL algorithms such as RNN, LSTM, CNN, and ML algorithms such as NB and SVM 
are so popular in sentiment analysis studies. In addition, different word embedding methods such as 
BERT, W2V, GloVe, TF-IDF and BOW have also been used in various studies. 

3. Methodology 

In this section, the datasets, word embedding techniques, ML and DL algorithms, and details of the 
proposed system are discussed. 

3.1 Datasets 

Three different datasets were used in the study. These datasets include the IMDB movie review dataset, 
which is often used in sentiment analysis studies, Yelp hotel and restaurant comments, and Twitter API. 

Yelp (restaurant reviews) dataset consists of 598,000 reviews of various restaurants. 560,000 of the 
reviews were reserved for training and 38,000 for testing [21]. Dataset attributes and descriptions of 
these features are presented in Table 1. 

Table 1 Yelp Dataset 
Attribute Description 

Text Review from yelp 
Sentiment class Positive, negative 

IMDB (movie reviews) dataset consists of 50,000 positive and negative movie reviews [22]. In this 
dataset, 50,000 reviews were split into 25,000 testing and 25,000 training data. Dataset attributes and 
descriptions of these features are presented in Table 2. 

Table 2 IMDB Dataset 
Attribute Decsription 

Text Review from IMDB 
Sentiment class Positive, negative 

4500 health-related Twitter data were collected using the Twitter API. The pre-processing and sentiment 
analysis of these data were carried out using the Python programming language. The collected tweets 
were labeled as 1680 neutral, 1220 positive, 1600 negative tweets. The neutral-tagged tweets were the 
drug ads, and their attribute information is presented in Table 3. Tweets marked as negative seem to 
belong to those with various diseases. On the other hand, the positive ones are the tweets indicating that 
diseases such as cancer have successfully treated. 

 



Sakarya University Journal of Computer and Information Sciences 
 

Başarslan et al. 
 

39 
 

Table 3 Twitter Dataset 
Attribute Description 

id Order of tweet data frame 
text tweet 

created_at Date and time the Tweet was 
posted 

retweeted Tweet rerun status (bool) 
retweet_count Number of retweets 

user_screen_name Username 
user_followers_count Number of followers 

user_location Followers location 
hashtags Tweet tag 

sentiment_score Sentiment score 
sentiment_class positive, negative, neutral 

Since the datasets were scraped from the web, some HTML (Hyper Text Markup Language) codes were 
also present in the datasets. Therefore, it was necessary to clear these texts by removing HTML tags. 
The numbers, punctuation, and stop words were removed. Although BERT gives successful results in 
splitting compound names made with word representation dashes, other methods have problems. A set 
of NLTK (Natural Language Tool Kit) stop words was used to remove stop words. Since BERT 
embedding was trained on Wikipedia data, we allowed numbers and some of the punctuations like [, / 
() : ; '] and compound nouns with a hyphen, which may cause a more reliable embedding to remain in 
the text. Moreover, we saved [! ? .] to detect the end of the sentence for a later purpose (generate BERT 
for each sentence). Stemming and lemmatization according to POS (Part of Speech) tags of words were 
used for BOW and TF-IDF embedding. Finally, we replaced white spaces with only one space. 

3.2 Text Representation 

The representation of documents in text processing is important for successful results. In the text 
classification applications, texts are represented as vectors in the dataset. Such vector corresponds to the 
words in the document. Vector representation of documents. A document-word matrix is created. Thus, 
the words in the document are of importance. Vectors are calculated using various word weighting 
methods. TF-IDF is a weighting method widely used in text processing. In this method, the frequency 
of each word is represented by multiplying the inverse document frequency (IDF). This decreases the 
importance of highly repetitive words and increases the importance of words with fewer words. 

There are also word embedding techniques used without document representation. In this study, 
however, the following document representation methods, BOW and TF-IDF, were used. 

3.2.1 TF-IDF 

TF is the method used to calculate term weights in a document. Eq. (1) is seen. The IDF tries to find out 
the number of words in more than one document and to determine whether the word is a term or not 
(Stop Words). For this, the absolute value of the logarithm of the number of documents passed by the 
term must be divided by the number of documents. Eq. (2) is seen [23]. In Eq. (2), t is the term and j is 
the document. TF-IDF score i in document j is calculated as in Eq. (3). 

𝑻𝑻𝑻𝑻(𝒊𝒊, 𝒋𝒋) =
𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝒊𝒊 𝒇𝒇𝑻𝑻𝑻𝑻𝒇𝒇𝒇𝒇𝑻𝑻𝒇𝒇𝒇𝒇𝒇𝒇 𝒊𝒊𝒇𝒇 𝒅𝒅𝒅𝒅𝒇𝒇𝒇𝒇𝑻𝑻𝑻𝑻𝒇𝒇𝒅𝒅 𝒋𝒋

𝑻𝑻𝒅𝒅𝒅𝒅𝑻𝑻𝑻𝑻  𝒘𝒘𝒅𝒅𝑻𝑻𝒅𝒅𝒘𝒘 𝒊𝒊𝒇𝒇 𝒅𝒅𝒅𝒅𝒇𝒇𝒇𝒇𝑻𝑻𝑻𝑻𝒇𝒇𝒅𝒅 𝒋𝒋
 (1) 

𝑰𝑰𝑰𝑰𝑻𝑻(𝒊𝒊) = 𝑻𝑻𝒅𝒅𝒍𝒍 �
𝑻𝑻𝒅𝒅𝒅𝒅𝑻𝑻𝑻𝑻 𝒅𝒅𝒅𝒅𝒇𝒇𝒇𝒇𝑻𝑻𝑻𝑻𝒇𝒇𝒅𝒅𝒘𝒘

 𝒅𝒅𝒅𝒅𝒇𝒇𝒇𝒇𝑻𝑻𝑻𝑻𝒇𝒇𝒅𝒅𝒘𝒘 𝒘𝒘𝒊𝒊𝒅𝒅𝒘𝒘 𝒅𝒅𝑻𝑻𝑻𝑻𝑻𝑻 𝒊𝒊
� (2) 

 
 

𝒋𝒋 = 𝑻𝑻𝑻𝑻(𝒊𝒊, 𝒋𝒋) ∗ 𝑰𝑰𝑰𝑰𝑻𝑻(𝒊𝒊) (3) 
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 3.2.2 BOW 

BOW is the document representation model widely used in text processing. In the BOW model, the 
word order of text documents is not preserved, but only the word counts are taken into account [24]. 
The BOW model, which shows the frequency of words in documents, was used by the classifier to create 
a learning model with a set of features. 

3.3 Word Embedding Based Text Representation 

Word2Vec, GloVe, BERT word embedding methods are explained in this section. 

3.3.1 W2V 

W2V method is a word embedding method that learns the vector representations of words using a 
training set with ANN [25] - [27]. It has two models, the Continuous Bag of Words (CBOW) and Skip-
gram, which matches close vectors with similar meaningful words in the vector space. While the CBOW 
model predicts a word in a certain context, the Skip-gram model predicts the context of a particular 
word. 

W2V extracts vector representations of words from datasets. The skip-gram and the CBOW model are 
shown in Figure 2. 

 

 
Figure 2 W2V models 

3.3.2 GloVe 
The gloVe is an advanced method from W2V that makes embedding words in documents more efficient. 
The gloVe is regression-based and the objective function is given in Equation. (4): 

𝑱𝑱 = � 𝒇𝒇(𝑿𝑿𝒊𝒊𝒋𝒋)(𝒘𝒘𝒊𝒊
𝑻𝑻𝑽𝑽𝒋𝒋 + 𝒃𝒃𝒊𝒊 + 𝒃𝒃𝒋𝒋 − 𝑻𝑻𝒅𝒅𝒍𝒍𝑿𝑿𝒊𝒊𝒋𝒋)𝟐𝟐

𝒗𝒗

𝒊𝒊,𝒋𝒋=𝟏𝟏  
(4) 

where 𝑣𝑣 denotes the vocabulary size, w ∈ 𝑅𝑅𝑑𝑑 represents the word vectors, V represents context word 
vectors, 𝑋𝑋𝑖𝑖𝑖𝑖 is the number of times the word pair (𝑖𝑖, 𝑗𝑗) occurs together in the corpus. 𝑓𝑓�𝑋𝑋𝑖𝑖𝑖𝑖� denotes a 
weighting function and 𝑏𝑏𝑖𝑖,𝑏𝑏𝑖𝑖 are bias parameters [27]. 
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3.3.3 BERT 

BERT is a word embedding model that stands for bi-directional encoder representations. The BERT 
model is designed to condition the word in right and left contexts by pre-training the dataset in each 
layer and in both directions. Figure 3 shows the architecture of the BERT model. 

 
Figure 3 BERT model 

3.4 Machine Learning  

It has been introduced in the 1980s and has become popular in data mining. These are self-training 
systems that make better decisions by making simulations with the data and parameters given for 
learning purposes. 

3.4.1 Naïve Bayes Classifier 

The NB algorithm, named after Thomas Bayes, is based on Bayes' theorem. 

Let X = { 𝑥𝑥1,𝑥𝑥2,𝑥𝑥3, . . , 𝑥𝑥𝑛𝑛 } is the sample set, and 𝐶𝐶1,𝐶𝐶2,𝐶𝐶3, … ,𝐶𝐶𝑚𝑚 is the class set. The sample to be 
classified: 
 

𝑷𝑷(𝑿𝑿|𝑪𝑪𝒊𝒊) =
𝑷𝑷(𝑿𝑿|𝑪𝑪𝒊𝒊)𝑷𝑷(𝑪𝑪𝒊𝒊)

𝑷𝑷(𝑿𝑿)  

(5) 

  
As seen in Eq. (5), the probability value is calculated according to the data of the class with the highest 
probability [28]. 

3.4.2 Support Vector Machine 

SVM is a ML method that sets a boundary between any point in the training data and another furthest 
point [28]. One feature of SVM is the inherent risk minimization in statistical learning theory [29]. 
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3.5 Deep Learning 

Intelligent systems have been developed in various fields with ML algorithms in recent years. Various 
classifier algorithms are successfully used for tagging in data classification, as one of the ML methods. 
With the increase in the amount of data, however, the performance of the models decreases. Hence, 
different algorithms and methods have been developed to overcome hardware problems. One of these 
methods is the DL algorithms that emerged in line with the neural networks introduced in the 1940s 
[30]. 

Although there were some limited achievements before the early 2000s due to the limitations in the 
computing power, it was not practical to train neural networks as today [31]. 

DL is a structure consisting of an increasing number of ANN layers that function like neurons in the 
human brain. Recent years witnessed its widespread use in sentiment analysis. Of the DL algorithms, 
LSTM, CNN, and RNN algorithms were used in this study. 

3.5.1 Recurrent Neural Network 

Thanks to recent advances in technology, RNN can be used easily. RNN is a neural network model 
developed to learn existing patterns by taking advantage of sequential information [28]-[29]. In RNN, 
each output is determined by the continuous processing of the same task on each instance of the array. 
The output is determined according to previous calculations [32]. 

In RNN, the resulting output is based not only on the current input, but also on the other inputs. In 
addition to the input data at time t, the results of the hidden layer at the time t-1 are used as the input of 
the hidden layer at the time t. The decision regarding the input at the time t-1 also affects the decision 
to be made at the time t. In other words, the inputs of these networks generate output by combining 
current and previous information. Eq. (6) shows the result of the hidden layer st at the time t. Eq. (6), 
shows the input 𝑥𝑥𝑡𝑡 at the time 𝑡𝑡, the hidden state 𝑆𝑆𝑡𝑡, the activation function of the f value, and the weight 
at U and W [33]: 

𝒘𝒘𝒅𝒅 = 𝒇𝒇(𝑼𝑼𝒙𝒙𝒊𝒊 + 𝑾𝑾𝒘𝒘𝒅𝒅−𝟏𝟏)
 

(6) 

3.5.2 Long Short-Term Memory 

LSTM is an RNN architecture. Unlike standard feed-forward neural networks, LSTM has feedback 
links. It consists of a cell, and three types of gates: an input gate, an output gate, and a forget gate. Based 
on the open-closed state of the gates, the cells determine the information to be preserved and the time 
to access the units [34]. 

Through these gates, the cell decides what to store, when to read, write or delete. These gates have a 
network structure and activation function. Just like neurons, they pass or stop the incoming information 
according to their weights. These weights are calculated during the learning phase of the recurrent 
network. 

3.5.3 Convolutional Neural Networks 

Although CNN is one of the deep learning algorithms used in artificial intelligence fields such as Natural 
Language processing, it is also often used in the field of Image processing. It consists of three main 
layers [35]: 

The first layer is the Convolutional Layer where a filter is used to transform the input matrix. In this 
layer, each filter maps the input matrix to a gap, and the output size depends on the size of the filter. 

The second layer is the pooling layer. It is usually placed after the convolutional layer and used to reduce 
the size of the mapped elements. 

The third layer is the fully connected layer. It is placed after the last pooling layer. The activation 
functionality in each layer is determined by the network for classification. 
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3.6 Evaluation Metrics 

The confusion matrix used in the model evaluation gives the number of correctly and incorrectly 
classified samples according to binary classification. (𝑇𝑇𝑃𝑃) represents false positive (𝐹𝐹𝑁𝑁), true positive 
(𝐹𝐹𝑃𝑃), false negative, and (𝑇𝑇𝑁𝑁) true negative numbers (Table 4) [36]. 

Table 4 Confusion Matrix 
 Predicted 

Positive Negative 
Actual Positive 𝑇𝑇𝑃𝑃 𝐹𝐹𝑁𝑁 

Negative 𝐹𝐹𝑃𝑃 𝑇𝑇𝑁𝑁 

Accuracy, Sens, Pre, F used in the study are given between Eq. (7) and Eq. (10). 

𝑨𝑨𝒇𝒇𝒇𝒇𝒇𝒇𝑻𝑻𝑻𝑻𝒇𝒇𝒇𝒇 =
𝑻𝑻𝑷𝑷 + 𝑻𝑻𝑵𝑵

𝑻𝑻𝑷𝑷 + 𝑻𝑻𝑵𝑵 + 𝑻𝑻𝑷𝑷 + 𝑻𝑻𝑵𝑵
 

(7) 

𝑺𝑺𝑻𝑻𝒇𝒇𝒘𝒘𝒊𝒊𝒅𝒅𝒊𝒊𝒗𝒗𝒊𝒊𝒅𝒅𝒇𝒇 =
𝑻𝑻𝑷𝑷

𝑻𝑻𝑷𝑷 + 𝑻𝑻𝑵𝑵
 

(8) 

 𝑷𝑷𝑻𝑻𝑻𝑻𝒇𝒇𝒊𝒊𝒘𝒘𝒊𝒊𝒅𝒅𝒇𝒇 = 𝑻𝑻𝑷𝑷
𝑻𝑻𝑷𝑷+𝑻𝑻𝑷𝑷

 
(9) 

 
𝑻𝑻 −𝑻𝑻𝑻𝑻𝑻𝑻𝒘𝒘𝒇𝒇𝑻𝑻𝑻𝑻 = 𝟐𝟐∗𝑷𝑷𝑻𝑻𝑻𝑻𝒇𝒇𝒊𝒊𝒘𝒘𝒊𝒊𝒅𝒅𝒇𝒇 ∗𝑺𝑺𝑻𝑻𝒇𝒇𝒘𝒘𝒊𝒊𝒅𝒅𝒊𝒊𝒗𝒗𝒊𝒊𝒅𝒅𝒇𝒇

𝑷𝑷𝑻𝑻𝑻𝑻𝒇𝒇𝒊𝒊𝒘𝒘𝒊𝒊𝒅𝒅𝒇𝒇 +𝑺𝑺𝑻𝑻𝒇𝒇𝒘𝒘𝒊𝒊𝒅𝒅𝒊𝒊𝒗𝒗𝒊𝒊𝒅𝒅𝒇𝒇
 

(10) 

  

In order to partition the dataset as training and testing, 10-fold cross-validation method is used in the 
experiments. The original dataset is randomly partitioned into 10 equal sized partitions. Each time, one 
of the partitions is used for testing and the others are used for training. The process is repeated ten times 
and the average results across all steps are calculated. 

4. Proposed Framework 

The image of the proposed model for sentiment analysis on the publicly available and privately collected 
datasets is shown in Figure 4. Text processing such as the stop-word elimination was performed in all 
datasets. On the collected Twitter data, hashtags and URLs were removed. 

 
Figure 4 The proposed framework 
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As shown in Figure 4, the model created by the combination of the BERT word embedding 
representation method and the LSTM DL algorithm was compared to the models created by other word 
representation and learning algorithms. 

The results of the proposed method are shown as bold and red in all tables. Besides, the text 
representation and word embedding method that gives the best results in each classification algorithm 
categories are shown as bold. 

As shown in Table 5-7, SVM, one of the ML algorithms, gave a better performance in all performance 
criteria compared to NB, followed by the word representation and embedding methods. In DL 
algorithms, word embedding, and representation methods, the LSTM classifier model used after the 

Table 5 Performance of Classification Algorithms on IMDB Review Dataset with Word Embedding and Text 
Representations 

Classifier 
Algorithms 

Text Representations Accuracy Pre Sens F ROC 

SVM BOW 81% 81% 83% 82% 88% 

TF-IDF 83% 84% 84% 84% 90% 

W2V 84% 84% 86% 85% 92% 

GloVe 89% 88% 90% 88% 91% 

Bert  90% 90% 91% 90% 91% 

NB BOW 81% 82% 81% 81% 89% 

TF-IDF 82% 82% 83% 82% 90% 

W2V 83% 84% 85% 84% 92% 

GloVe 86% 86% 86% 86% 84% 

Bert  87% 86% 87% 88% 90% 

CNN BOW 84% 82% 81% 81% 89% 

TF-IDF 85% 82% 83% 82% 90% 

W2V 87% 84% 85% 84% 92% 

GloVe 88% 86% 86% 86% 84% 

Bert 93% 86% 87% 88% 90% 

RNN BOW 85% 82% 81% 81% 89% 

TF-IDF 85% 82% 83% 82% 90% 

W2V 88% 84% 85% 84% 92% 

GloVe 90% 86% 86% 86% 84% 

Bert 92% 90% 88% 88% 90% 

LSTM BOW 86% 82% 81% 81% 89% 

TF-IDF 86% 82% 83% 82% 90% 

W2V 89% 84% 85% 84% 92% 

GloVe 91% 86% 86% 86% 84% 

Bert 94% 94% 93% 89% 94% 
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BERT word embedding method was found to perform better than other DL methods. Similarly, 
performances of the word representation methods with ML and DL algorithms were obtained for the 
classifier models created with BERT, GloVe, Word2Vec, TF-IDF, BOW, respectively. The results also 
confirmed that the GloVe is the improved version of W2V. 

In addition, the results showed that the models with BERT word embedding method, used both with 
ML and DL, have better performance than the others. This reveals that the BERT is more successful 
than other text representation methods. 

Table 6 Performance of Classification Algorithms on Yelp Review Dataset with Word Embedding and Text 
Representations 

Classifier 
Algorithms 

Text 
Representations 

Accuracy Pre Sens F ROC 

SVM BOW 81% 80% 81% 81% 81% 

TF-IDF 81% 82% 81% 81% 82% 

W2V 83% 84% 85% 84% 83% 

GloVe 84% 84% 86% 85% 86% 

Bert  86% 87% 83% 86% 90% 

NB BOW 74% 73% 73% 74% 78% 

TF-IDF 76% 77% 77% 77% 85% 

W2V 78% 78% 78% 81% 86% 

GloVe 79% 79% 78% 79% 88% 

Bert  81% 83% 81% 80% 91% 

CNN BOW 81% 82% 81% 81% 89% 

TF-IDF 82% 82% 83% 82% 90% 

W2V 84% 84% 85% 84% 92% 

GloVe 86% 86% 86% 86% 94% 

Bert 87% 86% 87% 88% 95% 

RNN BOW 82% 82% 81% 82% 86% 

TF-IDF 83% 83% 84% 83% 88% 

W2V 85% 84% 85% 85% 91% 

GloVe 87% 86% 86% 86% 92% 

Bert 88% 86% 87% 88% 94% 

LSTM BOW 83% 77% 75% 76% 82% 

TF-IDF 84% 78% 76% 75% 83% 

W2V 84% 82% 81% 81% 85% 

GloVe 85% 82% 83% 82% 87% 

Bert 89% 84% 85% 84% 91% 
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Table 7 Performance of Classification Algorithms on Twitter Dataset with Word Embedding and Text 
Representations 

Classifier 
Algorithms 

Text 
Representations 

Accuracy Pre Sens F ROC 

SVM BOW 80% 78% 77% 80% 89% 

TF-IDF 83% 83% 82% 81% 86% 

W2V 89% 88% 86% 87% 90% 

GloVe 89% 88% 86% 88% 90% 

Bert  89% 87% 89% 87% 93% 

NB BOW 70% 72% 73% 74% 75% 

TF-IDF 72% 73% 73% 76% 78% 

W2V 72% 76% 75% 76% 79% 

GloVe 75% 77% 75% 76% 80% 

Bert  79% 78% 76% 77% 82% 

CNN BOW 84% 82% 81% 81% 89% 

TF-IDF 85% 82% 83% 82% 90% 

W2V 87% 84% 85% 84% 92% 

GloVe 88% 86% 86% 86% 84% 

Bert 93% 86% 87% 86% 90% 

RNN BOW 85% 82% 81% 81% 89% 

TF-IDF 85% 82% 83% 82% 90% 

W2V 88% 84% 85% 84% 92% 

GloVe 90% 86% 86% 86% 84% 

Bert 94% 86% 87% 86% 90% 

LSTM BOW 87% 86% 87% 84% 85% 

TF-IDF 89% 89% 87% 86% 88% 

W2V 91% 94% 91% 94% 95% 

GloVe 96% 96% 96% 96% 96% 

Bert 98% 98% 99% 99% 98% 

5. Conclusion And Discussion 

This study was conducted on the public and privately collected data to compare the word representation 
and embedding methods for sentiment analysis tasks with ML and DL algorithms. The Accuracy, Pre, 
Sens, F, and ROC were used as performance metrics. 

In the study, learning algorithms CNN, LSTM, RNN from DL; SVM, NB from ML were used for 
classifying the sentiments. Word embedding methods BERT, GloVe, Word2Vec, and traditional word 
representation methods TF-IDF, BOW were also used.  



Sakarya University Journal of Computer and Information Sciences 
 

Başarslan et al. 
 

47 
 

According to the results of the experiments, the model created with Bert and LSTM has shown 
the best performance among the model combinations created on all datasets. Besides, the models 
that incorporated the BERT word embedding method have the best performance, among the other text 
representations and word embedding method.  

In future studies, methods such as ElMo that yield successful results in sentiment analysis studies and 
the performance of the transformers such as RoBERta and DistilBERT in neural networks such as LSTM 
and RNN are planned. 
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Abstract 

In the academic field and as well as the application field, substantial attention has been drawn to coping with 
disasters. Since natural dangers causing a large proportion of disasters cannot be avoided, attempts to combat 
disasters have centered on preventing hazards from evolving into disasters through measures and restructuring 
works taken before, during, and after the disaster. There are many players involved in the disaster management 
process and many factors are influential in the effectiveness of this process. Among these factors, deciding the 
critical ones offers significant advantages, particularly in terms of practical studies. Concentrating on a single 
stakeholder in deciding the factors crucial to the success of this management structure, which has many 
stakeholders, can cause to ignoring the significant viewpoints of other stakeholder groups. Accordingly, for the 
evaluation of several success factors achieved as a result of a thorough and systematic literature review, the purpose 
of our study is to develop a common critical success factor model that will represent both the viewpoints of 
operational experts and academic experts, who constitute the stakeholders of this domain. Analytical Hierarchy 
Process (AHP) is utilized to determine the opinions of field experts while the text mining method was used to 
determine the perspectives of academics. In the study, therefore, a new AHP model assisted by text mining is 
introduced. Socio-cultural factors were brought to light by the analysis results of the suggested model. It has been 
determined by the results of the study that these two perspectives are overlapped largely in the organizational field 
and relatively in socio-cultural, environmental, and legal fields. 

Keywords: Disaster management, Critical success factors, AHP, Text mining 

1. Introduction 

Natural disasters that have inflicted numerous losses of life and material destruction that worth millions 
of liras throughout history, cannot be completely avoided or prevented even under today's technological 
means. Disaster is characterized as the results of natural, technological, or man-made events that lead 
individuals to endure physical, economic, social, and environmental losses, impact societies by 
preventing or disrupting normal lives and human activities, and cannot be resolved by the affected 
community members by using their own resources and methods [1]. 

The efficient implementation of proactive and reactive actions at different disaster phases will mitigate 
the harm due to natural disasters and avoid most disasters perceived to be man-made or technological 
from occurring. In this context, disaster management is a complete process of endeavor that must be 
carried out by the community to avoid and mitigate disasters, to respond promptly, efficiently, and 
effectively to the incidents that form the disaster, and to build a safer and more efficient living 
atmosphere for the people affected by the disaster [2]. In this direction, in terms of taking measures, 
with the effective management of disasters, it is possible to reduce human losses, environmental, social, 
and economic damages. The chaos generated by unregulated activities after the disaster can be avoided 
by carrying out various tasks in a prepared and organized way, by facilitating the return to normal life 
for people in the disaster zone or by providing a living environment for these individuals in better 
conditions than before the disaster. 

A comprehensive approach that involves multiple stakeholders around the country could be more useful 
for effective disaster management, instead of concentrating on a single region or specific activities. In 
this context, it is important for effective disaster management to prioritize the variables and to disclose 
the crucial factors to enable the properly working of the integrated model, which involves several 
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variables. In the extensive literature review performed for the domain, it has been witnessed that studies 
focusing on critical success factors in disaster management have paid attention to a certain stage or area 
of disaster management [3-5] or the number of factors examined was rather limited in the studies that 
paid attention to the whole stages [6]. From this perspective, for the success of a critical area such as 
disaster management, a more detailed perspective is required.  

This topic has been extensively investigated in the academic field since the consequences of disaster 
management throughout the years are very significant. The substantial accumulation of knowledge that 
has arisen in this domain should be considered. However, given the significance of the experiences 
obtained from the practices, a disaster management framework developed only as proposed by academic 
studies is not sufficient. In van Niekerk's [7] study, which explored whether academic discourse or 
practical reality must be at the center of disaster management, he claimed that a disaster management 
system that relies exclusively on the academic context, government, and international and regional 
organizations spend a substantial amount on activities that do not offer any value. He also claimed that 
a study would be insufficient to enhance disaster risk mitigation and management without addressing 
the roots of disaster studies and research in both social and natural sciences. We may conclude that 
disaster management practitioners are engaged in a complex and continually changing activity in a 
disaster management system which only depends on practices. Therefore, the result stating that disaster 
management activities require practical and scientific input is examined. Thus, it is aimed to create a 
new model in this study whose academic knowledge includes the opinions of the experts who have been 
working in this field in Turkey and have significant information. In this context, this research attempts 
to incorporate the knowledge obtained from a systematic and thorough literature review by introducing 
a model that integrates the perspectives of the field's operational experts, taking into account that an 
integrated approach that combines academic studies and the viewpoints of practitioners can be 
beneficial. 

9 areas that directly influence the success of disaster management were reported as a result of the 
literature review undertaken to realize the purpose of the research. Factors indicated at the end of the 
screening are divided into sub-factor groups under the main factor groups for the scope of these 9 areas. 
Therefore, the need for managing a hierarchical structure composed of the main factor group, a sub-
factor group, and the other factors necessitated a new model with a different viewpoint. AHP method 
has been used for main factor groups and sub-factor groups forming the first two levels of hierarchy and 
text mining method which will reflect the perspective of academics was applied for the factors that form 
the lowest level of the hierarchy. Finally, a Critical Success Score (CSS) was calculated for each factor 
by combining the results of these two analysis methods. The first 20 factors with the highest CSS were 
evaluated as critical success factors in disaster management. 

This research is important in terms of benefiting from the views of both academics and field experts in 
the field of disaster management and also being a guideline for the translation of academic knowledge 
into practice by identifying. The study's extensive literature and the model proposal can be anticipated 
to lead further academic studies.  

In the following part of the study, fundamental studies that have determined the main factor groups will 
be discussed. At the same time, success factors which are derived after the comprehensive literature 
review performed on main factor groups will be summarized in this part. Thereafter, the results obtained 
will be evaluated in light of the 3-stage integration model suggested in the study and findings of 
analyses, and in this context, the limitations of this study will be stated and suggestions for further 
studies will be presented. 

2. Motivation and Previous Studies 

There are three main phases of activities in effective disaster management planning, namely pre-disaster, 
disaster response, and post-disaster [8]. These three main phases can be evaluated in five stages: 
planning and preparation, mitigation, response, recovery, and evaluation [8,9]. However, since each of 
these processes requires activities such as planning and risk mitigation measures, there is no requirement 
to pursue one another [10]. At the same time, though it is a matter of obscurity when disasters will occur, 
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these studies will not end. The stages of disaster management should therefore not be in a linear form, 
but in a cycle, as seen in Figure 1 [8-10]. 

 
Figure 1 Disaster Management Cycle [8-10] 

The effective factors are presented in achieving success at different phases of the cycle of disaster 
management. Since disaster management communicates with many areas, in terms of professional work 
in these areas, an area-based grouping is essential. 

To improve the organizational effectiveness of management as a whole and to enable the entire 
management activity step by step, it is important to divide the disaster management process into 
meaningful elements and factors. It is necessary, however, to define success factors for disaster 
management to allow executives and decision-makers to concentrate on priority factors to enhance the 
process of disaster management [6]. Having considered these causes, several factors are key to the 
success of disaster management in various areas. While it is essential to consult with experts in various 
fields to evaluate these factors, identifying the factors in the literature called Critical Success Factors 
may guide to decide which topics regarding the combat against disasters should be used to prepare more 
dedicated studies. Therefore, in this study, previous research on this subject was examined to determine 
success factors in disaster management. The baseline studies were determined in this context, as shown 
in Table 1, and the main categories and factors determined by Ozceylan and Coskun [11] for a successful 
National Emergency Management Model were used to determine the study's route. After a literature 
review, three categories, environmental, legal, and operational, have been applied to these current 
categories. A change in the classification was made as socio-cultural and economic factors for the groups 
of cultural factors and socio-economic factors, based on other research shown in the literature review. 
With a comprehensive literature review, existing factors were expanded. The main factor groups were 
therefore gathered into 9 groups, as shown in Table 1. 

Table 1 Literature Review Table of Main Factor Groups in Terms of Disaster Management Success  
 
 

 

Ozceylan and Coskun [11]          

Chou and Wu [12]          

Pathirage et al. [13]          

Seneviratne et al. [14]          

Seneviratne et al. [15]          
Ahmed, Ahmad, and  
Zakaria [16]          

1. Planning 
and 

Preparation 
Phase

2. Damage 
Mitigation 

Phase

3. 
Response 

Phase

4. 
Recovery 

Phase

5. 
Evaluation 

Phase
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A literature review was performed for each of the 9 areas listed, as can be seen in Table 1, because of a 
systematic literature review. As a result of the analysis, 240 success factors were uncovered. Similar 
factors were incorporated as a result of interviews with field experts, academic experts, and academics 
who are specialists in factors, and certain ones were omitted from success factors because of their 
repetition. Thus, the number of factors has been decreased to 122. On the other hand, 122 factors were 
clustered as per the subjects to which they are relevant in nine areas and allocated to the corresponding 
27 sub-factor groups. Sub-factor groups and factors are given in Table 2 with their corresponding 
academic references: 

Table 2 Success Factors in Disaster Management  
Main Factor 

Group Sub Factor Group Factor Source 

Economic 

Pre-Disaster 
Preparation 

Economic Planning [6,11,13,14,15] 
Distribution of Disaster Prevention 
Resources [12] 

Pre-Disaster Financial Instruments [14,17] 
Sufficient Financial Support for Disaster 
Recovery Planning [18] 

Post-Disaster 
Response 

Restructuring Funds [5,19] 
Investments for Mitigating Disaster Effect [13] 

Macro-Economic 
Factors 

Helpful Economic Environment [5,20,21] 
Economic Growth / Development [11-13] 

Environmental 

Environmental 
Disaster Prevention 

Activities 

Use and Protection of Natural Barriers [13,14,22] 
Using Man-Made Barriers [13,14,23] 
Building and Urban Planning [13,14] 
Land Use Planning [13,22,24] 
Environmental Awareness and Education [22] 
Addressing Environmental Issues [22] 
Environmental Management Systems [22] 

Post-Disaster 
Environmental 

Responses 

Post-Disaster Waste Management [13,23] 

Managing Chemical Hazard [25] 

Post-Disaster Life 
Disaster Waste Recycling Systems [13,23] 
Criteria for environmental effects in 
Restructuring Projects [22] 

Socio-Cultural 

Individual Factors 
(Qualifications and 

Skills) 

Individual Attitudes and Characteristics [16] 
Specialty Skills [25,26] 
Civil and Occupational Responsibilities [13] 
Interpersonal Trust and Justice [11,16] 

Education 

Prevention and Response Training [6,11,13,27,28,29] 
Post-Disaster Response Drills [6,11,28,29] 
Rescue and Healthcare Professional Training [6,18,27] 
Educational Design (Education Quality, 
Training Content) [29] 

Continuous Education [29] 

Social Participation 
and Association 

Society's Participation [5,11,12,30] 
Participation of Media Channels [24,25,31] 
Participation of Military Units [16,32,33] 
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Table 2 Success Factors in Disaster Management (cont.) 

  

Private Sector Assistance [12] 
Rehabilitation [24] 
Participation of Civil Society Organizations [16] 
Social Learning  [12] 

Disaster Culture [5,11,12,13,14, 
19,24,25,32] 

Technological 

Disaster Management 
Support Systems 

Emergency Aid Support (Information) 
System [6,32,34] 

Projection and Early Warning Systems [6,11,13,14,15, 
22,24,25,31,32] 

Communication Systems [13,15,24,32] 

Geographic Information Systems [14,31] 
Post-Disaster Response System [34,35] 
Information Management System [13,19,25,36,37] 
Efficient Material Supply System [19,28] 

Equipment Management System for Disaster [24] 

Effective 
Communication 
During and After 

Disaster 

Communication Technologies [16] 

Procedures for Effective Communication 
Mechanism [32,37] 

Technical Support Units [24,25] 

Information 
Management 

Sharing Information [11,16,24,31,37,38
] 

On-Time (Real-Time) Information [34,39] 
Disaster Records with Time-Dimension [12] 
Information Quality [31,40] 
Information Centers [11,18,27,41] 
Technology Use [13,32] 

Trusted Sources of Information [12] 

Technological  
Infrastructure 

Disaster Prevention Technology and 
Infrastructure [11,12] 

Communication Network and Infrastructure [11,24,31] 
Information Update Mechanism [42] 
Structural Measures [15,43] 
Logistics Technology [6,28] 

Operational Pre-Disaster Planning 
Activities 

Disaster Management Model [42] 

Creating a Disaster and Emergency Plan [13,18,19,25,27,32
] 

Quality Control Activities [19] 

Statistics of Previous Disasters and Analyzes [2,44,45] 
Execution of Planning Documentation [27] 
Continuous Assessment and Improvement of 
Disaster Management System [6,19,32] 

Operational Consistency / Harmony [25] 
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Table 2 Success Factors in Disaster Management (cont.) 

 

Disaster Response 
Systems and 

Activities 

Access and Evacuation Channels for People 
Affected by Disaster [5,24] 

Time Management in Crisis Time [19] 

Taking Precautions of Preventive Health 
Measures [24,25] 

Post-Disaster 
Recovery (Rescue) 

Operations 

Assessment of Damage [5,13] 

Prioritizing Activities of Improvement  [27] 
Search and Rescue Operations [25] 
Assessing Disaster Effect [24,25] 

Restructuring Activities [25] 

Logistics Activities 
Before, During, and 

After Disaster 

Logistics Planning and Management [6,11,14,32,37] 

Resource Planning and Management [12,24,30,32,35,37
,46] 

Security of Rescue Equipment [6,28] 

Organizational 

Organizational 
Structure 

Organizational Culture [11,16,29,35] 

Transparency and Accountability [5,19,35] 
Organizational Design [11] 
Corporate Arrangement [13,32,37] 
Centralized Decision-Making Structure [11] 
Executive Support [11,16,18,27] 
Enterprise Integration [14] 
Unity of Purpose and Political Goals [27,32,37] 
Organizational Agility [35] 
Response Time [6] 
Precise Job Description and Roles [11,42] 

Inter-Organizational 
Collaboration and 

Participation 

Inter-Organizational and External 
Communication [11,13] 

Coordination and Collaboration  
[5,11,12,19,24,25,

28, 
31,32,35,36,37,42,

47] 
Degree of Involvement in the Process of 
Decision Making [11,18,27] 

Corporate Disaster 
Management Plan 

Developing the Master Plan [13] 
Disaster Management System [25] 

Disaster Management Strategy and Plan [6,11,28,31,32,35,
42] 

Planning the Rescue Needs [6,28] 

Individual 
Competencies 

Taking Individual and Institutional Initiative [30] 

Leadership [11,14] 
Teamwork [11,19] 
Managers Staff and Team Member 
Competencies  [13,19,32,37] 

Political 
Communication and 

Information 
Management 

Quality of Government Sharing of 
Information [36] 

Public Advice and Advisory Services [25] 
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Table 2 Success Factors in Disaster Management (cont.) 

 

 

Network with NGOs and International 
Organizations [12,34 

Cooperation with Other Countries [42] 

Operational Factors 

Restructuring Support [13,47] 
Including Disaster Management Contents in 
National Education Curriculum [13 

National Disaster Management Policy [25] 

Health, Safety and Security Management [19] 

Legal 

Restrictive Legal 
Regulations 

Enactments and Laws [11] 
Terms of References and Regulations  [6,11,28] 
Production Regulations  [13] 
Local Regulations [11] 

Environmental Rules and Standards [22] 

Factors Related to the 
Implementation of 

Laws 

Consideration of Social Factors When 
Making Laws  [14] 

Continuous Legal Regulations Update [14] 

Risk 

Pre-Disaster (Related 
to Disaster) Risks 

Geographical Risks [11,12] 

Political Risks [11,19] 
Technological Risks [11 
Evacuation Risk [48,49] 

Risk Factors Related 
to Disaster 

Management 

Risk Evaluation [12,13,14,18,22,25
,27] 

Evaluation of Potential Vulnerability [14,24,25] 
Experience Level Concerning Different 
Types of  
Disasters 

[11] 

Infrastructure [11] 

While the literature review is outlined in Table 2, it also describes a hierarchical left-to-right model 
consisting of 9 main factor groups, 27 sub-factor groups, and 122 factors. For instance, since certain 
factors are formed as per the phases of disaster management, as a conclusion of the analysis performed 
for the main economic factor group, a grouping was therefore developed as Pre-Disaster Preparation 
and Post-Disaster Response, while the Supportive Economic Environment and Economic Growth / 
Development factors are grouped as Macroeconomic factors because they will provide large-scale 
precautions and response. Groupings were created for the other 8 main factor categories because of the 
shared features of the factors. A method for managing such an integrated structure was necessary due 
to the hierarchical structure of a table obtained in this way and a high number of factors. In this context, 
an integrated approach was applied to collect data for different layers of the hierarchy from various 
expert groups. In the next part, the model is illustrated. 

3. Method 

Critical Success Factors (CSF) are described as a specific number of areas that provide the company 
with a good competitive result if the effects are satisfactory for companies, and they are a few main 
areas that have to be properly implemented for the businesses to grow [50]. It is necessary for the short 
and long-term success of a project, organization, or initiative to acknowledge or assess the CSF in a 
management system [51]. To guarantee the success of a management process such as disaster 
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management, which involves multiple disciplines within its body, by specifying significant levels to 
different aspects, it is important to recognize the critical aspects and to conduct the necessary activities 
by concentrating on these factors. However, there are studies carried out to determine critical success 
factors through a limited number of factors [6] even they focus on certain areas of disaster management 
[3], certain stages [4, 5] or directly on disaster management. It can also be stated that it is of crucial 
importance to evaluate critical success factors in the domain of disaster management. In this study, the 
model in figure 2 was established to manage the hierarchical structure formed by many factors from the 
perspective of different expert groups. 

 
Figure 2 Critical Success Factor Model  

It was determined to use the AHP method to collect the views of field experts on a successful disaster 
management system. The AHP approach helps decision-makers to analyze perceptions, senses, 
decisions, and experiences that impact their choices by comparing and evaluating them [52]. Thus, as it 
has a resolution structure that contains objective and subjective components, relative to many decision-
making methods, it can be viewed as a more realistic solution approach [53]. Since these too many 
binary combinations that arise in the comparison of factors which are the lowest layer of the hierarchy 
will take too much time for the experts, they cannot make gathering data feasible. Therefore, this method 
could not be utilized for factors. As an alternative technique, the text mining method was included in 
the study in the evaluation of 122 factors, to capture and evaluate data relating to academic studies after 
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taking into account its capacity of including views of academics in the model. Thus, a method model 
was proposed by multiplying the normalized values of layers from top to bottom to reflect the evaluation 
of the last layer of academic experts and also the first two layers of field experts. Furthermore, by 
reflecting the data collected from academic studies up to the hierarchy, it was attempted to specify the 
areas and factors on which the studies concentrate on each layer of the hierarchy by years.  

3.1 AHP Analysis 

In this study, the AHP approach, which has a solution framework that includes objective and subjective 
aspects, was selected to evaluate the personal opinions of individuals who are accredited as disaster 
management experts. In this sense, by granting their significance, AHP allows for binary comparison of 
factors and prioritization. To compare the main factor groups with each other and the sub-factor groups 
among themselves within the main factor group to which they belong, the AHP form was applied to the 
experts in a structure designed in such a way that the main factor groups represent the first level of the 
hierarchy, the sub-factor groups form the second level of the hierarchy, and lastly, the factors constitute 
the third level of the hierarchy. The factors in the third level of the hierarchy were not included in the 
AHP application since too many binary comparison combinations they must make the application 
harder. Thus, the hierarchical structure of the AHP application consisting of the first two levels of the 
hierarchy can be seen in Figure 3: 

 
Figure 3 Prioritization Model of Factor Groups with AHP  
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To prioritize the groups seen in the hierarchy model from 1 to 9 in pairs, a 9-point AHP form was 
developed. A total of 20 individuals, including civil defense experts employed in different provinces 
and participating in the training program organized by the Ministry of Agriculture and Forestry of the 
Republic of Turkey in Antalya, disaster management experts from Ankara, Sakarya, and Yalova, and 
an academic with a Ph.D. in earthquake engineering, were administered to this form. With the data 
obtained, matrices were created, and the weights of the main factor groups derived from the solution of 
these matrices and the weights of the sub-factor groups belonging to these main factor groups were 
multiplied downwards. The real weights of the sub-factor groups were thus calculated and in other main 
factor groups, they were contrasted with the sub-factor groups. 

3.2 Text Mining 

The high number of disaster management studies and the fact that a total of 122 successful factors for 
disaster management will be analyzed from an academic perspective required the process to become 
semi-automated. For this purpose, in the second phase of the method model, the method of text mining, 
which can systematically analyze documents involving large numbers of unstructured data collected as 
a result of a comprehensive literature review to automate the process, was chosen. In this sense, the 
search for the "Sciencedirect" academic publication database in 2017 using the keyword of "Disaster 
Management" was performed to access academic publications in the field of disaster management. 773 
papers published between 2000 and 2016 were included in the study, as a result of the searching 
publications in the field. 

To make them ready for the method, the articles were transformed into plain text (TXT) files, then the 
collections were cleaned with pre-processing and the quality of the data was improved. The size of the 
data set was decreased by removing low-frequency data with a repetition frequency of less than 1% 
from the study to handle the large matrix consisting of 160508 rows. Thus, the number of rows has 
reduced to 13332. A single word assessment would not be adequate due to the long texts of certain 
factors in disaster management, so phrases up to 7 words were included in the Term Document Matrix 
(TDM) with the N-Gram technique if they exceed the repetition frequency. A single TDM matrix 
consisting of 34043 rows and 786 columns was generated by merging the 7 TDMs provided. 

It was considered that converting 13332 words or word groups to 122 factors with an automated topical 
modeling approach such as machine learning gave ineffective results, given the similar expressions and 
intersects of disaster management factors. Therefore, this converting procedure was conducted with the 
Excel search function and with binary cross-validation manual coding. 

3.3 Integration of Analyses 

The research integration was accomplished by vertically multiplying from top to bottom the weighted 
values obtained by the AHP method and the normalization results calculated by the text mining method 
in the hierarchy. To grasp the general structure, as shown in Figure 4, the CSS calculation model that 
will bring us to the aim of the research has been visualized. The first hierarchical level AHP weight 
value in CSF calculation is shown as Wi (i=1, 9), the second hierarchical level AHP weight value is 
shown as Wij (i=1, 9), (j=1, 4) and lastly, the third hierarchical level Text Mining weight value is shown 
as Wijz (i=1, 9), (j=1, 4), (z=1, 11). To calculate CSS, weighted values of Main Factor Groups and Sub-
Factor Groups were first obtained. For text mining, which gives the values of the factors, by the Linear 
Normalization method, firstly the data is normalized. At this point, the frequencies derived concerning 
the number of each factor mentioned in all articles were divided into the total number of articles (773) 
and the normalization was carried out by multiplying these values by 100 to prevent them from being 
too small in the triple scalar product and to increase their value to 0-1. As a consequence, integrated 
weights of each factor (122) were obtained by multiplying the AHP weight values of the main factor 
groups vertically from top to bottom with the AHP weight values of the sub-factor groups of these main 
factor groups and the normalization values obtained by text mining analysis of these sub-factor groups. 
These integrated weights form the Critical Success Score (CSS) of these factors. 
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Figure 4 Critical Success Score Calculation Model 

Since raw text files are recorded with year prefixes, as stated in text mining analyses, therefore the data 
provides an opportunity to show which areas the emphasis has shifted to regarding the success of disaster 
management. The results of "Trend Analysis" are also provided at the last stage of the study based on 
this situation. The values of linear regression slopes were analyzed in trend analysis by considering the 
values that state in how many articles each factor was listed. 

4. Findings 

The AHP method and the text mining method will be presented separately before the results that are 
obtained by combining these two methods to evaluate the views of operational and academic experts 
separately. On the other hand, integrated results together include the views of operational and academic 
experts in assessing the critical success factors that are the aim of the study. Although there are several 
studies in this field, including the opinions of operational experts is of particular importance in terms of 
successful disaster management in Turkey. 

4.1 AHP Analysis Findings 

By evaluating data obtained from the views of operational experts in disaster management, a 
prioritization was established among 9 main factor groups. This prioritization is shown in Table 3: 

Table 3 Main Factor Weights  
Main Factors Weights 

Legal Factors 0.19 
Risk Factors 0.16 
Socio-Cultural Factors 0.15 
Political Factors 0.14 
Organizational Factors 0.12 
Operational Factors 0.09 
Technological Factors 0.07 
Environmental Factors 0.05 
Economic Factors 0.04 

Main Factor (F1) 

F1 Weight (W1) 

Sub Factor (F11) Sub Factor (F12) 

F11 Weight (W11) F12 Weight (W12) 

Factor111 Weight (W111) 

Factor1 (F111) 
 

Factor2 (F112) 
 

Factor112 Weight (W112) 

AHP RESULTS 

TEXT MINING RESULTS 

AHP AND TEXT MINING INTEGRATION  

CSF Calculation 

F111 Weight  W1 x W11 x W111  
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The weight averages determined for the lower level of the AHP hierarchical model are given in Table 4 
together with their consistency rates, including the weight values of the sub-factor groups based on the 
main factor group and the normalized weight values for comparison with other sub-factor groups. 

Table 4 Normalized Weight Values for Sub-Factor Groups  

Main Factor 
Groups Sub Factor Groups 

Factor Weights 
Main 

Factor 
Sub Factor 

Group 
Normalized 

Factor 
Economic                
Factors 
CR=0,01 

Pre-Disaster Preparation 
0.04 

0.69 0.028 
Post-Disaster Response 0.11 0.005 
Macro-Economic Factors 0.20 0.008 

Environmental 
Factors 
CR=0,01 

Environmental Disaster Prevention Activities 
0.05 

0.74 0.039 
Environmental Response After Disasters 0.13 0.007 
Post-Disaster Life 0.14 0.007 

Socio-Cultural 
Factors 
CR=0,02 

Individual Factors (Qualifications and Skills) 
0.15 

0.11 0.015 
Education 0.50 0.074 
Social Participation and Association 0.39 0.058 

Technological 
Factors 
CR=0,07 

Disaster Management Support Systems 

0.07 

0.30 0.02 
Effective Communication During and After 
Disaster 0.19 0.013 

Information Management 0.22 0.015 
Technological Infrastructure 0.30 0.02 

Operational           
Factors 
CR=0,07 

Pre-Disaster Planning Activities 

0.09 

0.52 0.045 
Disaster Response Systems and Activities 0.19 0.016 
Post-Disaster Recovery (Rescue) Operations 0.16 0.013 
Logistics Activities Before, During, and After 
Disaster 0.13 0.012 

Organizational 
Factors 
CR=0,01 

Organizational Structure 

0.12 

0.19 0.023 
Inter-Organizational Collaboration and 
Participation 0.32 0.037 

Corporate Disaster Management Plan 0.34 0.04 
Individual Competencies 0.14 0.017 

Political Factors 
CR=0 

Communication and Information Management 
0.14 

0.45 0.064 
Operational Factors 0.55 0.077 

Legal Factors 
CR=0 

Restrictive Legal Regulations 
0.19 

0.19 0.035 
Factors Related to the Implementation of 
Laws 0.81 0.153 

Risk Factors 
CR=0 

Pre-Disaster (Related to Disaster) Risks 
0.16 

0.44  0.071 
Risk Factors Related to Disaster Management 0.56 0.089 

As the consistency ratio (CR) of all matrices belonging to the sub-factors is less than 0.1, it is understood 
that the evaluations made for each group by the participants are consistent. When the sub-factor groups 
in Table 4 are evaluated, especially the "Factors Related to the Implementation of Laws" sub-factor 
group along with the "Pre-Disaster Preparation", "Environmental Disaster Prevention Activities", "Pre-
Disaster Planning Activities" sub-factor groups have come to the fore due to their important weight 
values in the main factor group they belong to. This case demonstrates the importance of legal factors 
under main factor groups within the scope of disaster management studies in Turkey. However, the 
weight values of the other three sub-factor groups suggest that, relative to post-disaster studies, the 
factors related to the reduction of the impact of disasters prior to the disaster should be given more 
significance, in line with the views of the people work in this field. 

The values in the right column of the table are obtained by multiplying the weights of the main factor 
groups by the weights of the sub-factor groups of those main factor groups so that the sub-factor groups 
can be compared with those of the sub-factor groups of the other main factor groups. When considering 
the values, the group of "Factors Related to the Implementation of Laws" was concluded as the most 
important sub-factor group with a weighted average of 0.153. It has been determined that there is a lack 
of direct law enforcement in Turkey on the grounds of this group, which is considered to be the most 
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important compared to all other sub-factors, and it can be concluded that the focus should be on the 
implementation of laws. Besides, both groups have come to the fore with significant values in the Risk 
Main Factor Group, and the importance of risk management is also recognized from the experts' 
perspective. This shows that significance should be given to studies within the framework of risk 
management. Again, the 'Operational Factors', 'Education', 'Communication and Information 
Management' sub-factor groups were considered essential and these observations revealed the legal, 
risk, and political main factor groups based on sub-factor groups. 

4.2 Text Mining Analysis Findings 

Over 773 articles published between 2000 and 2016 text mining analysis was performed and revealed 
in how many articles each factor was mentioned. Frequencies belonging to sub-factor groups and main 
factor groups were established via the results obtained as per the factors. In this context, when assessed 
in terms of factors, the 20 factors which were the most mentioned ones by academic studies are classified 
in Table 5 according to the results of the text mining analysis. 

Table 5 Number of Articles That Were Mentioned the Factors 

Ordering Main FG Sub Factor Group Factors 
Number 

of 
Articles 

Percentage 
(%) 

1 Legal Restrictive Legal 
Regulations 

Terms of References and                 
Regulations 258 33.38 

2 Legal Restrictive Legal 
Regulations Enactments and Laws 229 29.62 

3 Technological Disaster Management 
Support Systems 

Information Management 
System 206 26.65 

4 Operational Pre-Disaster Planning            
Activities 

Creating a Disaster and 
Emergency Plan 197 25.49 

5 Technological Information 
Management Sharing Information 193 24.97 

6 Environmental Environmental Disaster           
Prevention Activities 

Use and Protection of 
Natural             Barriers  180 23.29 

7 Organizational Corporate Disaster                       
Management Plan 

Disaster Management 
Strategy and Plan 178 23.03 

8 Technological Disaster Management 
Support Systems 

Projection and Early 
Warning             Systems 173 22.38 

9 Organizational 
Inter-Organizational              
Collaboration and 
Participation 

Coordination and 
Collaboration  172 22.25 

10 Technological Disaster Management 
Support Systems 

Emergency Aid Support               
(Information) System  158 20.44 

11 Operational 
Logistics Act. Before, 
During, and After 
Disaster 

Resource Planning and                       
Management 151 19.53 

12 Risk Risk Factors Related to            
Disaster Management Risk Evaluation 150 19.40 

13 Economic Pre-Disaster 
Preparation 

Pre-Disaster Financial 
Instruments 149 19.28 

14 Technological Information 
Management 

Communication Content                       
(Information) Quality 142 18.37 

15 Legal Restrictive Legal 
Regulations Local Regulations 131 16.95 

16 Operational Pre-Disaster Planning                  
Activities 

Statistics and Analysis of 
Previous Disasters 128 16.56 
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Table 5 Number of Articles That Were Mentioned the Factors (cont.) 

17 Technological Technological 
Infrastructure Logistics Technology 114 14.75 

18 Operational 
Logistics Act. Before, 
During, and After 
Disaster 

Logistics Planning and                  
Management 114 14.75 

19 Organizational Individual 
Competencies Leadership 110 14.23 

20 Operational Post-Disaster Recovery              
(Rescue) Operations Assessing Disaster Effect 108 13.97 

Taking Table 5 into account, it is seen that the first 20 factors have so many technical factors. In line 
with the views of academic experts, the fact that there are 5 factors of operational factors highlights the 
importance of technology and operational studies in general. In this context, it can be concluded that, in 
practice, attention should be paid to these two areas. The number of main factor groups and sub-factor 
groups articles and rates generated by the number of articles considered on a factor basis are shown in 
Table 6 (Since the factor belonging to more than one group is mentioned in the same article, the total 
number is seen more than 773 articles.). 

Table 6 Number of Publications Mentioning the Main Factor Groups and Sub-Factor Groups  

Main Factors Sub Factor Groups 
Number 

of Articles 
Percentage 

(%) 

Economic Factors 
269 (%34.80) 

Pre-Disaster Preparation 225 29.11 
Post-Disaster Response 30 3.88 
Macro-Economic Factors 85 11 

Environmental 
Factors 
293 (%37.90) 

Environmental Disaster Prevention Activities 253 32.73 
Environmental Response After Disasters 78 10.09 
Post-Disaster Life 33 4.27 

Socio-Cultural 
Factors 
317 (%41.01) 

Individual Factors (Qualifications and Skills) 70 9.06 
Education 168 21.73 
Social Participation and Association 174 22.51 

Technological 
Factors 
587 (%75.94) 

Disaster Management Support Systems 455 58.86 
Effective Communication During and After 
Disaster 

165 21.35 

Information Management 356 46.05 
Technological Infrastructure 235 30.40 

Operational Factors 
538 (%69.60) 

Pre-Disaster Planning Activities 368 47.61 
Disaster Response Systems and Activities 125 16.17 
Post-Disaster Recovery (Rescue) Operations 219 28.33 
Logistics Activities Before, During, and After 
Disaster  

233 30.14 

Organizational 
Factors 
423 (%54.72) 

Organizational Structure  215 27.81 
Inter-Organizational Collaboration and 
Participation 

216 27.94 

Corporate Disaster Management Plan 233 30.14 
Individual Competencies 180 23.29 

Political Factors 
237 (%30.66) 

Communication and Information Management 158 20.44 
Operational Factors 131 16.95 

Legal Factors 
439 (%56.79) 

Restrictive Legal Regulations 439 56.79 
Factors Related to the Implementation of Laws 7 0.91 

Risk Factors 
233 (30.14) 

Pre-Disaster (Related to Disaster) Risks 84 10.87 
Risk Factors Related to Disaster Management 207 26.78 
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The factors belonging to the sub-factor groups of "Disaster Management Support Systems" and 
"Restrictive Legal Regulations" are mostly mentioned ones in academic publications, and the factors of 
"Pre-Disaster Planning Activities" were also mentioned in a more significant ratio compared to other 
factor groups. Also, the ratio of 46.05% received by the "Information Management" sub-factor group 
revealed the importance of the "Disaster Management Support Systems" sub-factor group and the 
technological factors in academic studies based on the sub-factor group. The frequency values of the 
factors and the number of articles were also estimated, as well as the percentage values of the main 
factor groups, and these values can be seen in Table 6. 

Technological factors were listed in the highest number of publications, according to the frequency 
values in Table 6. It can be seen in this sense that today's technical advances are or should be expressed 
in the domain of disaster management. Within the framework of academic studies, operational factors 
that can be regarded as tangible indicators of disaster management have been given prime attention. The 
two main factor groups that fell behind based on AHP results, should also be taking into consideration 
by disaster management actors of Turkey based on academic studies. This comparison is also visualized 
in Figure 5: 

 
Figure 5 Comparison of Academic and Field Expert Perspectives Based on Main Factors  

According to Figure 5, the perspectives of academic and operational experts are mostly coincided in the 
organizational field and relatively overlapped in economic, socio-cultural, environmental, and legal 
fields. Major differences of opinion in the areas of technology and risk were reported. The cause of the 
observed perspective differences in risk factors can be due to the common view of inadequate efforts 
made in this area and the necessity of their consideration by experts. It is seen that the AHP results 
reflect the disaster management structure in Turkey relatively and based on these results, the prominence 
of political factors expressed by experts in the field shows the importance of the role of political actors 
in the field of disaster management in our country. It can be suggested based on these results that 
political actors should exert their power in guiding activities in this field. 

4.3 Integrated Analysis Findings 

The critical success factors generated by integrating AHP with text mining results will be discussed in 
this part, thus the perspective of both operational experts and academic experts will be presented. Each 
factor's Critical Success Score (CSS) was calculated by multiplying the AHP weights of the main factor 
group and sub-factor groups with the normalized values derived from the frequency of the factors' 
publication number by text mining method. It was shown that the first 20 factors with the highest score 
were above 0.5 when the CSS values were evaluated. It can be concluded, based on this result, that the 
value of 0.5 can be taken as the threshold value for future studies. Given this situation, 20 factors were 
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identified as Critical Success Factors in Disaster Management within the framework of this study, 
because they have a value higher than 0.5. These factors are shown in Table 7. 

Table 7 Critical Success Factors in Disaster Management  
Order Main Factor 

Group Sub Factor Group Factor CSS 

1 Risk Risk Factors Related to Disaster 
Management Risk Evaluation 1.727 

2 Legal Restrictive Legal Regulations Terms of References and Regulations 1.183 

3 Operational Pre-Disaster Planning Activities Creating a Disaster and Emergency 
Plan 1.135 

4 Legal Restrictive Legal Regulations Enactments and Laws 1.05 

5 Organizational Corporate Disaster Management 
Plan 

Disaster Management Strategy and 
Plan 0.913 

6 Environmental Environmental Disaster 
Prevention            Activities Use and Protection of Natural Barriers  0.9 

7 Organizational Inter-Organizational 
Collaboration and    Participation Coordination and Collaboration  0.834 

8 Risk Risk Factors Related to Disaster                     
Management Infrastructure 0.806 

9 Operational Pre-Disaster Planning Activities Statistics and Analysis of Previous 
Disasters 0.737 

10 Political Communication and Information             
Management Public Advice and Advisory Services  0.692 

11 Political Operational Factors Health, Safety and Security 
Management  0.674 

12 Socio-Cultural Education Educational Design (Education 
Quality, Training Content)  0.671 

13 Socio-Cultural Social Participation and 
Association Rehabilitation 0.647 

14 Socio-Cultural Education Post-Disaster Response Drills  0.643 

15 Legal Restrictive Legal Regulations Local Regulations 0.601 

16 Socio-Cultural Education Rescue and Healthcare Professional 
Training  0.595 

17 Technological Disaster Management Support 
Systems Information Management System 0.545 

18 Economic Pre-Disaster Preparation Pre-Disaster Financial Instruments 0.541 

19 Risk Pre-Disaster (Related to Disaster) 
Risks Geographical Risks 0.507 

20 Organizational 
Inter-Organizational 
Collaboration and       
Participation 

Inter-Organizational and External 
Communication  0.504 

While risk evaluation is the most critical success factor in disaster management, if we look at the table, 
we see that it is notable that the factors are usually linked to prevention and planning. This proves the 
statement that pre-disaster prevention and mitigation measures which will mitigate the loss of life and 
property and minimize the potential impact of disasters are more critical than post-disaster response, 
rescue, and recovery activities. For this purpose, the need to prepare pre-disaster activities in our country 
can be suggested to institutions and organizations in the field of disaster management and to political 
actors who have power and influence in this domain. Table 8 was created to examine in a more general 
perspective, showing how many critical success factors belong to which main factor group. 
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Table 8 Number of CSF Belonging to Main Factor Groups  
Main Factor Group Number of CSF 

that inherits 
Economic Factors 1 
Socio-Cultural Factors 4 
Technological Factors 1 
Environmental Factors 1 
Operational Factors 2 
Organizational Factors 3 
Political Factors 2 
Legal Factors 3 
Risk Factors 3 

The fact that all nine main factor groups include critical success factors in disaster management is an 
indicator that these main factor groups are correctly determined in the first place and that all areas are 
relevant. The importance of education in disaster management is demonstrated by the fact that three of 
the socio-cultural factors belong to the education sub-factor group. For this reason, it can be inferred 
that disaster management education studies are not only productive in how we can act in times of danger, 
but also very significant in developing a culture of disaster. The significance of disaster culture 
education can also be observed in practice in Japan. The readiness culture formed for earthquakes that 
occur infrequent and unpredictable conditions forms the general culture of the people of Japan in this 
context. Schools, community centers, and workplaces are equipped with training in disaster 
management to implement such a culture [54]. Table 8 further highlights the need for disaster 
management research to have an organizational basis, the requirement to enhance them with legal 
factors, and to include risk management. 

4.4 Trend Analysis Findings 

Regression analysis was carried out with text mining data to assess the factors in which the focus has 
shifted toward concerning the academic studies. Defining the focus in the academic field will ensure 
that this focus is pursued also in practical studies. In this context, while the values related to the number 
of articles that mentioned the factors suggest the dependent variable in the calculation of the regression 
slopes, the years are considered as the independent variable. Table 9 shows the top 20 factors with the 
highest slope value. 

Table 9 The Trend of the Number of Publications Concerning the Factors by Years  
Ordering Main FG* Sub Factor Group Factors Regression 

Slope 

1 Legal Restrictive Legal 
Regulations 

Terms of References and 
Regulations 2.377 

2 Legal Restrictive Legal 
Regulations Enactments and Laws 2.15 

3 Technological Information Management Sharing Information 2.145 

4 Technological Disaster Management 
Support Systems Information Management System 2.081 

5 Environmental Environmental Disaster          
Prevention Activities 

Use and Protection of Natural                   
Barriers  1.748 

6 Technological Disaster Management 
Support Systems 

Emergency Aid Support                            
(Information) System  1.62 

7 Organizational 
Inter-Organizational                  
Collaboration and 
Participation 

Coordination and Collaboration  1.6 

8 Organizational Corporate Disaster               
Management Plan 

Disaster Management Strategy 
and Plan 1.566 

9 Technological Information Management Communication Content                       
(Information) Quality 1.556 
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Table 9 The Trend of the Number of Publications Concerning the Factors by Years (cont.) 

10 Operational Pre-Disaster Planning               
Activities 

Creating a Disaster and 
Emergency Plan 1.52 

11 Technological Disaster Management 
Support Systems 

Projection and Early Warning        
Systems 1.478 

12 Operational Pre-Disaster Planning                  
Activities 

Statistics and Analysis of 
Previous Disasters 1.439 

13 Operational Logistics Act.** Before,         
During and After Disaster 

Resource Planning and 
Management 1.407 

14 Economic Pre-Disaster Preparation Pre-Disaster Financial 
Instruments 1.324 

15 Operational Logistics Act.** Before,           
During and After Disaster 

Logistics Planning and 
Management 1.248 

16 Risk Risk Factors Related to 
Disaster Management Risk Evaluation 1.167 

17 Technological Technological Infrastructure Logistics Technology 1.13 

18 Legal Restrictive Legal 
Regulations Local Regulations 1.123 

19 Organizational Individual Competencies Leadership 1.118 

20 Technological Disaster Management 
Support Systems Post-Disaster Response System 1.105 

* Main Factor Group 
**Activities 

According to the values in Table 9, the slope ratios of the factors of "Terms of References and 
Regulations", "Enactments and Laws"," Sharing Information "and Information Management System" 
showed that the academic focus shifted to these factors. The finding that 7 of the first 20 factors with 
the highest slope value are technological factors illustrates the impact of technological advances on 
disaster management between 2000-2016. Table 10 displays the slope regression values of the main 
factor groups and sub-factor groups calculated by the frequency of the factors. 

Table 10 The Slope of the Number of Publications in Main Factor Groups and Sub-Factor Groups by Years  
Main Factors 

(Regression Slope) Sub Factor Groups Regression Slope 

Economic Factors 
(2.618) 

Pre-Disaster Preparation 2.125 
Post-Disaster Response 0.392 
Macro-Economic Factors 0.963 

Environmental Factors 
(2.691) 

Environmental Disaster Prevention Activities 2.495 
Environmental Response After Disasters 0.441 
Post-Disaster Life 0.373 

Socio-Cultural Factors 
(2.674) 

Individual Factors (Qualifications and Skills) 0.502 
Education 1.157 
Social Participation and Association 1.816 

Technological Factors 
(5.336) 

Disaster Management Support Systems 4.13 
Effective Communication During and After 
Disaster 1.505 

Information Management 3.542 
Technological Infrastructure 2.326 

Operational Factors 
(5.086) 

Pre-Disaster Planning Activities 3.402 
Disaster Response Systems and Activities 1.044 
Post-Disaster Recovery (Rescue) Operations 2.027 
Logistics Act. Before, During, and After Disaster 2.245 

Organizational Factors 
(3.917) 

Organizational Structure  2.005 
Inter-Organizational Collaboration and 
Participation 2.032 

Corporate Disaster Management Plan 2.115 
Individual Competencies 1.708 
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Table 10 The Slope of the Number of Publications in Main Factor Groups and Sub-Factor Groups by Years 
(cont.)  

Political Factors 
(2.071) 

Communication and Information Management 1.426 
Operational Factors 1.179 

Legal Factors 
(3.998) 

Restrictive Legal Regulations 3.998 
Factors Related to the Implementation of Laws 0.069 

Risk Factors 
(2.105) 

Pre-Disaster (Related to Disaster) Risks 0.645 
Risk Factors Related to Disaster Management 1.904 

As seen in Table 10, The finding that technological and operational factors have the greatest slope value 
is an indicator of the need to concentrate on these two fields in practice. The observation that disaster 
management studies also pursue technological advances is not an unforeseen outcome. Academic 
articles draw attention to the preparation process to include the pre-disaster, during, and post-disaster 
phases and the execution of the practices in the light of these preparations. Again, the legal factors 
coincide with the results of the AHP analysis, with a very high slope ratio. Since the organizational 
factors have a similar ratio and high ranking, this indicates that disaster management should have an 
organizational base. These results may guide the implementation of disaster management practices in 
Turkey particularly. Furthermore, since there is a positive slope in all the main factor groups this 
suggests that disaster management research in these particular nine groups gained greater value over the 
years.  

When evaluated on the basis of sub-factor group, the "Disaster Management Support Systems" sub-
factor group belonging to the technological factors has the highest slope value. This situation shows 
those decision support systems, which have become important in every field as a result of today's 
technological developments, are also reflected in the field of disaster management within the scope of 
this study. As "Restrictive Legal Regulations," another sub-factor group stands out as having a high 
slope value. This may mean the need for legal regulations, such as the establishment of standards for 
structural or environmental problems that pose a threat to disaster management. In general, there is a 
positive slope for each sub-factor group. 

The above findings provide thorough guidance for successful disaster management in Turkey and offer 
results that allow the introduction of helpful suggestions. These findings are obtained as a result of a 
study aimed at building a new model that would not overlook the opinions of operational experts in 
Turkey and as well as the academic studies in this area. 

5. Results 

In the area where they happen, disasters can cause loss of life and property and economic losses that 
extend beyond the boundaries of that region. Disaster management corresponds to an infinite process 
consisting of pre-disaster, during disaster and post-disaster activities to minimize or avoid such losses. 
This process is directly affected by activities such as the availability of the required resource 
requirements, the formation of a social system ready for a disaster in a socio-cultural context, and 
technological advances. 

In this study carried out for determining the critical factors for having a successful disaster management 
structure, it has been concluded that 9 areas which are economic, environmental, socio-cultural, 
technological, operational, organizational, political, legal, and risk affect the success of disaster 
management. The literature review for each of these areas has demonstrated that the success of disaster 
management is influenced by several factors. Through putting together the identified factors that have 
similar characteristics in the main areas, a new grouping was formed. As shown in the proposed model, 
a hierarchy was created, with 9 main areas at the first level, sub-factor groups at the second level, and 
factors at the third level. AHP method was utilized for the first two levels of the hierarchy during the 
application of the study. For AHP management, data obtained from experts in the field of disaster 
management was used. For the third level, the text mining method was used to add academic knowledge 
to the model by analyzing the perspective of academic experts. Critical success factors have been 
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obtained as a result of the integration of these two methods, which incorporate the expertise of these 
two different disaster management expert groups into a single melting pot. 

As a result of AHP analysis, the shining out of legal factors in main factor groups, this can be interpreted 
by stating that disaster management works in Turkey will be functional if a legal basis is provided. 
Therefore, at this point, devoted efforts in the field of disaster management should be made by legislators 
in Turkey. Since the legal factors have also been discussed by academic studies, this can be seen in 
conjunction with the results of the AHP and highlight the significance of disaster management 
legislation in many parts of the world, not just in Turkey. In particular, the views of field experts focused 
on the need for education suggest that educational research should be reinforced by legislation and it is 
an essential requirement to set up an education system that would make instruction in disaster 
management mandatory. 

According to text mining research, when reviewing the advancements in the technology sector today, 
the prevalence of technological factors is not a surprising outcome. In particular, the attention shown on 
the Disaster Management Support Systems is an indicator of the possible contribution that decision-
support systems can offer to the disaster management. Via text mining analyses, the operational factor 
group has also stepped forth. This outcome matches the operational system's continuous improvement 
factor, which is identified by Zhou, Huang, and Zhang [6] as one of the critical success factors in disaster 
management. Therefore, it can be suggested to disaster management institutions in the world and Turkey 
to plan the operations that take place at each stage of the disaster management cycle in a feasible manner. 
Besides, the rising importance of slope factors over the years suggests that the focus has shifted to these 
two main groups of factors, which are more measurable and manageable. In terms of converting 
theoretical knowledge into practice in disaster management, these conclusions should be kept in mind. 

Determining the risk evaluation factor as the most critical success factor after integrating both analysis 
methods shows that the pre-disaster process is quite crucial. The results of this study also affirm that 
pre-disaster research should include activities of risk assessment. The obtained results can be outlined 
based on the findings of the study, that disaster management should be assisted by enactments and laws, 
the terms of references and regulations that promote the implementation of the laws should be taken into 
account, and that plans should be designed to be ready for disasters and emergencies and that all these 
risks evaluations should be included in the process. 

Highlighting the coordination and sufficient financial support in disaster management by Ophiyandri et 
al. [5] and emphasize of the financing plan in the study by Liu, Scheepbouwer, and Giovinazzi [4], in 
which critical success factors for infrastructure recovery after disasters are determined, coincide with 
the critical success factors obtained as a result of this study. To facilitate the sharing of the collected 
data among planners, designers, operators, and decision-makers, Liu, Scheepbouwer, and Giovinazzi 
[4] also defined the standardization of the data management mechanism as a critical success factor. 
Likewise, the identification of an effective emergency information system by Zhou, Huang, and Zhang 
[6] as one of the five critical success factors consistent with the findings of this study, which shows the 
value of the information management system.  

While the critical success factors for disaster management defined within the framework of the study 
may provide practical benefits to the further research in this area, the identification of prominent factors 
within the groups may guide the studies carried out on a group basis. Furthermore, with the guidance of 
the literature, the presence of critical success factors in each of the nine main factor groups confirms 
that an appropriate grouping has been achieved. The following suggestions can be proposed in this 
context to lead future studies: 

• Through accessing studies in other databases, the examined publication sample may be extended. 
• Perspectives of people exposed to disasters can also be included in the study model. 
• It is possible to not completely grasp the factors interacting with each other in the hierarchical 

structure. In this context, with different analytical methods, such as ANP (Analytical Network 
Process), which takes interaction into account, the model can be extended. 

• With distinct methods, such as NLP (Natural Language Processing), the text mining approach can 
be structured. 
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Abstract 

Satellite operators utilize a two-stations turn around ranging (TAR) system to reduce the ground station 
measurement system's complexity and cost while having the same or better orbit determination accuracy 
for communication satellites orbit determination recently. This study investigates two stations' 
performance, four-way ranging on communication satellite orbit determination, operational conformance, 
and cost. The observation data sets are collected using traditional single station tracking (SST) and the 
new method TAR. The computed results using the Monte Carlo method encourage the satellite operators 
to use a four-way ranging system to observe and measure required data sets. TAR performance is 
evaluated, taking SST as a reference. The six classical orbital elements (a, e, i, RAAN, AoP, and TA) are 
compared for large numbers of observation data. The SST and TAR results are very close to each other. 
The worst-case calculated Euclidian distance between SST and TAR is 1.893 km at the epoch below the 
6 km success criteria. The TAR observation method is appropriate to collect data sets for precise orbit 
determination. This work result indicates that satellite operators should consider deploying TAR stations 
to collect two-station range data sets and compute the orbit for nominal north-south station-keeping 
maneuvers (NSSK) and east-west station-keeping (EWSK) maneuver operations. The TAR method is 
superior to SST in terms of accuracy, operational conformance, and costs. 

Keywords: orbit determination, turn around ranging, four way ranging, single station tracking, satellite 
orbit measured data set 

1. Introduction 

Satellite orbit is determined by the use of observation data obtained from ground-based or space-based 
systems. Observed and measured data sets are gathered from those stations. Technical properties and 
utilization type of the station influence orbit estimation accuracy. Satellite operators prefer reliable, high-
performance, and cost-effective station solutions [1], [2]. 

Satellites in orbit are subject to external forces (such as sun, moon, non-uniform earth gravity), and those 
forces cause orbit perturbations. Satellite operators perform regular north-south station-keeping 
maneuvers (NSSK) and east-west station-keeping (EWSK) maneuvers to compensate perturbations and 
keep the satellite within a defined control window. The assigned window usually covers a range of ±0.10° 
in longitude and latitude, which the satellite should not violate, to avoid signal interference (or even 
physical contact) with neighboring spacecraft. The orbit of a satellite must be known precisely to perform 
the required maneuver efficiently and obey co-location rules if required. So, precise orbit determination 
is a critical factor in successfully keeping a satellite at the desired orbital location [3], [4].  

The orbit determination of communication (or GEO) satellites uses many types of observations, data, and 
data processing methods [2]. Satellite laser ranging system uses laser light for range measurement [5]. 
Precise orbit determination of GEO satellites during orbit Maneuvering [6], autonomous orbit 
determination and orbit control for GEO satellite-based on a neural network [7], orbit determination of 
geostationary satellite during maneuver [8], sequential orbit determination for geostationary satellites 
operations [9] are most utilized orbit determination methods. 
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Orbit determination is the process of obtaining values of orbital parameters that entirely specifies the 
motion of a satellite. An accurate orbit estimator takes the measurement noise into account and determines 
an orbit that provides a "best fit" to the collected data. These data sets are subject to the dynamics of a 
satellite's orbital motion during the collecting process [10]-[12]. 

Precise orbit determination is necessary for the planning of orbit maneuvers and anticipating events such 
as eclipses.GEO satellite uninterrupted communication performance requires to keep the satellite within 
control windows. Communication satellite service availability requires a well-controlled satellite inside 
the defined window. 

Single station tracking is the most frequently used ground station system for orbit determination of a 
communication satellite. Satellite operators alternatively select other types of tracking systems, such as 
turn around range measurement or four-way range measurement systems for NSSK and EWSK operations 
[13]. When selecting a system, the satellite operator's target is to improve orbit determination accuracy 
and decrease the system's operational complexity and cost.  

Single station tracking method (SST) uses angle measurement of antenna and station to satellite range 
with a time tag. The antenna generally has mono-pulse tracking equipment, and mono-pulse tracking 
techniques are utilized to collect azimuth and elevation angle. When collecting angular values, mono-
pulse antenna points to the satellite, and the antenna control unit reads out resolver azimuth and elevation 
values. A ground station transmits a ranging signal to a satellite TCR sub-system or a transponder, and a 
satellite transmits the received ranging signal back to a ground station to obtain range data. In this system, 
antenna misalignment, angular measurement accuracy, temperature fluctuation in day and night, wind 
load, and mechanical precisions are the primary error sources. Those errors affect the calculated orbital 
parameter accuracy [14]. 

In the turnaround ranging system (TAR), a four-way station to satellite range with a time tag is measured. 
TAR does not need an angular measurement. This simplifies antenna structure, and many sources of errors 
disappear. In addition to those advantages, the cost of the antenna significantly decreases. The 
measurement principle of TAR is that the ranging signal emitted from the ground station and a satellite 
transponder receives the signal and re-transmits to the ground; simultaneously, the remote station receives 
the transmitted signal from a satellite transponder. This signal uplinked to a satellite transponder, and the 
satellite transmits this signal back like the first signal. The main station (station A) ground system receives 
both re-transmitted signal and turn around (round trip) signal and processes the signals to obtain range 
data. This method uses a cost-effective and straightforward system compared to SST, to gather necessary 
data for orbit determination. 

1. 1. Related Works 

In literature, there are different works on the orbit determination of objects. Measat operational experience 
shows that TAR orbit determination accuracy is similar to classical ranging station performance. TAR 
makes ground station operations simplified [1]. 

Traditional antenna angle tracking can be improved by using an interferometer. This configuration 
provides more accurate orbit determination for geostationary satellites [3]. 

Satellite laser ranging (SLR) is another method to determine satellite orbits. It is an accurate method that 
provides sub-centimeter level range measurement. SLR enables a user to predict orbits precisely [5].  

There are small changes in azimuth, elevation, and range of communication satellites. Single station 
tracking for orbit determination measures those three values. The study shows that elevation angle affects 
mostly the X variances, and the azimuth angle is more dominant in the Y variance. The range 
measurement effect is minimal and has the weakest effects on variations [14].  

SST has azimuth and elevation bias error. Single station azimuth bias can be fixed by applying an 
estimated azimuth bias periodically. Three-sigma position accuracy of approximately 1.5 km can be 
achieved with the corrected azimuth bias for communication satellites [15]. In a satellite laser ranging, 
the received energy, the number of returned photons, the number of photoelectrons, and the Time-Of-
Flight “TOF” affect the orbit determination accuracy [16]. The ground tracking and inter-satellite link is 



Sakarya University Journal of Computer and Information Sciences 
 

Oz et. al 

75 
 

another method of orbit determination for the GEO satellite. Inter satellite link geometry and ground 
station clock errors affect calculated error in the cross-track or along-track direction [17]. Precise 
measurement and high precision time synchronization are necessary between ground stations to determine 
satellite orbits. Two-way satellite time and frequency transfer (TWSTFT) technology is commonly used 
among various time synchronization methods because of very high time transmission accuracy [18]. 

1.2. Ground-Based Satellite Observations 

Satellite observation can be classified as optical observations, radio observations, and radı̇o interferometry 
[2, 19]. Keplerian (classical) six independent elements describe a satellite's motion in space entirely. A 
tracking station aims to make observations from which these six motion elements can be deduced and an 
orbit computed.  

Satellite orbit determination requires an input measurement data related to satellite position and/or 
velocity. Those observation data are obtainable from the ground-based tracking system or the sensors 
onboard the satellite. The transmitter and the receiver may be satellite onboard or ground station 
equipment.  

Table 1 shows the most common ground-based observation and tracking methods and their measured 
values [19]. The following acronyms are defined; Deep Space Network (DSN), Satellite Laser Ranging 
(SLR), Total Count Phase (TCP), Time Difference of Arrival (TDOA), Frequency Difference of Arrival 
(FDOA), the time derivative of TDOA (TDOA dot), single differencing (SD), double differencing (DD), 
Tracking Data and Relay System (TDRS), Bilateral Ranging Transponder System (BRTS), and Dual 
Frequency (DF). 

Table 1 Most common ground-based measurement for orbit determination 
Method Measured Data Sets 
Traditional Azimuth/Elevation, Right Ascension/Declination, Bistatic range, 2-way range, 

  DSN 3-way doppler, 3-way TCP, Dopler, TCP, Sequential range 
SLR Normal pointing range 
Geolocation TDOA, FDOA, TDOA dot, SD TDOA, SD FDOA, Ground TDOA, Ground 

    TDRS BRTS Range, BRTS Doppler 

Table 2 shows the most common space-based object (satellite) observation and tracking methods and their 
measured values. In this method, GNSS (Global Navigation Satellite System) measurements in the form 
of pseudo-range and doppler phase-count measurements from various GNSS constellations (GPS, 
Glonass, Galileo, QZSS, and Beidou) are processed to generate orbits. 

Table 2 Most common space-based measurements for orbit determination 
Method Measured Data Sets 

GNSS, GPS etc Pseudorange (CA, L1, L2), SD and DD, Phase (CA, L1, L2, LA), SD and DD, 
CA and DF navigation solution (X, Y, Z) 

TDRS 4-way range, 5-way doppler, 3-way return-link doppler 

Space to Space Range, Azimuth / Elevation, Right Ascension / Declination 

Ephemeris Position (X, Y, Z), Velocity (X dot, Y dot, Z dot) 

Satellite operators (or orbit determiner) specifies the available measurement data sets of satellites 
depending on tracking systems. Satellites or objects may have a predefined set of allowable measurement 
types due to the ability of an observation system.  

2. Methods of Observation and Data Collection 

All orbit determination methods have their advantages and some shortages compared to others, as 
expected. The operators' trade-off among them, and select the best method and relevant system according 
to the needs and aims. 
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We use two types of observation (measurement) in this study. The first one is traditional angles and range 
observation called SST, and the second one has recently developed two stations, four-way range 
observation called TAR.  

The measurement data are collected by a tracking system by means of electromagnetic wave propagation 
in this study because of existing ground system properties. Satellite measurement data has been collected 
in two different ways. The first one is classic traditional (conventional) topocentric coordinate azimuth 
elevation and range measurement, as shown in Figure 1(a).  Large size antennas with a mono-pulse 
tracking system and ground-based measurement equipment gather necessary data precisely. This study 
utilized three mono-pulse tracking earth stations (station A, B, and C) and obtained azimuth elevation and 
range data for SST.  

 
(a) (b) 

Figure 1 representation of (a) SST ground station and (b) TAR ground station 

The second method is a four-way turnaround, only range measurement. In this method, two stations 
operate simultaneously. Generally, station D is an unmanned remote station. Both stations have 1.8 m or 
2.4 m Vsat type cost-effective antennas in this method. These stations' costs are generally about 1/10 of 
SST type mono-pulse antenna system as of today's market conditions. Remote unmanned TAR site 
operational expenses are very low, and maintenance requires less effort than SST station since TAR does 
not need satellite tracking equipment and associated systems, large reflector, etc.  In the TAR method to 
measure range, station A emits ranging signals S1 and the transponder onboard a GEO satellite transmits 
S2 (downconverted S1 signal), and the transmitted signals are received by the original tracking station to 
realize the distance measurement as shown in Figure 1(b). 

Similarly, station D (remote station) receives the S2 signal and converts it to S1+2MHz and uplinks to the 
satellite. The satellite transponder onboard receives the signal and down-converts and re-transmits it as 
signal S2+2MHz. The ground station instrument processes both S2 and S2+2MHz signals and obtains 
station A to satellite range and station A to station D via satellite range data. 

We utilize six earth stations (station D, E, F, G, H, J) to collect TAR data sets and evaluate two-station 
methods. 

Both observation methods measure data every hour for two days. These duration (48 hours) is two periods 
of a geostationary satellite. TAR method collects 48 independently measured data sets at the end of the 
ranging campaign. Angles, azimuth, elevation, and range data sets are obtained for the SST method. Two 
station range data sets are obtained for the TAR method. 

The distance from a ground station to a satellite can be defined in the following Equation 1. 

𝜌𝜌 = �𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆  − 𝑅𝑅𝐺𝐺𝑆𝑆� +  𝑐𝑐. 𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 + 2𝛥𝛥𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 2𝛥𝛥𝐷𝐷𝑖𝑖𝑡𝑡𝑖𝑖 + 𝜀𝜀 (1) 

where; 𝜌𝜌:station to satellite distance, RSAT : satellite position vector,  RGS: ground station position vector,  
c: speed of the light, 𝜏𝜏: ground station and transponder time delay, ∆Dtrop: tropospheric delay,  ∆Dion: 
ionospheric delay, ε: other errors  
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The instantaneous observation from a ground station to a satellite can be expressed in the following 
Equation 2 and 3. 

t=(ti+tk)/2 (2) 

𝜌𝜌=(tk-ti)*c/2 (3) 

Where ti : time signal emitted from the ground station, tk : time signal received at the satellite transponder, 
c is the speed of the light. 

The antenna control unit directly reads angles (azimuth and elevation). 

The following Equations 4, 5 and 6 are used to calculate satellite coordinates [13]; 

x=𝜌𝜌cos𝛽𝛽cos𝛼𝛼 (4) 

y=𝜌𝜌cos𝛽𝛽sin𝛼𝛼 (5) 

z=𝜌𝜌sin𝛽𝛽 (6) 

where, 𝜌𝜌 is the range of the satellite,  𝛼𝛼: azimuth angle  𝛽𝛽: elevation angle, x, y, z : coordinate of the 
range between station and the satellite 

Figure 2(a) presents azimuth and elevation measurement of a satellite, the left vertical axis shows 
elevation angle data, and the right vertical axis shows azimuth angle data; Figure 2(b) shows station to 
satellite range and station to station range via satellite measurement of a satellite, the left vertical axis 
provides station to satellite range in km, and the right vertical axis provides station to station via satellite 
range in km. The horizontal axis is the observation number from one to forty-eight. The graphs show one 
complete observation that takes 48 hours and contains 48 data sets.  

 
(a) 

 
(b) 

Figure 2 (a) Azimuth and elevation angle data from the mono-pulse antenna in degree (b) Station to satellite range 
and station to station via satellite range (TAR) in km 

In this work, the overall orbit control strategy is based on a 14 days cycle. Initially, we performed a 48 
hours ranging campaign to collect observation data sets, and then the NSSK maneuver is performed 
according to calculated orbit. After that, a 48 hours ranging campaign is performed to have the result of 
NSSK and prepare maneuver for EWSK. EWSK maneuver is performed after the next 48 hours, as it is 
necessary to wait the optimum E/W maneuver time. A 48 hours ranging campaign is then performed to 
confirm the orbit and provide accurate orbit parameters until the end of the cycle, as shown in Figure 3.  

For one maneuver cycle of SST, three times 48 azimuth, elevation, and range measurements are gathered 
for a satellite. These data sets make 3*48=144 measurements to process for orbit determination for one 
cycle. Similarly, two stationTAR measurements produce 144 data sets. This work performed for two 
methods, three satellites and three cycles for 2*3*3*144=2592 measured values to process and evaluate 
orbits. The total duration of the work is 45 days, including data collection, processing, and maneuvering. 
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Figure 3 Geo satellite observation data collection and maneuver planning schedule 

Those collected data are processed to determine the satellite orbits. This study utilizes focusgeo orbit 
determination software. The Orbit Determination software estimates orbital parameters from observed 
tracking (azimuth, elevation, range, and turn-around range) data collected from one or more tracking sites. 
The software is able to update the current orbit estimate based on a single new observation or process all 
observations. 

The Orbit Determination software is able to predict the current orbit by using turn-around measurements. 

The software proposes to accurately propagate an orbit into the future from a set of initial observations 
taking the various perturbations, as well as instrumentation errors into account. The orbit determination 
software estimates the six orbital elements which uniquely define the orbit, as well as maneuver delta-
velocity components. In addition to the orbital elements and maneuver delta-velocity components, the 
software is capable of estimating tracking antenna azimuth and elevation biases, turn-around range bias, 
the range bias corrections to the solar force model, and maneuver performance calibrations. The software 
functions properly even during the absence of azimuth and elevation observations, assuming that turn-
around range or range from a second, geographically remote site is available. The orbit determination 
software reads the initial orbit conditions from a data file specified by the user. The orbit propagator 
calculates the initial orbit to the time of each observation. The software provides orbit determination by 
using Monte Carlo methods. Using the iterative Monte Carlo method, the software outputs a summary to 
the user's, which indicates the level of convergence (e.g., residual, orbital element changes, etc.). The 
software calculates measurement residuals and orbit's determination residuals. 

2.1. RMSE Method  

A four-way TAR raging was conducted to explore the accuracy of communication satellite orbit by having 
range-range measurements. We propose to use the root mean square error (RMSE) method to analyze the 
performance of TAR measurement in this study. The RMSE compares the differences between values 
predicted by a model and the values computed by the other method. The RMSE is a measure of accuracy, 
to compare errors of different models for a particular dataset as shown in the following Equation 7.  

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  �
∑ (𝑦𝑦1𝑡𝑡−𝑦𝑦2𝑡𝑡)2𝑆𝑆
𝑡𝑡=1

𝑇𝑇
   

(7) 

where y1t: calculated parameters using SST, y2t: calculated parameters using TAR, T: number of calculated 
results. 

In this study, classical orbital elements (Keplerian parameters) of a geostationary satellite orbit are calculated 
using focus geo software. The first and the reference calculation approach is obtaining orbital parameters using 
azimuth elevation and range data with the Monte Carlo method. The second approach calculates the same 
epoch orbital parameters using two-station range data with the same Monte Carlo method. The epoch date and 
equations solving method Monte Carlo kept the same to compare the orbital parameters of two different 
observation methods. So, the difference in orbital parameters provides information about SST and TAR 
measurement model approach. Safe satellite operation requires a minimum 6 km inter-satellite distance in co-
located satellites for the three-sigma separation confidence level. This 6 km requirement is selected as the 
success criteria of TAR orbit determination. 
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3. Results and Discussion 

We have evaluated classical orbital elements of nine observation data sets from nine stations for every 
three satellites by using the SST and TAR method. We use the Monte Carlo method to solve the set of 
equations.  The determined orbit results are in two formats, the first one classical orbital elements format 
and the second one earth-centered inertial (ECI) cartesian coordinate system format. Table 3 shows the 
orbital parameters of Sat-1 according to the first measurement of the cycle for SST and TAR 
measurement. Semimajor axis (a), eccentricity (e), and inclination (i) pairs' values are quite close to each 
other. Right ascension of ascending node (RAAN), argument of perigee (AoP) and true anomaly (TA) 
pairs' values have small differences. In Table 3, 4, and 5, a represents semimajor axis in km, e eccentricity 
unitless, i inclination in degree, RAAN right ascension of ascending node in degree, AoP is the argument 
of perigee in degree, and TA true anomaly in degree. 

Table 3 Sat-1 initial orbital parameters 
Classic orbital  
elements SST TAR ECI  

(Cartesian) SST TAR 

a (km) 42164.986 42164.9723 x (m) -42155779.12 -42155979.71 
e 0.000459 0.000453 y (m) 1396566.3770 1395363.0210 
inc (deg) 0.049100 0.052900 z (m) -17066.93322 -18001.92038 
RAAN (deg) 136.0224 137.5415 Vx (m/s) -102.7475618 -102.6198870 
AoP (deg) 72.15160 70.01420 Vy (m/s) -307.897254 -307.889126 
TA (deg) 329.9286 330.4004 Vz (m/s) -2.322385740 -2.14385019 

SST method and TAR method computed a, e, i, orbital elements are shown in Table 4 for nine 
observations of Sat-1. It is recognized that the results are very close to each other. Similarly, Table 5 
provides the results of the remaining orbital elements, RAAN, AoP, and TA. However, according to 
orbital parameters such as semimajor axis, inclination, etc. the variation is different. 

Table 4 Sat-1 computed three orbital parameters pairs with SST and TAR observation for nine measurements. 
Station A for SST and station D & station E for TAR measurements  

Obs # a-SST   a-TAR    i-SST      i-TAR    e-SST    e-TAR 
1 42164.98596 42164.97230 0.04910234 0.05286016 0.00045902 0.00045333 
2 42165.26394 42165.26632 0.03666194 0.03887000 0.00045837 0.00045469 
3 42166.78175 42166.78487 0.03892321 0.04268257 0.00054942 0.00054351 
4 42164.85940 42164.83790 0.05037842 0.05065172 0.00045653 0.00045551 
5 42164.81078 42164.81450 0.02874066 0.03054285 0.00045366 0.00045185 
6 42166.34659 42166.34626 0.03056887 0.03293101 0.00045213 0.00044899 
7 42166.22994 42166.23123 0.04153524 0.04233847 0.00036831 0.00036720 
8 42165.44997 42165.45371 0.02146868 0.02114429 0.00041670 0.00041762 
9 42167.20587 42167.20546 0.02554608 0.02653001 0.00049724 0.00049570 

Longitude is not one of the six classical orbital elements, but it is calculated using some elements and 
provides information about satellite orbital location. Satellite operators keep a satellite in a defined 
longitudinal window, that's why longitude values of SST and TAR method are added to Table 5's column. 

Table 5 Sat-1 computed four orbital parameters pairs with SST and TAR observation for nine measurements. 
Station A for SST and station D & station E for TAR measurements  

Obs # RAAN-SST RAAN-TAR AoP-SST AoP-TAR TA-SST TA-TAR Long-SST Long-TAR 
1 136.022429 137.541499 72.151565 70.014227 219.848164 220.254944 41.968486 41.970130 
2 166.797524 166.036758 48.624112 49.110470 213.485476 214.114985 42.046363 42.045992 

3 159.473316 158.897754 51.964912 52.119508 237.321082 237.742659 41.977561 41.978172 

4 124.713056 126.761488 102.261324 99.807798 219.848164 220.254944 41.963148 41.964834 

5 158.628444 162.762408 74.730430 69.967004 213.485476 214.114985 42.033573 42.033620 

6 149.192599 152.585861 76.339560 72.339674 222.800639 223.407696 41.986209 41.986642 

7 119.697845 118.149078 101.599432 103.519587 226.873536 226.502180 41.940869 41.940901 

8 164.420003 165.718663 71.227446 69.842861 211.824073 211.909868 42.021552 42.021422 

9 149.334633 150.615965 78.773232 77.314953 221.070292 221.247426 41.972284 41.972471 
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The difference in orbital parameters calculated by SST and TAR are provided in Table 6. The semimajor 
axis maximum difference is 0.4160 m in observation number 9, and the minimum difference is 0.0013 m 
in observation number 7. These values are very small and acceptable. The eccentricity difference is 
5.91x10-6 and 9.2x10-7 for the maximum and the minimum values, respectively. Inclination maximum 
difference value is 0.00376°, and the minimum value is 0.00027°. RAAN and AoP differences are in the 
order of 1° to 5° and TA difference 0.6199° and 0.0858° for the maximum and the minimum, respectively. 
Those values are very close to each other and acceptable.  

Table 6 Sat-1 calculated six orbital elements and their associated longitude difference for nine observations. 
 Obs # Δa(km) Δe Δinc (deg) ΔRAAN ΔAoP ΔTA ΔLong 

1 0.0136610 5.690E-06 -0.00376 -1.51907 2.137340 -0.61991 -0.00164 
2 -0.002381 3.680E-06 -0.00221 0.760770 -0.48636 -0.27404 0.000370 
3 -0.003123 5.910E-06 -0.00376 0.575560 -0.15460 -0.42158 -0.00061 
4 0.0214990 1.020E-06 -0.00027 -2.04843 2.453530 -0.40678 -0.00169 
5 -0.003723 1.810E-06 -0.00180 -4.13396 4.763430 -0.62951 -0.00005 
6 0.0003330 3.140E-06 -0.00236 -3.39326 3.999890 -0.60706 -0.00043 
7 -0.001282 1.110E-06 -0.00080 1.548770 -1.92016 0.371360 -0.00003 
8 -0.003742 -9.200E-07 0.000320 -1.29866 1.384590 -0.08579 0.000130 
9 0.0004160 1.540E-06 -0.00098 -1.28133 1.458280 -0.17713 -0.00019 

Sat-1 calculated orbital elements with SST and TAR observation, and their differences are shown in 
Figure 4 - Figure 6. The left vertical axis shows the calculated value of the orbital element in two different 
colors. The right vertical axis shows the difference in the result. The horizontal axis is the observation 
number from one to nine. It is recognized that the magnitude of differences varies according to orbital 
elements. However, orbital element values are all within acceptable limits. 

  
Figure 4 Calculated right ascension of ascending node, argument of perigee, eccentricity values from SST and 

TAR observation data and their difference for Sat-1 communication satellite.  

  
Figure 5 Calculated eccentricity, and true anomaly values from SST and TAR observation data and their difference 

for Sat-1 communication satellite.  
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Figure 6 Calculated semimajor axis and inclination values from SST and TAR observation data and their 

difference for the Sat-1 communication satellite.  

Table 7 shows SST and TAR observation Euclidien 3-D distance difference. This table provides results 
for three satellites and nine measurements. The maximum distance between SST and TAR orbit 
determination result is 1.893 km, and the minimum Euclidean distance is 0.2723 km. The velocity 
difference is 0.2307 m/s and 0.0247 m/s for the maximum and minimum value, respectively. 

Table 7 Calculated Euclidean distance of three satellites for nine different SST and TAR observation data.  
    Sat-1 Sat-2 Sat-3 

   Obs#       Δ𝝆𝝆 [m]        Δv [m/s]     Δ𝝆𝝆 [m]      Δv [m/s]      Δ𝝆𝝆 [m]     Δv [m/s] 
1 1537.043471 0.230717612 970.5935432 0.063792428 706.5908515 0.046583117 
2 898.7939172 0.109295987 847.0846436 0.061467485 1026.124267 0.109127211 
3 1361.035126 0.183722471 1111.038423 0.061053572 902.7798117 0.266153135 
4 1342.749503 0.130285556 1274.088327 0.055727644 1506.889572 0.051774291 
5 995.2406176 0.125742438 975.3496304 0.065700717 967.8471576 0.110689447 
6 1188.324237 0.146028127 1342.10072 0.06924296 1098.628561 0.174532104 
7 666.7779358 0.037654242 1696.844302 0.054849738 1893.410309 0.094463516 
8 272.2957814 0.024368393 1159.273708 0.069173446 1539.522977 0.129045018 
9 547.2337698 0.058411687 1296.835335 0.063771096 966.2989378 0.064260646 

 
 

 
Figure 7 Cross-track, in-track, and radial position vector of Sat-1. 

The position vector accuracy investigation in Figure 7 provides information that the maximum difference 
is in cross-track, which is about 2 km. The in-track difference is noticeably small and about 0.4 km. The 
radial distance is very low and less than 0.2 km. 
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Table 8 RMSE summary of six classical data for three satellites calculated by using SST and TAR measurement 
data 

 Satellites Δa(km) Δe Δinc(deg) ΔRAAN ΔAoP ΔTA 
Sat-1 0.008781565 3.32454E-06 0.002204812 2.153668135 2.522529844 0.440205331 
Sat-2 0.001183016 1.35181E-06 0.001524819 1.555173108 1.171455943 0.415063107 
Sat-3 0.000328508 2.21273E-06 0.001540499 7.182120424 6.107330600 1.177065880 

Overall, SST and TAR orbital elements differences obtained using RMSE are shown in Table 8. 
Semimajor axis difference is 8.78 m, eccentricity difference is 3.24x10-6, inclination difference is 0.022°, 
RAAn is 7.18°, AoP is 6.107°, and TA is 1.777° for the worst case. So the values are very close to each 
other.  

Table 9 RMSE summary of position difference and velocity difference for three satellites  
Satellites Δ𝝆𝝆 [m] ΔV (m/S) ΔLong(degree) 
Sat-1 1056.542946 0.132691565 0.000836586 
Sat-2 1209.904997 0.062939317 0.000306716 
Sat-3 1232.455060 0.133339923 0.000581840 

Similarly, the result of all calculations in Table 9 shows that the worst distance between SST and TAR 
orbit determination is 1.056 km and the worst velocity is 0.1333 m/s. The longitudinal difference is 
0.00084°. The computed orbital elements values for SST and TAR observation are quite similar. 

4. Conclusion 

GEO satellite orbit determination is conducted to assess the proposed method TAR performance. Classical 
orbital element calculations are carried out using real data from the tracking systems. The orbital element 
values are evaluated and compared for the SST and TAR methods. The results can be concluded as 
follows: 

The position vector between SST and TAR as a Euclidean distance is about 1.056 km, for the worst case. 
The 48-h prediction in-track difference is about 0.4 km. The radial distance is noticeably very low and 
0.2 km maximum. 

Our study indicates that the new proposed method TAR results are usable, reliable, and acceptable for 
orbit determination operations. Satellite operators should consider TAR methods to collect the data. 
Consequently, satellite operators should direct more attention to deploy TAR stations. 

Orbit determination using TAR measurement data is reliable and useful for maneuver operations and other 
calculations such as eclipses.  

In summary, the TAR method is presented in this work, which solves operational complexity, multiple 
error source, and an investment and operation cost problem of the SST method. 

This work may be extended to evaluate the TAR performance of different orbit determination methods 
and different filters. 
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Abstract 

Maneuvers require velocity augmentation to control a satellite at the defined orbit. The velocity augmentation 
provides achieving geostationary orbit, compensating orbital perturbation, orbit dispersion correction, and any 
other maneuver's operations for a communication satellite. All maneuvers and propellant consumption must be 
taken into account in the propellant budget for successful mission management. In this study, a straightforward 
method was proposed to calculate satellite maneuver life or associated propellant budget for general purposes. The 
method provides enough accuracy for general mission planning. However, communication satellite accurate end 
of life estimation, especially in the last three months is vitally important and depends on many factors. According 
to the performance requirement of procurement's standard, the propellant budget and associated satellite 
maneuver's life are calculated based on the worst-case or adverse three-sigma. The worst-case calculations include 
allocations for inefficiencies, velocity uncertainties, dispersions resulting from thruster firings, propellant 
residuals, the selected thrusting, and maneuver strategies' performance. High accuracy remaining propellant 
estimation is necessary for a successful end of life operation and decommissioning. The cost of early deorbit 
because of propellant misestimation is millions of dollars. Accurate remaining propellant and associated maneuver 
life analysis can be performed in different methods. 

The most common three methods are pressure, volume, temperature (PVT), bookkeeping (BK), and thermal 
propellant gauging (TPG). The propellant accuracy analysis shows that the propagation of uncertainties is related 
to system design, tank fill ratio, propellant load accuracy, orbital maneuver's inefficiency, pressure and temperature 
sensors, transducers, telemetry resolution, and error in equipment test data. Comparing the methods, PVT provides 
accuracy between ±27.81 kg to ±38.93 kg, depending on equipment size and accuracy. BK currently provides the 
best estimation and the highest gauging accuracy between ±9.83 kg to ±13.76 kg. TPG provides accuracy between 
±10.52 to ±14.73 kg for some cases. However, the satellite operators request ±1 kg estimation of the remaining 
propellant to extend the lifetime and reduce costs. The satellite manufacturers should optimize propulsiıon and 
attitude control subsystem design and manufacturing, including propellant management device performance, 
applied sensors reliability and accuracy, and tank expansion performance over a mission life. 

Keywords: satellite maneuver life, propellant budget, pvt, bookkeeping, pulse counting, thermal gauging 

1. Introduction 

The satellite operators maneuver the satellites to control them at the desired orbit by changing their 
velocity. The velocity changes require force to apply to the satellites. Applying force is possible by 
using the thrusters. The thrusters need a propellant (fuel and oxidizer) to generate a force. Satellite fuel 
and oxidizer tanks are loaded according to mission requirements and the capability of the propulsion 
system. The satellites consume the fuel and oxidizer starting from transfer orbit operations. The 
propellant consumption continues with the geosynchronous orbit (GEO) operations and finishes with a 
de-orbit operation. Satellite design life and service life are not significant factors to estimate in orbit 
operation duration. The fuel is a crucial factor to determine a satellite life in space. Theoretical maneuver 
life can be computed using the classical Tsiolkovsky rocket equation. However, maneuver life 
parameters have uncertainties. More accurate maneuver calculations become very complicated by 
considering uncertainties associated with the different error sources. The satellite end of life is calculated 
by estimation of remaining fuel after each usage. The fuel estimation algorithms/methods provide the 
remaining fuel in the onboard propellant tank(s) [1].   

http://doi.org/10.35377/saucis.04.01.846062
https://orcid.org/0000-0003-4593-917X


Sakarya University Journal of Computer and Information Sciences 
 

Ibrahim Oz 

85 
 

Currently, there are three common propellant gauging methods in use. Those are pressure, volume, 
temperature (PVT), ideal gas law, Bookkeeping (BK), propellant flow integration, and thermal 
propellant gauging (TPG).  

The PVT method relies on the ideal gas law PV=nRT. The tanks' pressure and temperature data are 
received via telemetry, and then the propellant volume and mass are obtained from pressuring gas 
(Helium) volume. The method's accuracy depends on the pressure transducer's accuracy, telemetry data 
resolution, and tank fill ratio. The accuracy decreases when the propellant amount decreases, but there 
is no accumulative error [2]. The accuracy of PVT depends on equipment measurement accuracy 
precision and size of the tanks. 

The BK, bookkeeping (or pulse counting) method is based on thruster flow rate prediction. In this 
method, all thrusters on-times, pulse widths, and flow rates are recorded. The uncertainty of the flow 
rate during apogee kick engine (AKE) and thruster firings affect the method's accuracy directly. The 
propellant flow rate depends on many parameters like thruster temperature, feed-pressure, and duty-
cycle. The BK method has a typically consumed propellant accuracy in between ±0.5% and 3.5%. 
Thrusters parameters and efficiency of firing mode (pulse or continues) may have different values; 
however, these values are taken as constant. An accumulated error occurs when time increases [5].  

The TPG (thermal propellant gauging) method relies on the tank's thermal response filled with liquid 
propellant and pressuring gas helium. In the TPG test, the resulting temperature increase with time due 
to the known amount of energy applied to the propellant tank by the heaters, are recorded. Temperature 
versus heating time curves for different propellants are utilized to calculate in orbit propellant estimation 
using on-orbit TPG data. The TPG method is superior to the Bookkeeping and PVT methods [3]. The 
accuracy of the Bookkeeping and the PVT methods decrease due to an accumulation of error with time. 
The TPG method has increasing accuracy with time [3]. However, in the ABS-1A case, the TPG method 
provided the best result. The remaining propellant has been predicted for PVT, BK, and TPG. The 
satellite has been decommissioned, and all tanks fully depleted. The actual tank remaining propellant is 
estimated, and the methods are compared. The results showed that TPG prediction was very accurate 
and less than 1 kg. In case of a pressure transducer failure, PVT and BK methods become unavailable, 
but the TPG can provide data about the remaining fuel. It is an additional capability for propellant 
estimation. [4]. TPG method propellant error estimation is inversely proportional to the heating time 
[7]. TPG method application on a real in orbit satellite is shown in Figure 1 and Figure 2. Figure 1(a) 
shows Sat-1 finite element tank model grids developed for TPG.  

The development of the finite element model of the propellant tank is a complex process. Figure 1(b) 
shows temperature distribution over the tank's surface for 20, 50, and 80 hours of heating [7]. 

 

(a)  
(b) 

Figure 1 Sat-1 tank thermal model (a) Finite Element model (b) temperature distribution 
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Figure 2(a) shows the remaining fuel estimation based on simulation results. The solid line shows 
simulation results, and markers show flight data temperature sensor readings. Tank heaters were turned 
ON at t=0. Figure 2 (b) shows TPG operations, response to heaters.  The temperature versus time data 
of top and bottom oxidizer and fuel tanks. Figure 2 (a) curves were obtained using TPG test data and 
their several times' calculated simulation results.  

 
(a) (b) 

Figure 2 (a) Results of TPG estimation for fuel tanks.  (b) TPG operations, response to heater.  

All three-gauging methods have differences between them. System design and types of equipment 
highly affect the precision of the gauging systems. 

 
(a) 

 
(b) 

Figure 3 (a) PVT and BK comparison with in-orbit data (b) Schematic representation of propellant gauging 
systems error built-up 

Figure 3(a) shows PVT vs. BK fuel evaluation of Sat-A in-orbit data. The remaining propellant was 
calculated after each use. The difference between BK and PVT methods are shown on the left vertical 
axis. 

Figure 3 (b) shows the general trend of PVT-BK versus the TPG method for estimation of remaining 
propellant performance. The PVT and BK have better accuracy than the TPG method at the beginning 
of satellite life. The accuracies of all methods are comparable in the middle of life. However, the TPG 
method has better accuracy than PVT and BK at the end of satellite life.   

Table 1 provides currently available the most popular propellant gauging system, their description, and 
sensors [1]. The sensor's accuracy is a major contributor to propellant gauging and calculations. 
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Table 1 Typical parameters and sensors for three gauging systems 
Method Description Sensors 

PVT Pressure, volume, temperature (gas law) based on 
measurement of absolute pressure and temperature. 

pressure transducers, temperature 
sensors 

BK Bookkeeping, based on counting firings and flow of 
propellant. 

 thrust, flow-meter, temperature 
sensors, pressure sensors, 

TPG Thermal propellant gauging; based on the measurement of 
the temperature response of the fuel tank after applying heat 
via tank heaters. 

temperature sensors, power 
measurements 

Commercial communication satellite's replacement is very expensive and puts pressure on the 
improvement of end-of-life gauging accuracy for lifetime extension. The communication satellite 
lifetime can be extended by performing only the east-west station-keeping (EWSK) maneuver to use the 
remaining limited amount of fuel more efficiently. The satellite operators decide to stop the north-south 
station-keeping (NSSK) maneuvers of a communication satellite to extend the lifetime for several years. 
In this case, satellites become operated in an inclined geosynchronous orbit (IGSO), and only EWSK 
maneuvers are performed. EWSK maneuver consumes much less propellant than NSSK maneuvers. It 
is about 20-24 times less propellant consumption than NSSK maneuvers [8]. The satellite operators may 
provide special services and protect their orbital rights with few amounts of fuel in inclined 
geosynchronous orbit (IGSO) for many years. In this case, a small amount of propellant becomes very 
important and may lead to saving millions of dollars. A few amounts of uncertainty in the fuel may 
correspond to several years of in-orbit operations with high revenues [9]. The problem of the estimation 
of remaining propellant on geo satellites is a nightmare for the manufacturer and the operators. Early 
deorbit of a satellite because of misestimation causes a huge commercial loss. In general, the 
manufacturer prefers the worst-case end of life approach to deorbit the satellite and have a new satellite 
order while the satellite operators try to continue operation as long as possible. Early deorbit of a satellite 
not only causes the revenue loss in inclined services but also may cause to rent an interim satellite to 
protect orbital rights. The cost of orbital rights protection is a million of dollars debate. 

Various satellite operators have different regulations, priority, and approaches to satellite end of life 
topics. Some operators never perform a deorbit maneuver and use every drop of propellant for nominal 
maneuvers, but ITU-R recommends moving the satellite graveyard.  As a result, the process to obtain 
common decisions is long and complicated [9]. 

The satellite operators are crucial to have accurate propellant gauging systems onboard communication 
satellites for cost-effective decommissioning. However, currently, the best gauging systems in use 
typically have an End-of-life (EOL) prediction of ± 4-6 months for a geostationary satellite because of 
a combination of sensor accuracies, design, and cost limitations. In order to guarantee a 20-30 year of 
continuous operation, satellite builders usually take appropriate margins in the amount of propellant 
onboard. EOL accuracy is typically in between ±3 to ± 15 months, depending on the gauging method 
and satellite system's parameters currently. More precise monitoring of the remaining propellant could 
extend the operational life of a satellite. The improvement of gauging accuracy is linked with the system 
design, and sensor accuracies. A precise comparison of all gauging methods is hard to perform [3], [10].   

Tank volume and pressure variation uncertainty considerably impact the compressed propellant mass 
gauging. Tank volume error increases with a higher fill ratio, but in contrast, pressure variation error 
decreases with a high fill ratio [11].  The gauging methods have different error characteristics of 
prediction data due to the calculation method principle. The uncertainty of each measurement method 
should be estimated based on this approach [13]. The remaining propellant quantity is highly sensitive 
to the propellant tank pressure sensor and pressurant tank temperature sensor. This error causes a 
residual (ullage) amount over-prediction in the tank in general [14].  
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2. Straightforward Maneuver Life Calculation Methods 

The propellant budgets are calculated according to mission requirements and associated maneuver life. 
The satellites need velocity change during their mission life. This velocity change (ΔV) can be achieved 
by using thrusters. The spacecraft life cycle ΔVTotal can be expressed in the following Equation 1,  

ΔvTotal = ΔvGTO−to−GEO + ΔvNSSK + ΔvEWSK + ΔvAOCS + Δvre−loc + Δvdisp + Δvde−orbit (1) 

where:  
ΔVGTO-to-GEO necessary velocity augmentation to rise from geo transfer orbit (GTO) to GEO m/s,   
ΔVNSSK north-south station keeping velocity augmentation m/s,   
ΔVEWSK east-west station keeping velocity augmentation m/s,  
ΔVAOCS attitude control velocity augmentation m/s,  
ΔVre-loc station relocation velocity augmentation m/s,  
ΔVdisp dispersion of launcher, AKE and thrusters,  
ΔVde-orbit  maneuver to rise orbit to graveyard velocity augmentation m/s. 

Each ΔV of Equation 1 can be calculated or estimated in different methods. The first term ΔVGTO-to-GEO 
represents the launch and early orbit phase maneuvers. The launch vehicles generally inject the 
spacecraft into the transfer orbit. Launch vehicle performance and spacecraft mass affect the injected 
orbit parameters such as semimajor axis, inclination, and eccentricity. The spacecraft needs ΔV to climb 
from transfer orbit to geostationary orbit. The following Equation 2 expresses the necessary ΔVGTO-to-

GEO to perform combined inclination change and orbit raising. 

ΔvGTO−to−GEO = �vap
2 + vGEO

2 − 2vapvGEOcosΔi 
(2) 

where; vap, velocity at apogee m/s, vGEO, velocity at GEO m/s, and Δi inclination angle change 

Table 2 provides information about currently available the most common commercial launch vehicle 
performance and necessary ΔVGTO-to-GEO for a satellite to reach the final geostationary orbit. The results 
were obtained by using Equation 2. 

Table 2 launch vehicle’s typical performance and necessary ΔV to rise orbit from GTO to GEO 
Launcher Inclination (deg) Perigee (km) Apogee (km) ΔV to geo (m/s) 
Falcon-9 28.5 185 35786 1837.45 
Ariane-5 6.0 250 35786 1490.27 
Ariane-5 2.0 250 35786 1470.10 
Proton 12.0 9800 35786 961.15 

The satellites in orbit are under perturbing forces such as the sun, the moon, the non-uniform 
gravitational force of the earth, and solar pressure, etc. The satellite oscillates in a north-south direction 
and drifts in the east or west direction due to these forces. The satellite operators perform north-south 
station-keeping (NSSK) and east-west station-keeping (EWSK) maneuvers regularly to compensate for 
the perturbation in orbit. Figure 3(a) shows annual inclination increment and necessary ΔVNSSK starting 
from 2020 for 30 years [8]. It is seen that the ΔV requirement varies with time. The EWSK maneuver 
ΔVEWSK requirement depends on mainly the orbital slot of a satellite as shown in figure 3b [15], [16]. 
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(a) (b) 
Figure 4 (a) Annual ΔV of GEO satellite for NSSK (b) Annual ΔV of GEO satellite for EWSSK 

Satellite ΔV capacity identifies the maneuver life of a satellite. Satellite dry mass and on-board loaded 
propellants and thrusters’ specific impulses are key factors to amount off ΔV.  The Tsilknovksy rocket 
equation provides an amount of ΔV value from the given parameters (satellite wet mass m0 and dry mass 
m1) as shown in Equation 3. 

Δv = Ispg0ln(mo
m1

) (3) 

Satellite mass change for the required ΔV can be calculated by using the following Equation 4 derived 
from Equation 3. 

m1 = m0e
−Δv
Ispg0η 

(4) 

where; m : satellite mass before the maneuver ,Isp : specific impulse of the thruster(s) used 

ɳ : maneuver efficiency, ΔV : velocity increment. 

Satellite maneuver lifetime can be computed by using Equation 1. Total ΔV requirement can be 
calculated by satellite propellant budget analysis. The primary parameters and conditions to execute 
propellant budget analysis are the following items; launch date, based on the worst-case or adverse three-
sigma performance from the thrusters’ datasheet, satellite dry mass, thruster efficiencies (e.g., thruster 
canting and plume impingement), other inefficiencies in propellant residuals, velocity uncertainties and 
dispersions resulting from thruster firings. The ΔV requirements come from orbital mechanics. GEO 
orbit insertion, NSSK, and EWSK, and propellant budget approach identify the usage of ΔV and 
associated propellant. 

Velocity change (ΔV) optimization is necessary for all maneuvers. ΔVGTO-to-GEO should be optimized 
with respect to the launcher and apogee kick engine (AKE) performances, depending on the dry mass, 
filling ratio, and level of confidence to be reached in orbit insertion. This ΔV is provided by the 400N 
AKE (sometimes called apogee boost motor ABM or liquid apogee engine LAE). The total ΔVgto-to-
geo requirement is the nominal ΔV for raising the perigee to GEO altitude from transfer orbit perigee 
altitude while also removing transfer orbit inclination. ΔVGTO-to-GEO is 1470.1 m/s for Ariane 5, 250 km 
perigee altitude with 2° inclination. 

The cumulative NSSK ΔV budget from Figure 2 is 875.84 m/s for 20 years from the beginning of 
January 2020 in the GEO orbit. Similarly, the NSSK ΔV requirement is 1461.30 m/s for 30 years starting 
from the beginning of January 2020.  ΔVEWSK is 1.82 m/s/year, averaged between BOL and EOL for 
when controlled inside a ±0.1° window at 31°E from Figure 4 (b).  

Longitude repositioning requires ΔVre-loc equals to.5.7 m/s, corresponding to one longitude shift of 
1°/day and End-of-life re-orbiting requires ΔVde-orb equals 12.8 m/s to reach the circular graveyard orbit 
350 km above the GEO from Hohman transfer. 
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The propellant mass requirements for attitude control and wheel unloading is 3 kg for a synchronous 
GTO injection with three AKE firings. Normal mode and station-keeping mode requires ΔVAOCS 
equivalent to 0.420 kg/year, for wheel unloading and attitude control. 

Most of these values are based upon typical flight experience and generic analysis of a communication 
satellite. 

Table 3 shows the total ΔV for a satellite to operate 30 years in orbit starting from 2020. It can be 
recognized that EWSK ΔVEWSK depends on the satellite operational orbital location. Other ΔV columns 
are the sum of attitude control (including wheel unloading), orbital relocation (5.68 m/s for 1° /day), 
and de-orbit ΔVde-orb (12.76 m/s for 350km).    

Table 3 Satellites in geosynchronous orbit ΔV requirement for 30 and 20 years from 2020 to 2050. 
 
Longitude 

30 year lifetime 20 year lifetime 
NSSK EWSK Others Total ΔV m/s NSSK EWSK Others Total ΔV m/s 

8.5° E 1461.30 32.70 29.00 1523.00 975.84 18.17 24.20 1018.21 
31.0° E 1461.30 55.20 29.00 1545.50 975.84 30.67 24.20 1030.71 
42.0° E 1461.30 53.40 29.00 1543.70 975.84 29.67 24.20 1029.71 
50.0° E 1461.30 46.20 29.00 1536.50 975.84 25.67 24.20 1025.71 
75.1° E 1461.30 0.00 29.00 1490.30 975.84 0.00 24.20 1000.04 

The dispersion budget is calculated based on typical communication satellite analyses and flight 
experiences. It includes on a worst-case basis (three-sigma) the contributions of launch vehicle 
dispersions, GEO rising maneuvers dispersions, orbit maneuvers dispersions, attitude control 
dispersions, mixture ratio dispersions. 

Typical thrusters, either for the apogee engine or for the control thrusters, are given in Table 4. The 
specific impulses for the AKE and the thrusters have been computed using the qualification test reports. 
The truster efficiencies are extracted from the datasheet in order to take into account the thrust arc losses. 

Table 4 Typical Thrusters specific impulse and efficiency data from manufacturer data sheet 
Maneuvers Efficiency (%) Isp (sec) Dispersion (sec) 
AKE (400N) 99.6 320.7 ±1.1 
EWSK (average) 90.9 289.5 ±3.0 
NSSK (average) 93.1 287.5 ±3.5 
Re-location (MOL) 90.7 288.1 ±3.5 
De-orbiting (EOL) 90.5 286.2 ±3.5 
Wheel unloading 90.5 286.1 ±3.5 

The propellant non-usable quantity includes the static and dynamic residuals, which correspond to non-
expellable propellants due to subsystem design. The static residuals include propellant liquid remaining 
in lines and propellant liquid and vapor remaining in the tank due to tank expulsion efficiency. Dynamic 
residuals are due to mixture ratio shifts through satellite life and are mainly influenced by propellant 
tank temperature and pressure variations. Typically, static residuals are ±0.1% of consumed propellant, 
and dynamic residuals are 0.8% of the propellant consumed mass. Those values highly depend on design 
and manufacturing parameters; for more accurate data, someone should refer to equipment data sheets 
and system design parameters from the manufacturers. Concerning loading uncertainty, we assume a 
typical value of ± 0.14% kg of total loaded propellant. 

2.1 Calculation of Uncertainties 

The calculation of uncertainties in the remaining propellant measurement is obtained by the PVT, BK, 
and TPG methods. As mentioned above, the PVT method is based on the determination, through the use 
of the on-board pressure and temperature telemetry data, of the remaining liquid volume in the 
propellants tanks. BK is based on the determination, through the use of the number of pulses, 
accumulated ON time, and tank pressure telemetry data, of the AKE motor and thrusters consumption. 
TPG is based on tank thermal response to applied known heater energy. 
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The calculation of an error function for three gauging methods is performed based on the volume, 
pressure, temperature, and power and their relevant sensors precision. 

βM is defined to analyze the system linearly. The relative system function or the propellant load factor 
βM is the ratio between the propellant mass and the tank fill mass during assembly, integration, and test 
(AIT) of a satellite. βM varies over satellite life between β=1 at AIT and β~0 at EOL [1]. This ratio is 
obtained from the system function f as a function of all relevant system parameters xi, as shown in 
Equation 5. 

βM =
ML

MAIT
= f(x1, x2, x3, . . . xi) (5) 

In the PVT method, the propellant volume VL is estimated from a subtraction of the known tank volume 
VT and the residuals (ullage) volume VU using Equation 6. 

VT  = VT − VU (6) 

The propellant mass ML is calculated from propellant density as a function of temperature, as shown in 
Equation 7. 

ML  = VL ρ TL = (VT − VU) ρ TL (7) 

So that the EOL gauging accuracy is related to the error in the tank and ullage volume during AIT and 
the in-flight ullage pressure and temperature sensor accuracies for the PVT method. The momentary 
propellant mass ML can be calculated using Equation 8. 

ML  = MAIT βM (8) 

BK method essential parameters for the propellant system function is the predicted total number of burns 
N needed for EOL operations to deplete the propellant tank. N is related to the predicted number of 
burns per day, and the mission duration Dm (days), as shown in Equation 9. 

N =
burns

day
Dm 

(9) 

However, on average, the propellant mass mn expelled per burn for station keeping should be like in 
Equation 10. 

mn���� = ML,BOL
N

= MAIT
N

βM,BOL  (10) 

BK method’s EOL gauging accuracy is related to the error in the tank mass during AIT and the relative 
error of the flow meter per burn, as shown above. 

TPG method uncertainty can be calculated as the temperature response as function T(t) when applying 
a power (Pe) to a propulsion system with heat capacity (HS), and effective conduction to the satellite C 
can be calculated with the following differential Equation 11. 

Pe − Hs
dT
dt
− CdT = 0 

(11) 

The system heat-capacity HS , which is the sum of the heat capacity of the propellant HL and the tank HT 
is estimated from the system temperature response. Equation 12 provides heat response to propellant 
mass uncertainty. 

Pe
CPLML−AIT

≈
ΔT
Δt

Hs

HL−AITs
≈
ΔT
Δt
βM 

(12) 

TPG EOL gauging accuracy is related to the error in the tank mass and heat capacity. These two 
parameters can be measured on the ground. The uncertainty analysis of the TPG method considers two 
sources, the uncertainty of the curve fit associated with propellant load estimation and uncertainties of 
specific model parameters.  
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3. Results and Conclusions 

In this study, we propose a straightforward method to calculate the maneuver life and associated 
propellant budget. The proposed method uses Equation 1 and calculates the velocity augmentation by 
using Equation 2 and Equation 3. As an illustrative example, we calculated two satellites' propellant 
budgets and associated maneuver life. Sat-A has 3500 kg mass at launch and 1400 kg dry mass, Sat-B 
has 4800 kg launch mass and 1570 kg dry mass. Assuming both satellites launched on January 1st, 2020, 
and operated at 31° E. We follow the steps below to apply the proposed method and calculate the 
propellant budget of two satellites; 

Step 1. Calculate the ΔV amount using Equation 3. The result is 2690.70 m/s. 

Step 2. Calculate necessary ΔV from GTO to reach GEO by using Equation 2 combine apogee firing 
and inclination correction (suppose Ariane launch vehicle utilized for launching with 250 km perigee 
height and 2° inclination on January 1st, 2020). Necessary ΔV is 1470.1 m/s to reach geo orbit   

Step 3. Calculate satellite mass change because of expelling the propellant by using Equation 4. The 
beginning of life at geo satellite mass is calculated as 2129.63 kg assuming apogee kick engine Isp: 321 
s and efficiency 99%. 

Step 4. Calculate remaining available ΔV by using Equation 4 and propellant residuals (ullage), 23.5kg. 
We obtained 1042.08m/s ΔV for operations. 

Step 5. Calculate ΔV available for NSSK and EWSK. The satellite has 1012.64 m/s ΔV for NSSK and 
EWSK maneuver. Satellite orbital maneuver NSSK accumulated ΔV of 975.84 m/s makes 20.0 year 
satellite lifetime from Figure 4 (a) and Figure 4 (b).  

The summary of the above-mentioned steps is shown in Table 5. Table 5 provides the necessary ΔV of 
the proposed straightforward method for different launch weigts. In reverse, the propellant budget and 
associated maneuver life can be calculated by applying the method.  

Table 5 Sat-A maneuver life calculation using the proposed straightforward method 

 ΔV (m/s) Isp (s) Efficiency Consumed 
propellant(kg) 

Resulting weight 
(kg) 

Satellite total mass (kg) 3500,00 
GTO to GEO 1470.10 321 94.00% 1370.37 2129.63 
EWSK 36.80 288 90.00% 30.61 2099.02 
Orbital relocation 5.68 288 85.00% 4.96 2094.06 
Attitude control, wheel unloading 288 85.00% 9.57 2084.48 
NSSK 975.84 291 91.00% 652.95 1431.54 
De-orbiting 12.76 288 85.00% 7.59 1423.95 
Propellant residuals 23.95 1400.00 

Satellite dry mass (kg) 1400.00 

Falcon 9 and Proton launch vehicle performances are different fromAriane 5 so the maneuver lifetime 
shown on the table 5 is subject to change. Similarly, the proposed method provides the propellant budget 
shown in Table 6 for 30 years maneuver life satellite. 

Table 6 Sat-B maneuver life calculation using the proposed straightforward method 

 
ΔV (m/s) Isp (s) Efficiency Consumed 

propellant (kg) 
Resulting weight 
(kg) 

Satellite total mass (kg) 4800,00 
GTO to GEO 1470.10 321 94.00% 1879.37 2920.63 
EWSK 55.20 288 90.00% 62.74 2857.89 
Orbital relocation 5.68 288 85.00% 6.75 2851.14 
Attitude control, wheel unloading 288 85.00% 19.53 2831.61 
NSSK 1461.30 291 91.00% 1218.55 1613.06 
De-orbiting 12.76 288 85.00% 8.55 1604.51 
Propellant residuals and He 34.51 1570.00 

Satellite dry mass (kg) 1570.00 
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The above algorithm is a straightforward approach and provides useful results to estimate the maneuver 
life of a satellite. However, if the satellite operators need more accurate remaining propellant 
information, then the situation becomes complex, and some error sources associated with input 
parameters must be considered.   

The uncertainties from dispersions should be taken into account for a more accurate propellant budget. 
Table 7 summarizes the dispersions and their translation into the equivalent ΔV associated with the Isp 
and efficiency. 

Table 7 Sat-A and Sat-B dispersion calculation based on satellite and equipment manufacturer data 

Dispersions ΔV (m/s) Isp (sec) Efficiency 20 year ΔV  
(m/s) 

30 year ΔV 
(m/s) 

Launch dispersions corrected with ABM 0.524 321.00 0.993 0.470 0.470 
Launch dispersions corrected with Thruster 4.321 288.00 0.860 4.990 4.990 
AKE pointing 4.147 321.00 0.993 3.721 3.721 
AKE thrust level 0.104 321.00 0.993 0.093 0.093 
AKE specific impulse 4.665 321.00 0.993 4.186 4.186 
Thruster pointing 0.648 286.00 0.920 0.844 1.312 
Thruster Isp specific impulse 9.190 286.00 0.920 11.975 18.613 
Impact of N/S control on orbit longitude 7.287 286.00 0.860 10.157 15.789 
Attitude control uncertainty 5.821 9.048 
Residuals uncertainty (mixture ratio) 30.079 41.219 
 
Total (RSS) m/s 35.247 49.34 
Total (RSS) kg 18.912 30.08 

Communication satellite detailed propellant budget can be calculated by using the same equations, but 
more detailed parameters should be taken into account as shown in Table 8. Table 8 provides propellant 
budget details of Sat-A communication satellite. In this case, 20.413 year maneuver life is calculated. 
There is some increase in maneuver life, but this does not mean that the detailed calculations always 
provide higher results. 

Table 8 Sat-A maneuver life calculation considering uncertainties 

Maneuvers ΔV 
(m/sec) Isp Efficiency Consumed 

Propellant (kg) 
Resulting weight 

(kg) 
Satellite total mass (kg) 3500.00 
Transfer orbit attitude control 3.00 3497.00 
AKE 1 570.00 320.95 99.40 582.46 2914.54 
AKE 2 794.20 320.95 99.30 654.01 2260.54 
AKE 3 105.90 320.95 99.50 75.16 2185.37 
Post-apogee maneuver 4.00 289.35 85.00 3.62 2181.75 
IOT reposition. Maneuver 5.68 289.35 85.00 5.13 2176.62 
Attitude and wheel unloading: 1 288 90 4.70 2171.92 
NSSK 1013.14 291.50 91.10 699.99 1471.93 
EWSK 36.40 278.50 90.20 21.59 1450.34 
Attitude and wheel unloading: 2 5.5 290 100 2.80 1447.54 
Station repositioning 5.680 289.35 90.20 3.21 1444.33 
On-orbit raising 12.760 288.10 90.20 7.21 1437.11 
Dispersion corrections 35.050 282.00 100.0 18.10 1419.01 
Propellant residual 285 100 14.81 1404.20 
Pressurant (Helium) 4.20  

Satellite dry mass (kg) 1400.00 

Communication satellite Sat-B, detailed propellant analysis, is shown in Table 9. Table 9 provides a 
detailed lifetime analysis. Orbit raising details, Isp, and efficiency of the thrusters are taken into account 
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more realistically. The result is more accurate than the straightforward method. However, the difference 
is only 1%. 

Table 9 Sat-B maneuver life calculation considering uncertainties 

Maneuvers ΔV 
(m/sec) Isp Efficiency Consumed 

Propellant (kg) 
Resulting weight 

(kg) 
Satellite total mass (kg) 4800.00 
Transfer orbit att. 3.00 4797.00 
AKE 1 570.00 320.95 99.40 798.98 3.998.02 
AKE 2 794.20 320.95 99.30 897.13 3.100.89 
AKE 3 105.90 320.95 99.50 103.10 2.997.78 
Post-apogee maneuver 4.00 289.35 85.00 4.97 2.992.81 
IOT reposition maneuver 5.68 289.35 85.00 7.04 2.985.77 
Attitude and wheel unloading: 1 288 90 8.80 2976.98 
NSKK 1.485.73 291.50 91.10 1294.27 1682.70 
EWSK 54.60 278.50 90.20 36.88 1645.82 
Attitude and wheel unloading: 2 8 290 100 4.62 1641.20 
Station repositioning 5.680 289.35 90.20 3.64 1637.56 
On-orbit raising 12.760 288.10 90.20 8.18 1629.38 
Dispersion corrections 49.340 282.00 100.0 28.81 1600.57 
Propellant residual 45.000 285 100 25.56 1575.00 
Pressurant (Helium) 5.00  

Satellite dry mass (kg) 1570.00 

The proposed method provides enough accuracy to estimate maneuver life based on the propellant 
budget. The accuracy of the remaining propellant at the end of life is calculated using three methods. 
PVT method provides ± 27.3 kg and ± 38.93 kg remaining propellant for Sat-A and Sat-B respectively. 
BK method remaining propellant estimation is  ± 9.83 kg and ± 13.76 kg, and TPG remaing propellant 
assessment is ± 10.52 and ± 14.73.85 for Sat-A and Sat-B. Due to the high uncertainty of the PVT 
method, it cannot reliably be used for the EOL determination. Instead, it will be used in comparison 
with the pulse counting method to detect any anomaly. The accuracy analysis shows that the propagation 
of uncertainties is related to the propellant load, system design, ground filling, orbital operations, and 
applied sensors. It was found that BK currently provides the highest gauging accuracy, as shown in 
Table 10. 

Table 10 Sat-A and Sat-B remaining propellant estimation for three gauging methods and associated IGSO 
maneuver life 

Methods Remaining propellant (kg) 
Sat-A Sat-B 

PVT method ±27.81 ±38.93 
Bookkeeping method  ±9.83 ±13.76 
Thermal Propellant Gauging  method ±10.52 ±14.73 

The proposed methods can calculate a propellant budget from a required maneuver life. However, the 
satellite operators need a more accurate remaining propellant amount, especially close to satellite EOL. 
The most common three methods are discussed, and their performances are evaluated. The BK provides 
the best results currently, and TPG is the second accurate method. PVT provides coarse results and can 
be utilized for checking purposes. The results are based on typical communication satellite system data 
and equipment characteristics. Changes in system design and equipment characteristics affect the 
estimated accuracy of the methods. The satellite operators request to improve the gauging accuracy up 
to ±1 months for new satellites. This goal can be achieved with significant improvement of the system 
design and analysis, ground operations, and in-flight sensor technology. 
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Abstract 

Electric energy passes through many stages from production to usage, and many electrical connections take place 
at these stages. Electrical connections are quite important for system safety and electrical energy quality. In this 
study, current-temperature relationship in the cable was investigated in cable joints made with screw connection 
terminals, depending on torque applied to screw. In numerical solution of the problem, Comsol Multiphysics 
program based on Finite Element Method was used first, the screw-conductor interface was investigated based on 
applied torque, and then electrical-thermal analysis was performed on this geometry. Experimental studies were 
carried out to demonstrate accuracy of digital model, and conductors and terminals used in household installations 
were taken into account in these studies. Amount of deformation of conductors depending on torque applied to 
screw and its effect to current carrying capacity of these terminals having screw connection were investigated. In 
this study, the appropriate torque value is 0.4 Nm, and the maximum temperature value is 45 oC on contact surface. 
Also, it has been shown that the optimum torque value to be applied in the copper conductor cable joint with 1.5 
mm2 cross section area is 0.4 Nm.  

Keywords: Connector, COMSOL Multiphysics, Conductor junction, Electrical Analysis, Finite Element 
Method, Screw-connection terminal strips, Thermal Analysis  

1. Introduction 

Today, development level of countries is measured by energy consumption [1]. Electricity consumption 
in the world has increased day by day [2]. Cables used in transmission of electricity are connected by 
different joints methods. Connection elements used in electrical energy transmission systems are very 
important for these systems [3]. In addition, proper electrical connections are required to ensure both 
systems safety and transmission of electrical energy with less loss [4]. In studies of building fires 
occurred in Turkey was determined to be caused by electrical installations of 19% [5]. In electrical 
installations, the riskiest parts of cables are cable joint points [6]. Some of faults in cable joints are due 
to operators. At the beginning of these faults, screw-type joint method involves over-tightening or 
loosening the screw. 

Cable joints are among the most important factors affecting the maximum current carrying value of 
cables [7]. In order to place transmission lines, which are used especially in high voltage, under ground 
cable parameters [8] and environmental parameters are determined [9].  In addition, electrical field 
control was made at connection points and ends of these cables [10, 11]. Finite element method is widely 
used for static electrical field analysis in cable joints [11,12].  Shazly Jehan H. et al. [7] Have used 
COMSOL Multiphysics software to evaluate three-phase underground cable, steady state and transient 
thermal performance. Both analytical and numerical methods have been developed in cables to calculate 
distribution of temperature caused by current. Analytical methods can be applied only in homogeneous 
ambient conditions and in simple geometries. Therefore, various numerical models have been developed 
to examine current carrying capacity of cables in various mounting situations [13,14,28]. COMSOL is 
a suite of finite element modeling software with a predefined set of physics interfaces. This software 
facilitates development of numerical models by solving partial differential equations [11,15].   
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In this study, electrical-thermal analysis of cable joints made with screw connection terminal blocks 
produced with COMSOL software for use in 220-volt voltage values in house electrical installations 
with electrical and thermal-mechanical analysis was performed. In the first phase of the study, different 
values of torque forces were applied to the screw by the experimental setup. The amount of crushing 
(deformation) in the conductor due to the applied torque forces was measured. In order to examine 
effects of deformation of the conductor on current carrying capacity of the conductor, temperature values 
occurring on conductive surface depending on conductor flow were measured. In the second phase of 
the study, screw connection terminal model is modeled by using COMSOL multiphysics software. Then, 
electrical, thermal and mechanical analysis were performed on this model. In the mechanical analysis 
of the designed model, the screw was tightened with forces determined in specified values and stress-
deformation analysis on the conductor surface in this contact area was performed. After contact was 
formed, current density analysis and potential difference analysis were performed by applying 14 
Amperes current to cable joint area for electrical analysis of the model. In the thermal analysis section, 
temperature changes due to current and contact pressure were analyzed. As a result of the analyzes, the 
optimum torque value for the copper conductor cable joint with a cross sectional area of 1.5 mm2 was 
found to be 0.4Nm. 

2. Material and Method  

Insulating parts of terminal blocks are made of plastic, porcelain or bakelite according to the purpose of 
use. Rice, nickel and steel materials are mostly used in the conductor interior. Screw connection 
terminals have insulation material, terminal and screw. The insulation material is made of polyethylene 
(PE) material to prevent contact of conductive surfaces with each other and to prevent short circuit. The 
tightening torque applied to the screw creates a torsional shear stress on the screw. The torque applied 
to object is calculated by following Equation 1 [16]. 

𝜃𝜃 =  𝑟𝑟 𝐹𝐹 𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 (1) 

Here 𝜃𝜃; the angle r between R and F; The distance of the force from the axis of rotation (m) is F; The 
applied force (N) is 𝜃𝜃, Torque (SI): Nm. When a material is subjected to a tensile load along a single 
axis, the relationship between stress and strain occurring in the material is determined by Hooke's Law 
[17,18] which is given in Equation 2. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝐶𝐶𝑠𝑠𝐶𝐶𝑠𝑠𝐶𝐶 = 𝑆𝑆𝐶𝐶𝑟𝑟𝐶𝐶𝑠𝑠𝑠𝑠/𝑆𝑆𝐶𝐶𝑟𝑟𝑆𝑆𝑠𝑠𝑠𝑠 (2) 

The coefficient constant for normal stress along the X axis is given in Equation 3. 

E= σₓ / εₓ (3) 

The relationship between tensile stress and axial stress in the linear elastic region of a material is 
calculated by Equation 3. In the Equation 3, εₓ expresses proportional deformation while σₓ refers to 
force per unit area. These two ratios allow to obtain Young's modulus (E). [19,20,21]. Conductivity is 
one of the main characteristics that separates copper from other metals. Pure copper, aluminum and 
silver are conductive materials commonly used in electricity production. Electrical conductivity of 
materials is given in Equation 4 [22]. 

σ = n. q. µ (4) 

Here, σ is the electrical conductivity, the amount of load passing through the conductor, the charge 
quantity q, and the µ load bearing constant. 

2.1. Experimental Measurement Board 

In the experimental part of this study, the connection between current and temperature in the conductor 
was investigated depending on the torque applied to the screw in the cable joints using screw connection 
terminals. For this process, the experimental setup shown in Figure 1 was formed. In this board; torque 
screwdriver, screw connection terminal block, H07V (NYA) type used in electrical installations, PVC 
insulated, without sheath, single-core 1,5 mm2 copper conductor cable, arc welding machine with 
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transformer as power supply, measuring the temperature in terminals and conductors with current 
passing through the conductor, one multimeter pliers’ ammeter was used. 

 
Figure 1 Image of the experiment setup 

The screw connection terminal block used was made of special C-45 steel. Insulation part of 
terminal block was made of Polyamide 6.6 that does not melt until 140 Celsius degrees. 
In screw connection terminals, conductor-terminal connection was made with a torque-adjustable 
screwdriver as shown in Figure 2. 

 
Figure 2 Torque Screwdriver 

Torque values of 0.3 Nm, 0.4 Nm and 0.5 Nm were applied to the screw with a screwdriver. Deformation 
values of these forces applied on the cable conductor were then measured. Temperature values of cable 
connections with 1,5 mm2 cross-sectional area were measured by applying a constant current of 14 A to 
cable connections formed by applying torque forces mentioned above. 

2.2. Modeling with COMSOL Software 

The finite element method is a method used to solve complex structural physical problems in 
engineering analysis and design [23,24]. In this method, object to be modeled is divided into small and 
simple finite elements [25] and mathematical solutions of each element are obtained Figure 3 [26,27]. 
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Figure 3 Shapes of elements of basic structure for finite element method [23] 

 
(a) 

 
(b) 

Figure 4 a) Finite element method process b) Finite element method conditions 

Figure 4a shows the finite element analysis process. Physical problems (pre-processes -Modeling): 

• Determination of problem type (electric-thermal-mechanical) 

• Establishment of mesh structure 

• Determination of material properties (hardness, conductivity, heat, Young’s Module etc.). 

Mathematical model solution: 
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• Apply loads and boundary conditions 

• Let computer do numerical calculations 

• Restart from pro-processing if error occurs 

Improving Solution Parameters: 

• Display Results in tables or graphs 

• Review if result is reasonable 

• If not, restart from pre-processing 

Electrical analysis modeling equations are based on Maxwell's equations. AC/DC interfaces formulate 
the differential equations of Maxwell's equations at initial and boundary conditions. The relevant load 
and boundry conditions are presented in Figure 4b. 

In this study, numerical modeling of screw-connection terminal blocks was used in COMSOL 
Multiphysics program.  The screw connection terminal dimensions used in the test were measured with 
a digital caliper and modeled according to these measurements. The model with screw connection 
terminals used for analysis is shown in Figure 5. 

 
Figure 5 Installation of 1,5 mm2 copper cable to the model 

Mesh settings of Comsol Multiphysics program and the screw connection terminal model were divided 
into small sections and the model's finite element network was formed. The wiring of the screw 
connection strips model consisting of 37174 finite elements is shown in Figure 6. In the study, the mesh 
structure was made by default in physics-controlled-mesh COMSOL program instead of user-controlled 
mesh. 

3. Analysis and Findings 

3.1. Experimental Findings 

In the experimental set-up shown in Figure 1, different torque was applied to screw connections. 
The amount of change in diameter of the conductor depending on the torque applied to the 
screw is given in Figure 7. 
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Figure 6 Mesh structure of model 

 
(a) 

 
(b) 

Figure 7 a) The amount of change in the conductor diameter depending on the applied torque b) Deformation of 
the cable on the comsol 
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When constant 14 A current is applied to 1.5 mm2 cable conductor insert, which is applied to 
the screw connection terminal with 0.3 Nm, 0.4 Nm and 0.5 Nm torque, respectively, 
temperature change values measured on the cable joint surface are shown graphically in Figure 
8. 

 

 
Figure 8 0.3 Nm, 0.4 Nm, 0.5 Nm Torque values applied to the cable joint surface temperature change 

3.2. Mechanical Analysis and Findings 

In the structural mechanical analysis module of COMSOL software, solid mechanics solutions were 
realized depending on torque values applied to the screw with its solid mechanics. The terminal 
connection consisting of a contact with a non-prestressed screw was subjected to a load group consisting 
of an axial force and a torque. Effective stress values on the screw top surface and the cable joint is also 
shown in Figure 9 when the torque force of 0.3 Nm is applied to the screw. The pressure change graph 
applied to the cable conductor contact surface of 0.3 Nm torque force is shown in Figure 10a. Arc length 
is the pressure that occurs between the screw axis and the contact point of the cable conductor and its 
unit is meter as shown in Figure 10b. 

 

 
Figure 9 Effective stress at 0.3 Nm torque applied screw 
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(a) 

 
(b) 

Figure 10 a) Pressure on screw axis and cable conductor contact surface, b) Change of contact pressure 
according to arc length (meter) 

3.3. Electrical Analysis and Findings 

Results of electrical potential analysis for the model generated by the finite element method are 
shown in Figure 11. Analysis of current densities for the model generated by the finite element 
method are shown in Figure 12 and Figure 13 The cable current density-temperature 
relationship of the contact zone is shown in Figure 14. The terminal strips upper zone current 
density-temperature change graph is shown in Figure 15. The higher the temperature, the higher 
the conductor's resistivity. Therefore, the current density, which increased to a certain degree, 
fell after a certain temperature value [29]. This situation can be seen in Figure 15. The change 
in current density along the conductive surface is given in Figure 16. This situation refers to the 
current change of the conductor on the upper part of the conductor, which is screwed with a 
screw on the surface of the conductor. It was observed that there was more current change in 
the junction region. 
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Figure 11 Electrical potential distribution for 14 A current value 

 
Figure 12 Distribution of current density (A/m2) on the model  

 
Figure 13 Analysis of the current density in the additional area of the model conductor 
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Figure 14 The relationship between the cable current density and temperature in the contact zone 

 
Figure 15 Screw top zone current density-temperature change graph 

 
Figure 16 Change of current density along the conductor surface 
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3.4. Thermal Analysis and Findings 

In the thermal analysis, electrical current applied to the model and temperature changes in the contact 
surface were examined. The temperature changes of the contact surface, cable conductor and screw 
surfaces at the 0.3Nm, 0.4Nm and 0.5Nm torque forces applied to the screw connection terminal at 14-
amp constant current are shown in Figure 17, Figure 18 and Figure 19, respectively. 

 
Figure 17 Temperature distribution for 0.3 Nm and 14 A status 

 
Figure 18 Temperature distribution for 0,4 Nm and 14 A status 

4. Discussion and Conclusions 

Unlike the electrical, thermal analysis studies performed in previous high voltage and current values 
[6,7,11], electrical, thermal and mechanical analysis of the cable joints made with screw connection 
terminals produced for use in 220-volt voltage values have been performed in this study. When the 
results obtained from the numerical model and the experimental study are compared, the experimental 
values of temperature changes in cable joints made with screws tightened by applying the 0.3 Nm, 0.4 
Nm, 0.5 Nm force to copper conductor cable having 1.5 mm2 cross-sectional area were same with the  
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Figure 19 Temperature distribution for 0.5 Nm and 14 A status 

 

temperature values obtained in the numerical values. A similar situation was observed in electrical and 
mechanical analyses (Figure 8, Figure 17, Figure 18, Figure 19.) 

In order to achieve the minimum cable section deformation and the minimum temperature increase with 
the numerical model, the optimum torque value applied to the screw were found as 0.4 Nm. In the 
connection made by applying the torque value of 0.3 Nm, the deformation was less but the contact 
surface was small and the temperature increase value was higher than the torque value of 0.4Nm. In the 
connection made by applying the torque value of 0.5Nm, the contact surface was large but since the 
amount of deformation in the cable was large, the temperature increase was the highest due to shrinkage 
of cable cross-section. 

According to the results of the electrical potential analyses for the model generated by the Finite element 
method shown in Figure 11, the difference in the electrical potential from the point where voltage source 
is connected to soil decreased. In Figure17 and Figure18, it was found that the current was more intense 
in the conductive cross-sectional area than in the additional region. These results were similar to those 
results obtained by Ruan [6] and colleagues. Figure 12 shows that the current density increases on the 
outer surface of the cable. Shazly Jehan H. et al. [7] studied three-phase, XLPE-insulated 220 kV, 340 
MVA, single-core copper power underground cable components and the highest values of temperature 
distributions in the surrounding environment occur with the highest temperature seen in the regions 
where the work occurs. Zhou et al. [11] reported that the electric field concentration of the electric field 
was higher than the cable joint but the electric field concentration was found tended to intensify in the 
small cavities in the inserts. 

In our study, it was shown that small cavities in the cable contact points at the copper cable ends in the 
connection zone increased the current density concentration (Figure 13). In additional applications done 
without the use of a Torque Screwdriver, different deformations may occur in the conductor cable 
according to physical characteristics of apply personnel. In this study, the importance of the use of tools 
that can apply standard forces to the screw such as torque screwdriver has implementation of 
explanation, while cable joints are made. In this study, it was specified that electrical and thermal 
analyzes of cable joints in high voltage transmission lines are important and it shows that it is important 
to make these analyzes for inserts made at 220 Volt voltage values. In this study, a 1.5 mm2 cross-
sectional copper cable was also analyzed. Analyzes will also be carried out for copper cable joints with 
different cross sections, which are commonly used in residential electrical installations, in our future 
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studies. In addition, same analysis can be performed for aluminum cables whose usage increases due 
toincrease in copper conductor prices. 
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Abstract 

As small cities, university campuses contain many opportunities for smart city applications to increase service 
quality and efficient use of public resources. Enabling technologies for Industry 4.0 play an important role in the 
goal of building a smart campus. An earlier work of the authors proposed a framework that was proposed for the 
development of a smart campus applications. It was the digital transformation process of İzmir Bakırçay University 
which is a newly established university in Turkey. This study is related to the final part of the developed 
framework. It aims to systematically develop a software for a sustainable and smart campus. V-model software 
development methodology was followed in the study. The methodology was applied for the corresponding stage 
which mainly includes real-time analytics, monitoring, reporting and performance management. The data flow 
diagrams were presented at three levels, a context diagram for a basic form of the system and parent diagram for 
the detailed software modules, and a child diagram for a selected module. This study can guide to the following 
researches to create a smart campus framework and a real-time analytics software. 

Keywords: real-time analytics, smart campus, software development methodology, data flow diagram, 
context diagram 

1. Introduction 

Many cities around the world have adapted the concept of the smart city to improve the quality of life 
of people, to ensure energy efficiency, and to improve management services. The smart city uses 
advanced technologies to provide a variety of services. The campuses, which can be seen as small cities, 
are also open to many improvements. Previous studies focused on the application of high-level smart 
skills to apply the concept of smart campus. Sari et al. [1] described the design of an IoT-based smart 
campus program that focuses on smart parking, smart room, and smart education. An integrated platform 
was presented for this service. Here, Wi-Fi was used to connect different sensors and cameras associated 
with the platform. However, applications related to learning predictions were mainly aimed at distance 
learning. Majeed and Ali [2] represented a range of opportunities to include the smart concept on 
campuses, especially parking, security, classroom support, and education. Some studies aimed at an 
intelligent analysis of teaching activities using game-based approaches [3], multimedia conferences [4] 
and smartphone apps [5]. In these studies, various smart approaches (by applying IoT and data 
processing) were developed for different purposes compatible with classical smart city applications. In 
this area, Alvarez-Campana et al. [6] developed the IoT platform on a university campus to monitor the 
environment and people. In terms of smart mobility, Toutouh et al. [7] developed a mobility forecasting 
mechanism at the University of Malaga campus, and Hannan et al. [8] focused on IoT-supported disaster 
management for smart campuses. Although many related studies applied various smart methods on 
campuses, putting the real-time analytics solutions in the center still requires a scientific-based system 
development methodology. Therefore, in this study, a three-stage framework shown in Figure 1 was 
developed that includes improvements in various application areas for efficient consumption of public 
resources. The first stage (single facility) and second stage (extended facility and environment) are an 
infrastructure projects and involve intelligent applications based on the Internet of things (IoT) to be 
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built across campus. The third stage contains real-time data analytics, monitoring, reporting, and 
performance measurement elements. 

For the sustainability of the smart campus, the third stage of the framework is supported by a real-time 
data analytics, monitoring, reporting, and performance measurement module rather than merely 
developing a smart system. A real-time system is mainly built for safety issues or saving of resources 
(time, money, etc.) [10]. It is commonly described as a system in which the accuracy of output depends 
on both the precision of the logical outcomes and the point in time at which the outcomes are performed 
[11]. The design of a real-time system is pretty compelling and it is considerably different from non-
real time system design. Real-time systems require to meet both the functional necessities and several 
performance needs such as timeliness, availability and fault tolerance [12]. Because defects in a real-
time system cause a catastrophic effect, these systems are expected to be extremely dependable. 
Dependability can be embedded in the developed system by following both hardware design procedures 
and software development life cycle methodology (SDLC). This study focuses on software development 
for the third stage of the proposed framework given in Figure 1. For the main purpose of this study, a 
software is needed for the sustainable and smart campus framework to analyze the usage of public 
resources via the collected data at the first two stages across all application areas, which serves as a basis 
for the main purpose. 

Figure 1 Sustainable and smart campus framework [9] 

2. Selection of Software Development Methodology 

A software development methodology (SDM) is typically a sequence of phases that present a model for 
software development and life cycle [13]. An SDM process aims to create high-quality, effective and 
affordable software. Waterfall and Agile models are two different types of SDM. The Waterfall model 
starts with well-known guidelines and specified system elements whereas the Agile model starts with a 
less convincing model and then performs modifications as required during the process. The advantages 
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of the waterfall design are high understandability, easy handling. Besides, it is more powerful than the 
agile model when quality issues are more significant than cost. The waterfall model can be adapted 
when specifications are clear and the product description is permanent [10]. V model, which is a kind 
of waterfall model, was adapted in this study. It highlights on verification and validation (V&V) of the 
software at each phase. This model is used when i) The whole specifications are ready before beginning 
the project, ii) Systems need profoundly reliable software, and iii) Technology and alternative solutions 
are identified. All steps to be performed while developing new software are designed within the frame 
of the V-model was shown in Figure 2. The figure defines the order of implemented steps and the results 
presented during software development. In contrast to using a linear design, the process levels are bent 
upwards after the software implementation (coding) phase to appear the V-shape. The V-model 
illustrates the connections between each step of the development cycle and its linked testing step. 
Whereas the left part of the ‘V’ outlines the exploration of software specifications and detailed design, 
the right part of the ‘V’ describes the combination and validation of the parts. Therefore, the V-model 
is also named as a verification and validation model. 

 
Figure 2 V-model [14]. 

3. Adaptation of the Select Methodology 

Many real-time systems consist of various elements such as sensors, IT systems, and actuators [12]. In 
the real-time analytics framework given in Figure 3, the first phase consists of collecting relevant data 
from external units, taking the system data into its database and backing up this data against any negative 
situation. In the second phase, the real-time data analytics using the collected data in the servers are 
included. The third phase provides outputs to various users in the form of reports, dashboards and maps 
prepared as a result of these analytics efforts. In the light of these outputs, users can direct to the relevant 
response units. 

Although V-model is the guide for this study to develop the software, only the first two steps (system 
requirements specification and software requirements specification) and their tests pertaining to these 
steps (System acceptance testing and System integration testing) were covered in the study. In the 
System Requirements Specification step, user expectations and corresponding requirements were 
determined. It should be maintained by communicating closely with expert users and end-users. This 
phase is also called Requirement Gathering. With consecutive meetings, surveys, areas where system 
users need functionalities were revealed. The data to be obtained from the relevant academic and 
administrative units were provided and the advantages of the included fields were specified. Thanks to 
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the interviews conducted with expert system users, all needs were ranked according to the advantages 
to be obtained and the ones that had high priority were included in the analytics framework.  

Figure 3 Real-time analytics framework 

The System Acceptance Testing step must be performed before the next step. The requirements of a 
real-time system for the sustainable and smart campus were grouped into two categories, functional and 
technical requirements. Whether the functional requirements determined in the System Requirement 
Specifications step were met or not was tested in a pilot study with the participation of end-users. For 
technical requirements, it was tried to determine whether the scale that can meet the needs on the 
virtually created infrastructures with the sample datasets of the related fields were determined correctly 
or not. Also, the technical equipment was tested on different scales. 

The Software Requirement Specifications step determines which software technologies the system will 
be prepared to use. Since there is a need to collect and process data from many different types of devices 
and systems, hybrid software technologies were such as integrated into the system to work in harmony 
with each other. 

System Integration Testing step was carried out via prepared figures and tables whether the areas 
included in the system were designed to include all functionalities or not. A series of data flow diagrams 
were created to test system integration. It has been observed that the communication technologies with 
the other systems were selected correctly and can be provided without any problems. 

Data flow diagrams model at least 3 levels, which are context, parent (Level 0) and child (Level n). The 
context diagram represents the most basic form of the system. There is information about which data 
included in the system are obtained and to whom the data received is processed and presented as output. 
In the context diagram, all the resources that provide data to the system are firstly specified, and what 
kind of data will be obtained from these resources (Ex: Access Point Occupancy Data - Spatiotemporal 
Data). Graphs, Alerts, Reports, Lists, etc. for all domains required by the end-users of the information 
to be generated from this data. Figure 4 presents the context diagram modeling. 
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Figure 4 Context diagram smart campus 

With regards to potential reports or results that an end-user may require, two main categories of these 
outputs were specified, namely academic and administrative domains. Table 1 presents the types of 
analytics that an output can be belong to and same potential examples pertaining to academic and 
administrative domains. 

When Table 1 is examined, one can easily see that various analytics instruments can be applicable for 
different application domains. For instance, under the energy optimization sub-domain, usage reports of 
heating/cooling and lighting systems (Descriptive), prediction for the energy consumption of the next 
period (Predictive), achievement an objective under certain constraints to find the optimum working 
time (Prescriptive) can be applied. Also, location management may include a prediction analysis to 
forecast the length of the catering queue with respect to the type of food (Predictive). A stochastic model 
can be studied to reduce catering queue (Prescriptive). Additionally, under the waste management topic, 
a prescriptive analysis can be done. When more than one bin is full at the same time, route planning 
according to the location of the cleaning person. In summary, descriptive type of analytics include 
various form of static and dynamic reports as well as outputs in multi-dimensional form and context-
dependent visual analytics displays using customized dashboards and alerts. While predictive analytics 
cover several applications by the use of different data mining methods, optimization techniques as well 
as simulation can be utilize within the context of prescriptive analytics. 

The Parent Diagram of the sustainable and smart campus system was presented in Figure 5. Each module 
in the smart campus model was conceptually designed and the connections between these modules were 
presented without contradicting the context diagram. The software has eight basic modules. In the parent 
diagram, the interaction of each module with other modules is presented together with the data tables 
(data warehouse) designed. Link, End-User and User/Group/Role modules are essential elements in any 
software that processes real-time data and where communication among users is imperative. 

Data pool, data processing and analytics, Data manipulation, Dashboards, Reports/Lists are modules 
that are offered to the real-time data analytics stage for a smart campus system. Data pool is the module 
where the data collected from all data sources are collected in tables after the data preparation process 
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Table 1 Analytics in context diagram 
Domain Sub-domain Analytics Type Example 

A
ca

de
m

ic
 Academic Performance 

Descriptive Academic resume report 
Predictive Prediction of university's academic success for next year 
Prescriptive Matches for multidisciplinary academic researches 

Student Monitoring 
and Success 

Descriptive Attendence list report, course success graph 
Predictive Student success/fail prediction 
Prescriptive Course selection suggestions 

A
dm

in
is

tra
tiv

e 

Energy Optimization 

Descriptive Reports of heating/cooling and lighting 

Predictive 
Prediction for the energy  consumption  of  the  next  
period 

Prescriptive 
Achievement an objective under certain constraints to find 
the op-timum working time  

Service Optimization 

Descriptive Service location usage report, satisfaction alerts 
Predictive Prediction of supply needs 

Prescriptive 
A stochastic model can be studied to reduce catering 
queue 

Location Management 

Descriptive Availability reports, occupancy alerts 

Predictive 
Prediction of the length of the catering queue with respect 
to the type of food and the curriculum 

Prescriptive Assignment courses to classes 

Gardening Descriptive 
Reports for water consumption amount reports, 
visualization and alerts 

Waste Management 
Descriptive Waste amount reports, visualization and alerts 

Prescriptive 
When more than one bin is full at the same time, route 
planning according to the location of the cleaning person 

is passed. Dashboard is the front-end module where all system users access the interfaces according to 
their authorizations. User/Group/Role is the module where system users and credentials, as well as the 
groups that these users are connected to and role definitions that determine which interfaces this person 
or groups will access. Data Manipulation is the module that allows editing of missing, excessive or 
wrong data in the data pool. It is an accessible module only by users with special administrative 
privileges. Link is the module where all data sent by the users of the system to be recorded to the system 
are taken as input and sent to the data pool (Feedback, Alerts, suggestions, questions, etc.). Data 
Processing&Analytics is the module that the information requested by the end users and that can be 
obtained through various processes and calculations are produced in the system and that allows the 
results to be reported on the dashboard. Reports&Lists is the module where the information coming 
from the Data Processing&Analytics module is presented to users in grouped reports on a domain basis, 
and the data in the data pool is grouped according to various features. 

Figure 6 depicts the child diagram of the data pool process as an example of detailed parent diagram. 
The main task of the data pool module is to send data from external sources to operational systems and 
archive this data for the use of end-users. With this module, all external data required for managing a 
smart university are provided. IoT device data, spatiotemporal data, student and course information, 
personnel information, library and book usage data, and meteorological records are the main external 
data sources. The end-user can view the data with various filters from the data pool processes. 
Considering that external data is very important especially for decision support systems [15], it can be 
said that the data pool module is one of the most critical elements of the real-time analytics system for 
the smart campus. 
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Figure 5 Parent diagram for smart campus 
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Figure 6 Child diagram for data pool module 

4. Conclusions 

In this work, a software development methodology (SDM) that belongs to the academic and 
administrative domains was applied for a smart campus real-time analytics framework. After 
introducing software development methodologies, V-model was chosen because it was more suitable 
for the implementation area. The first two steps, which are system requirements specification and 
software requirements specification and their tests relate to these steps (System  acceptance  testing  and  
System integration testing) are the focus of this study. This study can guide to the following researches 
to create a smart campus framework and a real-time analytics software. Within the scope of the study 
three-level data flow diagrams were developed for the analytics framework. Also, variety of analytics 
examples were presented for the use of the main application domains/sub-domains related to the 
presented framework. This study can be a starting guidance for the applications and developers of such 
framework within the context of a smart campus real-time analytics software implementation. 

Upcoming research will have a detailed focus on the remaining steps of the V-model on the application 
context through carrying and the work related to software design and implementation (coding) phase. 
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Abstract 

In this paper we present effect of the chaotic crossover operator with different chaotic maps on the metaheuristic 
search algorithm Breeding Swarms algorithm which is the Particle Swarm Optimization’s one of the genetic 
algorithm hybrid form. Some of the many optimization problems could have too many local extrema. Most of the 
time optimization algorithms could stuck on these extrema therefore these algorithms could have trouble with 
finding global extremum. To avoiding local extrema and conduct better search on search space, a chaotic number 
generator is used on Breeding Swarms algorithm’s most of the random procedures. To test efficiency and 
randomness of the chaotic crossover operator, different chaotic maps are used on the Breeding Swarm algorithm. 
Test and performance evaluations are conducted on Multimodal and unimodal benchmark functions. This new 
approach showed us that modified Breeding Swarms algorithm yielded slightly better results than Particle Swarm 
Optimization and original Breeding Swarms algorithms on tested benchmark functions. 

Keywords: optimization, chaos, particle swarm optimization, hybrid algorithm 

1. Introduction 

Optimization process is the selection of a value obtained from a dataset that its principles are defined 
before the process. Optimization problems can be solved by running many algorithms. No matter how 
on fast computers, these algorithms spend too much time to reach the exact solutions. Because of that, 
nature inspired meta-heuristic algorithms were developed. These algorithms generally try to find 
approximate solution rather than exact solution and run faster than the other algorithms. However, they 
have still many deficiencies. To solve these downsides, algorithms are combined with other algorithms 
that leads to the development of hybrid algorithms. Meta-heuristic algorithms are used in many 
optimization problem types such as single objective, multi objective and multi objective discrete 
problems. A helpful review about selecting proper algorithm for these problem types were made by Qi 
Liu et al. [1]. 

Particle Swarm Optimization (PSO) is a swarm based optimization algorithm which developed by 
Eberhart and Kennedy in 1995 [2]. This algorithm is very easy to implement and to code with any kind 
of programming language. PSO particles have its own memory. It can remember past experiences and 
share this experiences with other particles. With shared experience all particles towards to best solution 
and search other possibilities through that way. PSO and GA algorithms used in many real-world 
problems such as wireless sensor optimization and electrical load forecasting [3],[4]. 

This procedure may seem to be efficient but some bad particles could stuck on local extrema and waste 
computational time. To handle this problem, PSO has been hybridized with Evolutionary Algorithms 
such as Genetic Algorithm (GA) and Differential Evolution algorithm.  

One of these hybridized algorithm is Breeding Swarms (BS) algorithm [5]. This algorithm combines 
GA with PSO and proposes new crossover operator Velocity Propelled Averaged Crossover (VPAC). 
PSO and GA uses aimed random search for optimization. While the algorithm’s GA part conducts global 
search, PSO part makes the local search. Thus, the algorithm could escape local extrema. The lack of 
the algorithm is that GA part can stuck on local extrema. 

http://doi.org/10.35377/saucis.04.01.796903
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In this paper we present Velocity Propelled Chaotic Crossover operator (VPCC) for improvement of 
this algorithm’s GA part. GA and chaotic maps are used with together in many applications such as 
encrypting [6].  This crossover operator takes advantage of the unpredictability and randomness of the 
chaotic systems. With these new attributes BS algorithm escapes all of the local extrema and gets better 
results than the original algorithm. 

2. Background and Related Works 

2.1 Particle Swarm Optimization 

Particle Swarm Optimization is a swarm based optimization algorithm [2]. This algorithm inspired from 
bird’s behaviour of search for food. Main idea of the algorithm is that birds in the swarm inform the 
found food resource to each other and then the birds move toward to best food resource in the found 
resources. While birds moving to best resource, they search the search space for new food resources so 
that most of the search space will be scanned for alternate resources and this may lead to discovery of 
approximate best solution. Mathematical expression of particles movement given by equation (1) 

𝑥𝑥𝑖𝑖(𝑡𝑡 + 1) = 𝑥𝑥𝑖𝑖(𝑡𝑡) + 𝑣𝑣𝑖𝑖(𝑡𝑡) (1) 

where xi is the current value of ith particle optimization variable, vi is the velocity vector, t is the current 
iteration. 

In original PSO algorithm velocity vector calculated as given in equation (2) 

𝑣𝑣𝑖𝑖𝑖𝑖(𝑡𝑡 + 1) = 𝑣𝑣𝑖𝑖𝑖𝑖(𝑡𝑡) + 𝑐𝑐1𝑟𝑟1𝑖𝑖(𝑡𝑡)�𝑦𝑦𝑖𝑖𝑖𝑖(𝑡𝑡) − 𝑥𝑥𝑖𝑖𝑖𝑖(𝑡𝑡)� + 𝑐𝑐2𝑟𝑟2𝑖𝑖(𝑡𝑡)�ŷ𝑖𝑖(𝑡𝑡) − 𝑥𝑥𝑖𝑖𝑖𝑖(𝑡𝑡)� (2) 

where vij (t) is the velocity vector of the ith particle at dimension j=1…n in tth iteration, xij (t) is the 
position of the ith particle at jth dimension in tth iteration, yij (t) is the best solution’s position of the ith 
particle’s at jth dimension, ŷj (t) is the best solution’s position of all particles at jth dimension,c1 and c2 
are the personal and social learning coefficient respectively and the r1j and r2j are the random numbers 
generated in the range [0.0,1.0]. According to equation (2) particles use the knowledge of global best 
solution and personal best solution to move through the search space’s corresponding dimension.  The 
performance of the best solution is depends on c1 and c2 coefficients. If c1 is bigger than c2, particles 
conduct local search. If c2 is bigger than c1, particles conduct global search. Usually these parameters 
initially set equal to each other. Eberhart and Shi showed that c1 and c2 parameters can be set 1.494 [7]. 

General steps of PSO algorithm is shown below; 

1. Generate the population. Each particle’s velocity vector and variables are generated randomly 

2. Calculate the fitness value. Each particle’s fitness value calculated according to given fitness 
function 

3. Determination of particle’s best solution. Fitness value calculated in the previous step is 
compared with the best fitness value which is in the memory of the particle. If this value is better 
than the one in the memory, the value will be updated with better one 

4. Determination of global best solution. Each particle’s fitness value calculated in the second step 
compared with the global best fitness value. If this value is better than the one in the memory, 
the value will be updated with better one 

5. Movement of the particle. Each particle’s velocity vector will be calculated as stated in equation 
(2) and their positions will be calculated as stated in equation (1) 

6. Until the stopping criterion to be achieved, procedures through 2 to 5 will be repeated 

To determine the stopping criterion, two important issues must be considered. Firstly, the stopping 
criterion never has to cause the algorithm’s early convergence. In this situation the algorithm makes 
only the local search, and this leads to stuck on the local extrema. Secondly, if the stopping criterion 
increases the costs of calculation, the algorithm cannot converge to the global minimum. Some of 
general stopping criteria are shown as below; 
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● Reaching the maximum iteration number, 

● Reaching desired solution, 

● The slowdown or lack of improvement 

PSO algorithm has been changed through the time. Many researchers worked on the algorithm and 
developed some new features such as inertia weight [8], hybridization features and more. 

First hybridization made by Angeline in 1998. This approach changes the bad particles velocity and 
position values by principle of tournament selection [9]. Another hybrid algorithm is NichePSO [10], 
this hybrid was developed using CGPSO [11]. This approach uses GA’s techniques and divide 
population into sub populations and trains them with Kennedy’s “cognition only model” [12]. Another 
hybrid algorithm proposes made by Løvebjerg in 2002. In this approach, GA, PSO and hill climbing 
algorithm were used. Particles select one of these algorithms for the optimization process. This model 
was called life cycle [13]. In 2003, Higashi and Iba combined Gaussian Mutation with PSO’s velocity 
vector and position update formulations [14],[15]. 

2.2 Genetic Algorithm 

Genetic algorithm was introduced first in 1975 by Holland [16]. Genetic algorithm is an evolutionary 
algorithm that inspired from biological mechanism. In this algorithm, each individual is called gene and 
the collection of these genes are called population. This algorithm contains two special steps. First one 
is crossover step that two genes are combined to generate a new one. Second one is mutation step that 
updates different parts of the generated new gene randomly. With these unique steps, randomly 
generated first population may convergence to good solution. Since GA’s introduce, this algorithm is 
very successful for optimization problems. Like PSO, genetic algorithm was also changed through the 
time. Gene selection mechanism [17], crossover operators [18]-[20] and mutation operators [21] were 
introduced [22]-[25]. 

2.3 Breeding Swarms Algorithm 

This algorithm proposed by M. Settles and T. Soule in 2005 [5]. In this algorithm, the population divided 
by predefined a constant value of breeding ratio. First part of population works exactly like PSO the 
other part of the population is discarded and replaced by GA. The population handling mechanism 
makes this algorithm is more robust to stuck on the local extrema. In this algorithm crossover operator 
called Velocity Propelled Averaged Crossover (VPAC) operator, Gaussian Mutation operator and 
Tournament Selection scheme have been used. Mathematical expression of VPAC given in equation (3) 

𝑐𝑐1(𝑥𝑥𝑖𝑖) =
𝑝𝑝1(𝑥𝑥𝑖𝑖) + 𝑝𝑝2(𝑥𝑥𝑖𝑖)

2.0
− 𝜑𝜑1𝑝𝑝1(𝑣𝑣𝑖𝑖)  

𝑐𝑐2(𝑥𝑥𝑖𝑖) =
𝑝𝑝1(𝑥𝑥𝑖𝑖) + 𝑝𝑝2(𝑥𝑥𝑖𝑖)

2.0
− 𝜑𝜑2𝑝𝑝2(𝑣𝑣𝑖𝑖) (3) 

where, 𝑐𝑐1(𝑥𝑥𝑖𝑖) and 𝑐𝑐2(𝑥𝑥𝑖𝑖) are the positions of child 1 and child 2 at ith dimension. 𝑝𝑝1(𝑥𝑥𝑖𝑖) and 𝑝𝑝2(𝑥𝑥𝑖𝑖) are 
the positions of the parent 1 and parent 2 at ith dimension. 𝜑𝜑 is a random value generated in the range 
[0.0,1.0]. 𝑝𝑝1(𝑣𝑣𝑖𝑖) and 𝑝𝑝2(𝑣𝑣𝑖𝑖) are the velocity vectors of parent 1 and parent 2 at ith dimension.  Newly 
generated particles inherit their parent’s velocity vectors and personal best values. According to [5], 
proposed work yielded slightly better performance and this algorithm is faster than GA and PSO. 

2.4 Chaotic Systems 

Chaos theory is a study field in mathematics. It is based on unpredictability of nature. In this theory, 
small changes in the initial conditions of dynamic system can make a very different outcome. It is called 
butterfly effect and this theory was summarized by Edward Lorenz. 

In the recent studies, random number sequences are created by chaotic number generator and in some 
occasions it yielded better results. In [26] chaotic sequences were used in evolutionary algorithms for 
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performance improvement. Chaotic sequences in genetic algorithms were introduced in [27] and chaos 
embedded particle swarm algorithms were studied in [28]. 

3. Proposed Work 

In related works hybrid versions of PSO gets better results than original PSO and the algorithm that 
hybridized. The efficiency of PSO depends on aimed random search mechanism. Aiming part of the 
mechanism can be achieved by personal best and global best values in equation (2) and random search 
part can be achieved by random values in equation (2). 

PSO is hybridized with GA to improve the efficiency of PSO so that Breeding Swarm (BS) model were 
introduced [4], however they have some deficiencies. In genetics, to generate a new individual at least 
two parents are required. These two parents combine their DNA’s and generate a new individual. In the 
combining step, half of the DNA from each parent combine with each other so that new individual 
inherits both parents’ features. In real world, almost all the time one parent become dominant and other 
become recessive in this step Because of that new born individual generated from same parents were 
dissimilar. But in the VPAC operator’s equation, this diversity cannot be modelled. Hence newly 
generated two child have little difference to each other. To simulate this diversity, we changed VPAC 
operator to VPCC operator. Mathematical expressions of VPCC operator is given in equation (4) 

𝑐𝑐1(𝑥𝑥𝑖𝑖) = 𝑚𝑚1 ∗ 𝑝𝑝1(𝑥𝑥𝑖𝑖) + (1 −𝑚𝑚1) ∗ 𝑝𝑝2(𝑥𝑥𝑖𝑖) −𝑚𝑚2𝑝𝑝1(𝑣𝑣𝑖𝑖)  

𝑐𝑐2(𝑥𝑥𝑖𝑖) = 𝑚𝑚3 ∗ 𝑝𝑝1(𝑥𝑥𝑖𝑖) + (1 −𝑚𝑚3) ∗ 𝑝𝑝2(𝑥𝑥𝑖𝑖) −𝑚𝑚4𝑝𝑝2(𝑣𝑣𝑖𝑖) (4) 

where 𝑚𝑚1,𝑚𝑚2,𝑚𝑚3,𝑚𝑚4 are the random numbers generated from chaotic random number generator, the 
other parameters are same as VPAC parameters. 

In chaotic number generator, we used logistic map because of its simplicity. Definition of the logistic 
map is given in equation (5) 

𝑚𝑚𝑚𝑚𝑝𝑝 = 4 ∗ 𝑧𝑧 ∗ (1 − 𝑧𝑧)  

𝑚𝑚𝑖𝑖 = (0.5 ∗ 𝑟𝑟1) + (0.5 ∗ 𝑚𝑚𝑚𝑚𝑝𝑝) (5) 

where 𝑚𝑚𝑖𝑖 is the ith random value in equation (4), z and 𝑟𝑟1are the random value generated by compiler’s 
random number generator. 

Scheme of the BS algorithm’s creating new children is very simple. In equation (3), simply adds parent 
particles' values and divides to two after that subtracts this result from parent particles' velocity. In late 
stages of original BS algorithm, all particles’ personal best values would be similar to each other also 
their velocity would be similar because they tend to go same point which is global best value.  

Our approach in equation (4) uses four different random number created from equation (5) which is the 
equation of logistic map. This approach divides parent particles’ values randomly and adds to each other, 
after that it subtracts this result from randomly multiplied parent particle’s velocity. Hence the children 
created from four different chaotic random number, even the velocity of parents are very similar, created 
c1 and c2 would be very different from each other. By mean of this diversity, particles can free 
themselves from local optimum points. Because of the algorithm’s PSO part does the global search and 
the GA part does the local search, proposed approach only affects algorithm local search capability. Our 
approach changes only crossover part of the BS algorithm. It benefits from randomness of chaotic 
systems and combines this randomness with crossover operation. Pseudo code of the original BS 
algorithm has given in Algorithm 1. 

Since the only thing change was the crossover operation, original algorithm and modified algorithm 
have similar working time. There are only a few milliseconds difference between two algorithms. 

The BS algorithm with new proposed crossover operator VPCC were tested on multimodal and 
unimodal benchmark functions. Social parameters c1 and c2 are set to 2.0, population size set to 125. We 
used Gaussian Mutation in both PSO and BS algorithms. Inertia weight is linearly decreased from 0.9 
to 0.2, mutation rate was set to 1/dimension. All used parameters are shown in Table 1. 
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Algorithm 1 Pseudo Code of BS Algorithm 
1 
2 
 
 
3 
 
4 
 
5 
 
6 
7 
 

Initialize N population 
Evaluate fitness value for each particle 
Sort the particles best to worst according 
to their fitness value 
Discard worst N*breeding ratio particles 
Use PSO velocity updates on not discarded 
particles 
Generate new particles by crossover and 
mutation from updated particles to replace 
discarded particles 
Use PSO position update on not discarded 
particles 
Until stopping criteria go to line 2 

 
Table 1 Parameters of PSO and BS 

Parameter PSO BS 

Population Size 125 125 

Selection Scheme - Tournament 

Tournament Size - 3 

Mutation Rate - 1/Dimension 

Mutation Variance - 1.0 to 0.1 

Social Parameters (c1 & 
c2) 

2 2 

Inertia Weight 0.9 to 0.2 0.9 to 0.2 

4. Results 

4.1 Test Problems 

We used one unimodal and three multimodal benchmark functions for tests. These benchmark functions 
are popular and used in several studies [5],[9],[11],[14],[28]. 

First function is Ellipsoidal function which is unimodal. This function is described in equation (6). 

𝑓𝑓1(𝑥𝑥) = �
𝑛𝑛

𝑖𝑖=1

𝑖𝑖𝑥𝑥𝑖𝑖2 (6) 

Second function is Rosenbrock function which is multimodal. This function is described in equation (7). 

𝑓𝑓2(𝑥𝑥) = �
𝑛𝑛

𝑖𝑖=1

(100�𝑥𝑥𝑖𝑖+1 − 𝑥𝑥𝑖𝑖2�
2 + (𝑥𝑥𝑖𝑖 − 1)2) (7) 

Third function is Griewank function which is multimodal. This function is described in equation (8). 

𝑓𝑓3(𝑥𝑥) =
1

4000
�
𝑛𝑛

𝑖𝑖=1

𝑥𝑥𝑖𝑖2 −�
𝑛𝑛

𝑖𝑖=1

𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐 �
𝑥𝑥𝑖𝑖
√𝑖𝑖
� + 1  (8) 

Fourth function is Ackley function which is multimodal. This function is described in equation (9). 

𝑓𝑓4(𝑥𝑥) = 20 + 𝑒𝑒 − 20𝑒𝑒−0.2�1𝑛𝑛∑
𝑛𝑛
𝑖𝑖=1 𝑥𝑥𝑖𝑖

2
− 𝑒𝑒

1
𝑛𝑛∑

𝑛𝑛
𝑖𝑖=1 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (2𝜋𝜋𝑥𝑥𝑖𝑖)  

(9) 

These functions initialization ranges are shown in Table 2. 
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Table 2 Initialization Range of Benchmark Functions 
Function Initialization Range 

Ellipsoidal Function (-100 to 100) 

Rosenbrock Function (-30 to 30) 

Griewank Function (-600 to 600) 

Ackley Function (-32,768 to 32,768) 

All test functions were run with 10 and 20 dimension settings. For 10 dimension algorithms were run 
for 1000 iteration and for 20 dimensions algorithms were run for 2000 iteration. Each function was run 
for 15 times. 

4.2 Results 

PSO, BS and BS with VPCC algorithms results on benchmark functions are given in Table 3.  
Table 3 Test Results of PSO, BS and BS with VPCC 

Function Dimension 
PSO 

Mean Best 
(Std-Dev) 

BS 
Mean Best 
(Std-Dev) 

BS with VPCC 
Mean Best 
(Std-Dev) 

Ellipsoidal 
Function 

10 0,125176 
(0,39708) 

6,33E-08 
(-2,26E-07) 

2,42E-11 
(8,98925E-11) 

20 6,115002 
(9,104639) 

0,744034 
(0,789478) 

4,2238E-05 
(6,65888E-05) 

Rosenbrock 
Function 

10 4,778433 
(2,487662) 

2,110912 
(2,352057) 

0,80326 
(1,111899) 

20 13,09686727 
(13,8583444) 

10,65285311 
(2,23640593) 

9,502027 
(5,706486) 

Griewank 
Function 

10 0,004367103 
(0,005704754) 

0,063425016 
(0,098349987) 

0,02798 
(0,057941) 

20 0,183087907 
(0,229020138) 

0,197518884 
(0,191952133) 

0,182558 
(0,185198) 

Ackley 
Function 

10 1,325490902 
(0,914628641) 

0,822298525 
(0,921644178) 

2,3E-07 
(7,17E-07) 

20 4,34005 
(1,172947) 

1,755973 
(0,736546) 

1,691745 
(0,836093) 

 

In every test cases the BS with VPCC algorithm reached the near global minimum point in a majority 
of trials. For the minority of the trials BS with VPCC algorithm has stuck on local minimums. In the 
other hand, most of the trials PSO and BS has stuck on local minimums. 

Table 3 shows that Breeding Swarm algorithm with VPCC yielded better results than original PSO 
algorithm and BS algorithm. In 20 dimension problems BS with VPCC yielded slightly better 
performance. But in 10 dimension problems BS with VPCC yielded clearly better performance except 
in the Griewank function.  

Figures 1, 2, 3, 4 shows the results of each algorithms performance on problems with 10 dimensions 
and 5, 6, 7, 8 shows the performance on the problems with 20 dimensions through the iterations.  

In general, VPCC added version of BS algorithm outperformed the original BS algorithm in every test 
cases and outperformed the original PSO algorithm in most of the cases. 
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Figure 1 Ellipsoidal Function 10 Dimension 

 

 
Figure 2 Rosenbrock Function 10 Dimension 

 

 
Figure 3 Griewank Function 10 Dimension 
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Figure 4 Ackley Function 10 Dimension 

 

 
Figure 5 Ellipsoidal Function 20 Dimension 

 

 
Figure 6 Rosenbrock Function 20 Dimension 
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Figure 7 Griewank Function 20 Dimension 

 

 
Figure 8 Ackley Function 20 Dimension 

5. Conclusion 

According to results, BS with VPCC algorithm is competitive with both PSO and BS algorithms. With 
the power of VPCC operator BS algorithm has overcome the early convergence problem and searched 
the entire search space. Because of the chaotic random number generator’s effect on the crossover 
operator, the diversity of the population is improved. Therefore, the probability of finding the global 
best solution increases.  In our research we used logistic map function for chaotic map for its simplicity. 
More complex chaotic maps might improve the randomness and gave better results but since the map 
complexity increases working time of the algorithm might be increase. 

For future research, the VPCC operator which studied here or other operators or the other processes of 
PSO or GA can be combined with chaotic number generators. Different chaotic maps could be 
investigated because different maps might give different result with same algorithm. 
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Abstract  

Most of the criminal acts are performed using criminal tools. One of the most effective ways of preventing crime 
is to observe and detect offensive weapons by security camera systems. Deep learning techniques can show very 
high-performance in observing and perceiving objects. In the current study, the performances of the pre-trained 
AlexNet, VGG16, and VGG19 models based on convolutional neural networks, were tested for the detection and 
classification of criminal tools such as guns and knives. In the study, the training process was carried out using 
transfer learning approaches such as Fine-tuning and Training from scratch based on deep architectures. To test 
the deep architectures used in the proposed study, the gun and knife datasets frequently used in the literature were 
collected and combined with new datasets obtained originally from search engines and videos, and then their 
performances were tested. In the experimental results, the VGG16 model based on fine-tuning for the two and 
three classes achieved the highest accuracy in detecting criminal devices with a rate of 99.73% and 99.67%, 
respectively. As a result, the study has observed that offensive weapons could be detected with security cameras 
using learned weights of deep architectures. 

Keywords: Pattern recognition, Gun and Knife Detection, Deep Learning, Offensive weapons, Convolutional 
Neurol Network 

1. Introduction 

Globally the number of violent incidents committed by individuals with their weapons is increasing day 
by day. In the 2019 report named the Map of the Armed Violence in Turkey released by Umut 
Foundation, an institution standing against the individual armament in Turkey, it has been stated that 
the number of violent events committed by using personal arms is arising every passing year in Turkey. 
The report has declared that individuals involving criminal acts in 2019 took their places in the media 
for 3623 disagreements. Out of these events, firearms were used in 2867 conflicts, and all kinds of sharp 
and piercing tools were used in the remaining 756 incidents. Besides, according to the foundation's 
research results obtained from other sources, it has been stated that 2,211 people died, and 3,736 people 
were injured in the same year resulting from firearms and sharp objects utilization [1].   

The Umut Foundation report also includes a comparative regional armed violence report for the years 
2015-2019. As seen in Figure 1, at least a 46% increase in the numbers of violent crimes and crime tools 
is observed in every region of Turkey between 2015 and 2019 years [1]. That people openly carry 
offensive instruments is a sign of possible acts of violence. Detection of crime weapons may prevent 
violent incidents. Governments prohibit carrying offensive weapons with sanctions, and besides, assign 
law enforcement officers to detect. Law enforcement officers make observations directly in public areas 
and also with security camera systems through computers. 

Object detection and recognition from images or videos have recently become one of the most popular 
research/application topics. Various applications such as recognitions and detections of face, vehicle, 
plant, license plate, item are performed automatically. The security sector is one of the most prominent 
areas that object detection or recognition applications can have significant effects. Today, security 
cameras are used in many living areas, and images taken from these security cameras play a primary  
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Figure 1. Umut Foundation 2015-2019 Armed Violence by Regions [1]. 

role in solving many incidents and providing information for forensic channels [2]. Usually, the usage 
of security cameras and getting crucial information for public safety are conducted by law enforcement. 
However, using computer vision systems for object perception or detection in today's technology will 
ensure reliability in the detection and reduce the law enforcement officers' workloads. Besides, since 
the computers carry out the automatic object detection and recognition processes, the law enforcement 
officers can get the information required more quickly and accurately. Research has shown that law 
enforcement officers' prompt intervention in preventing crime is of great importance [3].  

In the method's selection for this study, some studies on gun and knife detection and perception in the 
literature were examined. In their studies, Garega et al. performed feature extraction from MPEG7 
videos and made classifications using SVM algorithms to detect guns and knives through security 
cameras [4].  Gonzalez et al. conducted a real-time gun detection study in the closed-circuit security 
camera (CCTV) system. They used R-CNN based pre-trained ResNet-50 architecture [5]. Verma and 
Dhillon conducted a study for the detection of handheld guns by using Faster R-CNN, which is one of 
the deep learning techniques. They used Deep Convolution Network (DCN) for automatic gun detection 
from scattered scenes [6]. Tiwari and Verma carried out a computer vision-based visual gun detection 
study using a Harris point of interest detector. They have extracted the unrelated object from the images 
using the K-Means algorithm. They made use of the color-based sections in the appearances [7]. Kmiec 
et al. presented a new application of Active View Patterns from Computer vision techniques to detect 
the blades in images. In the examination, they sought an answer to whether there was a knife in the 
security camera images [8].  Castillo et al. made a preprocessing through the brightness guidance for 
automatic cold steel gun detection in security camera surveillance videos featured with deep learning. 
They used CNN-based ResNet architectures for detection. They also used the DaCoLT (Darkening and 
Contrast in Learning and Testing stages) technique for brightness-guided preprocessing [9]. Carrobles 
et al. conducted a Faster R-CNN-based gun and knife detection study for video surveillance. They used 
R-CNN based SqueezeNet architecture and GoogleNet architecture in their studies. In test 
measurements of the detection process, they achieved a performance score of 46.68% with GoogleNet 
architecture and 85.44% with SqueezeNet architecture [10]. Jain et al. conducted a gun detection study 
using artificial intelligence and deep learning techniques for security applications. They used the R-
CNN neural network SSD VGG-16 architecture in their work and achieved an average performance 
score of 73.8% [11]. Olmos et al. made automatic gun detection in videos using deep learning 
approaches. They used an open-access dataset. In their studies, they performed the training process with 
the CNN based R-CNN model [12].  

In this study, the pre-trained deep architecture performance was evaluated to classify guns, knives, and 
regular images. In this direction, approaches such as transfer learning and scratch were used for pre-
trained deep architectures. In the experimental studies, a comprehensive dataset containing guns, knives, 
and ordinary images was used to test the proposed system. In the experimental results, VGG16 
architecture achieved a criminal devices recognition performance of 99.73%.  
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The present study was carried out to automatically detect guns and knives that could be used in violent 
incidents. For this purpose, deep learning techniques were suggested. The measurements were made on 
high-performance GPU supported computers with AlexNet, Vgg16, and Vgg19 architectures previously 
trained with deep learning techniques. Previous object detection studies in the literature were examined, 
and the existing datasets were analyzed. To increase the dataset reliability, original and new gun and 
knife data were collected from internet pages, combined with the existing dataset, and tested with 
architectures. The architectures of the dataset used, and the test performances have been compared with 
the table. From the current study results in the literature, methods with better performance have been 
recommended for applications that require this type of perception.   

The main contributions of this study are given below: 

• In experimental studies, it has been determined that the learned weights of pre-trained Deep 
architectures provide high performance in detecting crime instruments.  

• In this study, the performances of deep architectures such as AlexNet, VGG16, and VGG19 
were evaluated, and their strengths were demonstrated.  

• The proposed study can be used in simple and real-time applications. 

2. Materıal and Method 

In this paper, we evaluated performances of deep models based on transfer learning approaches to the 
classification of gun and knife images. The general flow diagram of the proposed study is given in 
Figure 2. 

 

 
Figure 2. The general structure of the proposed study 

2.1. Dataset 

In this study, a data set suitable for the purposes was created by collecting images from open access data 
sets [9, 12-14], which have repeatedly been the source of many previous studies in the literature and 
original internet browsers and video pages [4, 15]. This dataset has 16000 images containing 9500 
knives, 3500 guns, and 3000 ordinary pictures. Sample images belonging to these classes are given in 
Figure 3.  
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(a) 

 
(b) 

 
(c) 

Figure 3. Data set example, a) Gun images, b) Knife images, c) Normal images 

2.2 Convolutional Neural Networks   

A convolutional neural network (CNN) is a neural network that has matrix multiplication and 
convolution system in at least one of its layers. CNNs must have at least one or more of the convolution 
layer, non-linearity layer, pooling layer, fully connected layer, and hidden layers (Figure 4).   

 

 
Figure 4. Convolutional Neural Network Layers 

The layers given in Figure 4 can be briefly summarized as follows [16-19]: 

• Convolutional Layer- The layer used to detect properties,  

• Non-Linearity Layer- The layer used to make the system nonlinear,  

• Pooling Layer- The layer controlling the number of weights and over-fitting,  

• Flattening Layer- Data preparation layer for classical neural network, 

• Fully Connected Layer- Standard neural network layer used for classification. 
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CNNs are inspired by people's ability to comprehend events. It is in the deep feedforward artificial 
neural networks class to analyze images. CNN uses 2D and 3D images when generating spatial and 
configuration information. Convolutional neural networks use three receptive fields, shared weights, 
and sub-sampling mechanisms to increase the models' working areas. CNNs are generally used to 
recognize patterns in images. For this reason, features within images can be encoded into architectures, 
thus making them more suitable for vision network-oriented tasks while further reducing the parameters 
required for model building. CNN applications are widely used for object detection, prediction, text 
detection, image detection, etc. [18-24]. 

2.3 Deep Architectures 

In this study, the convolutional neural network models AlexNet, VGG-16, and VGG-19 architectures, 
which were previously trained on over one million images, were used, and the comparison results were 
obtained. 

2.3.1 AlexNet Architecture 

AlexNet [25] is a convolutional neural network architecture created in 2012. It has 60 million parameters 
and 650 million neurons. AlexNet comprises five Convolutional Layers and three Fully Connected 
Layers. The Multiple Convolutional Kernels layer (Filters layer) discerns unusual features in an image. 
There are usually plenty of same-size cores in a single convolution layer. For example, AlexNet's first 
Conv Layer contains 96 cores at 11x11x3. The width and height of the cores are usually the same sizes. 
The Max Pooling layer comes after the first two-convolutional layers. The third, fourth and fifth 
convolutional layers directly connect. The Overlapping Max Pooling layer, whose output goes to a series 
of two fully connected layers, follows the fifth convolutional layer. The fully connected second layer is 
followed by a 1000 class labeled Softmax classifier [26-27]. For the Alexnet architecture, images should 
be specified as 256x256 inputs. The structure of the AlexNet architecture given in Figure 5. 

 

 
Figure 5. AlexNet Architecture 

2.3.2 VGG Architecture 

The VGG-16 architecture [28], including 21 main layers, consists of convolutional, pooling, and fully 
connected layers. Its architecture has an increasing network structure. The image input resolution must 
be 224x224 pixels in size. In this architecture, the last layers comprise fully connected layers used for 
feature extraction [29-30]. The structure of the VGG16 architecture given in Figure 6. 
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Figure 6. VGG16 Architecture 

VGG-19 architecture [28] with 24 main layers consists of 16 convolutional, five pooling, and three fully 
connected layers. Since VGG-19 has a deep network, the filters are used in the convolution layer to 
reduce the parameters' number. In this architecture, the image input size is 3x3 pixels. The VGG-19 
architecture contains nearly 138 million parameters [29-30]. The structure of the VGG19 architecture 
given in Figure 7. 

 

 
Figure 7. VGG19 Architecture 

2.4 Transfer learning approaches 

Pre-trained deep models contain parameters that have been trained using a large multi-class data set. 
Two transfer learning approaches, Fine-tuning and Training from scratch are available to use these deep 
models in other data sets. The fine-tuning method uses the learned weights of pre-trained deep models. 
This approach is based on adapting deep architectures by replacing the last three layers with new three 
layers to solve another classification problem. On the other hand, the Training from scratch approach 
uses the pre-trained model architecture to train the dataset accordingly. The starting weights of the model 
begin randomly [21, 31]. 

3. Experimental Works 

The experimental studies were performed using MATLAB (R2020a) software on a computer equipped 
with RTX 2080 GPU card, 32 GB Ram, and Intel Core i7. In experimental studies, 2-class and 3-class 
data sets were used. These data sets were split into training and test sets, at the ratios of 80-20%, 60-
40%, 40-60%, and 20-80%, and a comprehensive experimental study was conducted for each. Besides, 
the network parameters used for training the pre-trained ESA architectures used in this study are given 
in Table 1. 

Table 1 The deep network parameters used in the current study. 
Mini-batch size 8-16 
Maximum epoch number 5-20 
Weight decay factor 0.01 
Initial learning rate 0.0001 

Optimization method SGDM (Stochastic Gradient Descent 
with Momentum) 

 

Accuracy scores obtained in the experimental study performed for the 2-class (knife and normal) data 
set are given in Table 2.   
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Table 2 Accuracy scores (%) for the 2-class data set 
Approaches Models 80-20 60-40 40-60 20-80 Average 

Fine-tuning 
Alexnet 98.80 98.31 97.39 96.48 97.74 
VGG16 99.73 99.65 99.42 98.77 99.38 
VGG19 99.65 99.53 99.25 98.66 99.27 

Training from 
scratch 

Alexnet 87.87 87.09 84.05 79.40 84.58 
VGG16 84.73 83.57 80.23 74.38 80.72 
VGG19 83.76 79.46 77.46 75.40 79.02 

In Table 2, separation values for four different training/test clusters are used, and separate results are 
given for each. According to these results, among deep models based on the fine-tuning approach, the 
VGG16 architecture achieved the highest accuracy on average, while the AlexNet architecture showed 
the lowest performance. On the other hand, among deep models based on the training from scratch 
approach, the Alexnet architecture obtained the highest accuracy on average, while the VGG19 
architecture achieved the lowest performance. Additionally, the VGG16 architecture based on the Fine-
tuning approach obtained the highest accuracy score among deep models with a 99.73% success for 
separating training/testing clusters as 80-20, while an 87.87% score was obtained with the AlexNet 
architecture based on the training from scratch approach. The confusion matrices of the highest 
performance based on these fine-tuning and the training from scratch approaches are given in Figure 8. 

  
(a) (b) 

Figure 8. Confusion Matrices of proposed deep model based approaches to 2-class, a) Fine-tuning, 
b) Training from scratch. 

The accuracy scores obtained in the experimental studies performed for the 3-class (knife, gun, and 
ordinary) data set are given in Table 3.   

Table 3 Accuracy scores (%) for the 3-class data set 
Approaches Models 80-20 60-40 40-60 20-80 Average 

Fine-tuning 
Alexnet 98.86 98.68 97.82 96.72 98.02 
VGG16 99.62 99.41 99.29 98.64 99.24 
VGG19 99.59 99.27 99.15 98.59 99.15 

Training 
from scratch 

Alexnet 86.77 85.25 80.48 72.86 81.34 
VGG16 85.74 83.31 78.18 70.03 79.31 
VGG19 83.67 79.69 74.04 64.64 75.51 

As seen from Table 7, the average highest accuracy among deep models based on the Fine-tuning 
approach was achieved as 99.24% with the VGG16 model, while the AlexNet model using the training 
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from the scratch approach achieved an 81.34% success rate. In terms of the 80-20 separation value of 
training/test clusters, the highest accuracy score among the deep models was achieved with a 99.62% 
rate by the VGG16 architecture based on the fine-tuning approach. Confusion matrices of the highest 
performance among deep models based on the fine-tuning and training from the scratch approaches are 
given in Figure 9.  

 

  
(a) (b) 

Figure 9. Confusion Matrices of proposed deep model based approaches to 3-class, a) Fine-tuning, 
b) Training from scratch. 

As a result, it has been observed that the fine-tuning approach provides higher performance than the 
training from the scratch approach for pre-trained deep models. Besides, according to the results 
obtained from all experimental studies, the highest accuracy among deep models based on the fine-
tuning method was obtained with the VGG16 model, while the AlexNet model got the highest score by 
using the training from scratch approach. 

4. Discussion 

Nowadays, most offensive actions are committed with criminal tools. One of the most effective ways of 
preventing malignant acts is to observe and detect the weapons in advance through security cameras. 
Many studies in the literature deal with the classification of criminal instruments such as guns and knives 
utilizing visuals containing offensive images. These studies are detailed in Table 4. 

Table 4 Comparison of the proposed approach with previous studies 

References Methods Number of 
Classes 

Number of 
Images 

Accuracy 
(%) 

[32] Fine-tuning based LeNet 3 12,000 99 

[33] 
Visual vocabularies and deep 
features 4 1,950 95 and above 

[2] Alexnet+SVM 2 2,000 95 
[15] Fuzzy classification model 2 12,899 86 
[34] VGGNet  3 5,504 98.41 

The current study Fine-tuning based VGG16 
2 12,899 99.73 
3 14,481 99.62 

In Table 4, the accuracy scores of previous studies using knives, guns, and ordinary images are given. 
In these researches, generally, deep-learning-based models were used. In Table 4, it is observed that the 
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current study has used more visuals than other works. As a result, it has been observed that the proposed 
research achieved a higher accuracy score than previous studies. 

5. Conclusion 

This study assessed the performances of deep convolutional neural networks based on different 
approaches for the classification of criminal tools. For this purpose, pre-trained AlexNet, VGG16, and 
VGG19 models were used. The performances of these models were calculated using Fine-tuning and 
Training from scratch approaches. As a result of extensive experimental studies, it was clearly observed 
that nearly 100% accuracy was obtained using the learned weights of deep architectures in the detection 
of crime tools. As a result, the study has observed that offensive weapons could be detected with security 
cameras using learned weights of deep architectures. In future studies, we are planning to detect video-
based criminal devices using a deep neural network. 
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Abstract 

Brain injuries are significant disorders affecting human life. Some of these damages can be completely eliminated 
by methods such as drug therapy. On the other hand, there is no known permanent treatment for damages caused 
by diseases such as Alzheimer, Autism spectrum disorder (ASD), Multiple sclerosis and Parkinson. Treatments 
aimed at slowing the progression of the disease are generally applied in these types of disorders. For this reason, 
essential to diagnose the disease at an early phase before behavioral disorders occur. In this study, a study is 
presented to detect ASD through resting-state functional magnetic resonance imaging rs-fMRI. However, fMRI 
data are highly complex data. Within the study's scope, ASD and healthy individuals were distinguished on 871 
samples obtained from the ABIDE I data set. The long short-term memory network (LSTM), convolutional neural 
network (CNN) , and hybrid models are used together for the classification process. The results obtained are 
promising for the detection of ASD on fMRI. 

Keywords: Deep learning, RNN, rs-fMRI, Autism Spectrum Disorder 

1. Introduction 

The brain is the core member of the nervous system and one of the human body's essential organs [1]. 
For this reason, the functioning of the brain has always been an area of interest for researchers. Brain 
functions may be partially or wholly impaired over time for many reasons, such as living conditions and 
genetic factors. These impairments in brain functions lead to the emergence of some diseases. Multiple 
sclerosis (MS), Attention deficit hyperactivity disorder (ADHD), Parkinson's, ASD and depression are 
some of these diseases. Depression, one of the disorders, can be treated entirely with drugs [1]. 

On the other hand, there is no known definitive treatment for diseases such as MS, Parkinson's, and 
ASD [1]. Therefore, the progression of the disease is controlled rather than curing it completely. 
However, in most cases, diseases can only be diagnosed after complications have occurred. In this 
situation, patients are exposed to irreversible damage [1]. In this respect, diagnosing diseases at an early 
stage is one of the critical issues. 

Many different methods are used to detect impairments in brain functions. Methods such as 
magnetoencephalography (MEG) and positron emission tomography (PET) are some of them. Similarly, 
Electroencephalography (EEG) and rs-fMRI are some of the methods used. Compared to other methods, 
rs-fMRI provides much better spatial resolution [2]. Besides, it provides a temporal resolution of brain 
functions [2]. In this noninvasive method, activities in the brain are evaluated by following the 
movements in oxygen levels in the blood [2,3]. Two different methods are used for fMRI [1]. These are 
called task-based fMRI and resting-state fMRI [1]. It is possible to diagnose ASD using the rs-fMRI 
method [4]. 

ASD is an extremely complicated neurodevelopmental disorder and it is getting more common day by 
day [1,4]. Many comorbid disorders such as seizures, anxiety, and intellectual impairment can occur in 
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this disease [5,6]. According to a report prepared in 2013, it appears that one in 55 children between the 
ages of 6 and 17 is diagnosed with ASD [7]. Mild or severe disorders that affect social interaction, 
communication, behavior, and imagination can be seen in patients with ASD [8-11]. Until today, 
diagnoses of ASD in childhood have generally been made based on the data obtained from clinical 
interviews and behavioral observations [1]. One of the most significant weaknesses in traditional 
diagnostic techniques is that the diagnosis can be made after substantial behavioral disorders occur [1]. 
On the other hand, it is crucial to diagnose these disorders early before behavioral disorders arise [1]. It 
is vital to improving diagnostic accuracy based on medical imaging techniques such as fMRI [12,13]. 

In recent years, studies on the use of machine learning (ML) techniques have gained momentum to 
increase the accuracy of diagnosis in neurological disorders and reduce physicians' workload [1,4]. ML 
are artificial intelligence applications that can automatically learn and detect patterns over a group of 
data [14,15]. ML has been used successfully in many tasks, where using traditional algorithms is 
difficult or not possible. One of the essential advantages of machine learning is making consistent and 
high-performance predictions using complex and nonlinear relationships between features [16]. In this 
direction, they can identify complex relationships that people cannot see directly. Accordingly, ML 
algorithms have been used successfully in different tasks such as disease diagnosis [17-20] and 
evaluation of EEG data [19,21]. 

With the Autism Brain Imaging Data Exchange I (ABIDE I) [22] data set, studies for detecting ASD on 
fMRI images gained speed [1]. In this direction, in the study conducted in [23], Various algorithms such 
as Linear Discriminant Analysis (LDA), Random Forest (RF) and Support Vector Machine (SVM) were 
used in the ABIDE data set. In addition, neural network algorithms such as Multi-Layer Perceptron 
(MLP) are also used for ASD detection in the ABIDE data set. ASD detection has been carried out. The 
tests performed achieved the highest performance by using MLP with 56.26% [23]. In another study 
performed using a CNN on ABIDE I data set, a classification success of 72.73% was obtained [24]. In 
another study, only NYU Langone Medical Center data were used instead of the entire ABIDE I data 
set [4]. A success of 90.39% was achieved in the tests performed using the deep neural network. On the 
other hand, using data from only one clinic instead of the entire data set stands out as an essential 
deficiency. When the entire whole ABIDE set is evaluated together, it is seen that the data is obtained 
from different brand devices in different locations and under different settings. In this case, it stands out 
as a factor that significantly affects the classification accuracy. 

In this study, hybrid approaches using CNN, LSTM and both are suggested for ASD detection on fMRI 
images. While CNNs are very successful in detecting spatial dependencies, LSTMs are very successful 
in detecting temporal dependencies. Accordingly, it is evaluated that hybrid models formed by CNN 
and LSTM models on fMRI data with temporal and spatial dependencies can provide more successful 
results by detecting both spatial and temporal dependencies. The results obtained are promising in terms 
of detecting ASD on medical images. 

2. Materials and Methods 

2.1 Datasets 

Used the ABIDE 1 dataset for making our study comparable with existing studies [22]. The dataset 
includes rs-fMRI brain images, phenotypic information and structural MRI (T1-weighted) of 1112 
subjects, composed of 2 different groups, 539 ASD and 573 typical controls (TC). The data are gathered 
from 17 various institutions and brought together and made available to all researchers for use in 
scientific research. Studying on the ABIDE 1 data set is difficult due to the heterogeneity of the subjects, 
large number of diversity, and the lack of some data sets within the dataset. ABIDE 1 dataset is 
accessible on various websites of organizations operating in this field. Since these websites belonging 
to independent communities from each other receive the data independently, the differences between 
the data on the websites are very critical. To make our study consistent, we used the same 871 samples 
from the ABIDE 1 data set [23], [24], [25]. Of the 871 subjects, 403 patients were ASD and 468 were 
TC patients.  
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2.2 Brain Network 

As is known, a network consists of edges and nodes. Creating a network representing a brain with 
functional MR data is quite complex, as it is difficult to detect intricate nodes and edges [26], [27]. If 
edges and nodes are misidentified, the network that studying can become extremely difficult to analyze 
[28]. The two most commonly used methods to describe a network are ROI-based [24] and voxel-based 
[29] parcellation schemes. In voxel-based approaches, each voxel in the MRI data is defined as a node. 
In addition, the connection between each voxel is expressed as an edge [30]. In this approach, ROIs are 
not considered to have the main effect on brain function [31]. Additionally, in ROI parcellation schemes, 
the data of the human brain is split into several different ROIs. Here all ROIs are defined as nodes. There 
are also connections between these ROIs. These connections are called endpoints. It is possible that 
ROIs can be expressed anatomically. This means that ROIs correspond to several anatomical parts of 
the brain, namely the hippocampus, perirhinal cortex, fissure, pons, and the like [31]. Anatomical atlases 
in which the cortex is separated according to anatomical features are widely used in neuroimage studies.  

In this study, we used multiscale functional brain parcels. Brain parcels were created using a method 
known as the bootstrap analysis of stable clusters called BASC [32]. Scales were selected using a data-
based method called MSTEPS [33]. There are different scales in this method. In this study, the scale is 
set to 122. An edge in a network of brain implies a basic connection between two nodes. An edge 
between a pair of ROIs is usually weighted with the Pearson correlation coefficient (PCC). For this 
process, time-series of the brain network obtained from rs-fMRI measurements are used. PCC 𝑟𝑟𝑥𝑥𝑥𝑥 
calculated as follows: 

𝑟𝑟𝑥𝑥𝑥𝑥 =  
∑ (𝑥𝑥𝑏𝑏 − 𝑥𝑥𝑚𝑚)(𝑦𝑦𝑏𝑏 −  𝑦𝑦𝑚𝑚)𝑠𝑠
𝑏𝑏=1

�∑ (𝑥𝑥𝑏𝑏 − 𝑥𝑥𝑚𝑚)2𝑠𝑠
𝑏𝑏=1 �∑ (𝑦𝑦𝑏𝑏 −  𝑦𝑦𝑚𝑚)2𝑠𝑠

𝑏𝑏=1
 (1) 

Where, x and y is time series, s is length,  𝑥𝑥𝑏𝑏 and 𝑦𝑦𝑏𝑏 are the b-th components of time series, also 𝑥𝑥𝑚𝑚 and 
𝑦𝑦𝑚𝑚 are means of the time series x and y. In addition, the pre-processed version of the ABIDE 1 data set 
was used in this study. Information of the pre-processing phases are given in study [34]. 

2.3 Recurrent Neural Network 

Artificial neural networks have a variety of implementation fields. Over time, various versions of 
artificial neural networks have been specialized in analyzing different types of data. For example, CNNs 
are specialized for the processing of matrix-type data such as images, whereas recurrent neural networks 
(RNNs) have also been developed for the processing of sequence data [35]. Traditional feed-forward 
neural networks (FFNNs) take only existing samples to which they are exposed as input. Differently, 
RNNs apply what they perceive over time as input as well as existing samples.  

The input sequence is given as [𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑘𝑘] and 𝑥𝑥𝑖𝑖 ∈ ℝ𝑑𝑑 is allowed. Here the value of k can vary 
depending on the length of the sequences. For each step of the RNN model, it generates a hidden state 
of the sequence [ℎ1,ℎ2, … ,ℎ𝑘𝑘]. Where, ℎ𝑡𝑡−1  is the previous hidden state and 𝑥𝑥𝑡𝑡 is the current input, the 
activation of the hidden state at time t can be written as: 

ℎ𝑡𝑡 = 𝑓𝑓(𝑥𝑥𝑡𝑡 ,ℎ𝑡𝑡−1) (2) 

Unlike traditional FFNNs, RNNs have a repeating layer. Through this layer, the state information 
generated by the FFNN is stored and reapplied to the network along with the input information. In other 
words, RNNs have a memory that keeps what has been calculated until now [36]. Figure 1 shows the 
representation of the RNN. 
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Figure 1 Recurrent neural network representation. 

 

2.4 Long Short-Term Memory Network 

LSTM is a special form of RNN. It can learn long term dependencies. This model was first proposed in 
the mid-90s [36] and is widely used today [37]. As mentioned in the above sections, RNNs aim to store 
and transfer the state information of the artificial neural network while working on arrays. However, it 
is often not possible to transfer it without breaking long-term dependencies due to the constant 
processing and transmission of state information. 

Although it aims to store and transfer the state information of the artificial neural network while 
operating on the arrays in RNNs, it is not possible to transfer the status information without breaking 
the long-term dependencies due to the continuous processing and transfer of the state information. This 
means the short-term dependencies in the sequence can be effectively transferred. However, there is a 
problem in the transfer of long-term dependencies. LSTMs are a special model designed to solve this 
problem.  

All RNN-based networks consist of repetitive structures as a chain. In standard RNNs, each of these 
structures usually consists of a tanh layer or a similar single layer. Figure 2 shows the internal structure 
of a standard RNN. The feature that distinguishes LSTMs from standard RNNs is that their internal 
structure is different, as seen in Figure 3. 

 

 
Figure 2 Standard RNN module structure with a single layer. 

 

 
Figure 3 Recurring LSTM module structure with four interactive layers. 
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An LSTM module consists of input, forget and output gates. The forget gate uses a sigmoid function. 
This function takes a value between 0 and 1. At state 0, no information is transmitted. 1 means that all 
must be transmitted. The mathematical model of this gate can be expressed as: 

ƒt = σ(Wf[ht−1, xt] + bf) (3) 

Then another sigmoid function decides what information needs to be updated. In addition, a list of 
candidate values is created and the two operations are combined. Where 𝐶𝐶𝑡𝑡�   is a list of candidate values, 
these two operations can be expressed mathematically as follows: 

it = σ(Wi[ht−1, xt] + bi) (4) 

C� = tanh(WC[ht−1, xt] + bC) (5) 

The new status information of the memory cell can be calculated as follows: 

Ct = ftCt−1 + itC�t (6) 

Finally, the output of the system ℎ𝑡𝑡 is calculated as follows: 

ht = ot tanh(Ct) (7) 

2.5 Bidirectional RNN Models 

In the standard RNN and LSTM models, the representations of previous time steps are learned. In some 
of its applications, the content may need to be learned in its future representations in order to better 
grasp the content and remove ambiguities. It is performed in both processes in bidirectional models. The 
main difference is that the forward propagation process is calculated in two steps. First of all, values are 
calculated from the first time step to the last time step. Then, starting from the last time step, the values 
are calculated up to the first time step. 

2.6 Convolutional Neural Networks 

CNN, a type of multiple layered neural network model, was first recommended for computer based 
vision problems [35,38] and has been used successfully in many image-related applications. CNN’s are 
largely similar to feed-forward neural networks but show differences in the connection between neurons 
in neighbor layers. CNN models are commonly used by convolution, fully connected and pooling layers. 

The size of filter and the generated quantity of maps are used to identify the convolution layer. This 
layer is the most basic and important unit that forms the CNN. The convolution layer neurons are linked 
to just a miniature piece of the inlet and extend across the whole measurement of the data applied to the 
inlet. Then, in the forward propagation phase, dot multiplication is performed between the input data 
and the filters and a 2-dimension of activation map is created. However, the information required to 
learn the CNN model is generally nonlinear, but the convolution process is a method involving linear 
operations such as matrix multiplication and others. Therefore, the non-linearity of the CNN model is 
improved by applying ReLU (Rectified Linear Units), which is an unsaturated activation function. 
ReLU can be expressed as: 

  𝑓𝑓(𝑥𝑥) = � 𝑥𝑥,                𝑥𝑥 ≥ 0
0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒             (8) 

Also, another important layer is the pooling layer in which down-sampling operations are performed. 
There are many pooling methods used in the literature, but the two most commonly used methods are 
maximum pooling and average pooling. In this study, maximum pooling was used. With this method, 
the input split into non-overlapping rectangles, and only the maximum value is taken from each sub-
part. The neurons belonging to the fully connected layer are connected to every neuron in the layers 
before and after the layer, as in traditional artificial neural networks, and may use in the output layer 
with softmax or another classifier. 
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3. Model Setup & Evaluation Metrics 

3.1 Model Parameters 

In order to compare our study with existing studies, 871 samples in the ABIDE I data set were used [23–
25, 39]. While 403 records are associated with patients diagnosed with ASD, the remaining 468 samples 
constitute the control group.  

In this study, 7 different models including standard RNN, LSTM, CNN and these were used for ASD 
detection. A total of 7381 features were obtained as described in the sections above. Features were 
applied by adjusting to 61x121 dimensions in all models. 

The proposed CNN model consists of 4 learnable layers. The first layer contains a convolution layer of 
32 filters of 3x3 dimensions. In this layer, ReLU is used as the activation function. Next is a dropout 
layer with a value of 0.2. After the dropout layer, there is a 2x2 max-pooling layer. After these layers, 
there are convolution, dropout, and max-pooling layers, respectively. All these layers have the same 
property values as the first layers. This layer's output is implemented as an entry into a fully connected 
layer consisting of 150 nodes. The activation function of the fully connected layer is sigmoid. After this 
stage, there is another dropout layer, which is the value of 0.2. At the last stage, there is a fully connected 
layer consisting of 1 node and having a sigmoid activation function. 

In the CNN-RNN model, unlike the CNN model given above, instead of a fully connected layer 
consisting of 150 nodes, there is an LSTM layer consisting of 150 nodes to perceive temporal 
dependencies. All other values are the same as for the CNN model. The CNN-BiRNN model also has a 
BiRNN layer instead of the RNN layer. 

The first layers of the RNN and LSTM models are respectively RNN and LSTM layers, consisting of 
150 units. The activation function of the RNN and LSTM layers is the Scaled Exponential Linear Unit 
(SELU). With λ and α constant values, the SELU function can be expressed as: 

𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠(𝑥𝑥) =  λ �𝑥𝑥                  𝑒𝑒𝑓𝑓 𝑥𝑥 > 0
𝛼𝛼𝑒𝑒𝑥𝑥 − 𝛼𝛼      𝑒𝑒𝑓𝑓 𝑥𝑥 ≤ 0  (9) 

After this layer, there is a dropout layer of 0.2. The last layer contains a fully connected layer consisting 
of 1 node. Detailed parameters of models are given in Table 1. 

3.2 Performance Evaluation Metrics 

The rs-fMRI images used in our study consist of two separate classes; these are the patients diagnosed 
with ASD and the control group. Therefore, a binary classification process is carried out. Several 
different metrics were used to evaluate the performance of models. The performance evaluation criteria 
used in this study 10-fold cross-validation, classification accuracy (ACC), sensitivity (SENS) and 
specificity (SPEC) analysis. 

Tests on the ABIDE I data set were carried out using the 10-fold cross-validation method. The main 
purpose of this process is to use each data for both training and testing. 

The formulas used to calculate the classification accuracy can be expressed as follows, where n is the 
test data set, "cn" is the class of n value, Estimate (n) n is the result of the classification process, and k 
is the total number of groups in the data set. 

𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠𝑟𝑟𝐴𝐴𝐴𝐴𝑦𝑦(𝑁𝑁) =
∑ 𝑒𝑒𝑒𝑒𝑜𝑜𝑒𝑒𝑒𝑒𝐴𝐴𝑜𝑜𝑒𝑒(𝑛𝑛𝑖𝑖)

|𝑁𝑁|
𝑖𝑖=1

|𝑁𝑁| ,   𝑛𝑛𝑖𝑖 ∈ 𝑁𝑁 

 

(10) 

𝐸𝐸𝑒𝑒𝑜𝑜𝑒𝑒𝑒𝑒𝐴𝐴𝑜𝑜𝑒𝑒(𝑛𝑛) = �1,     𝑒𝑒𝑓𝑓 𝑒𝑒𝑒𝑒𝑜𝑜𝑒𝑒𝑒𝑒𝐴𝐴𝑜𝑜𝑒𝑒(𝑛𝑛) = 𝐴𝐴𝑛𝑛
0,     𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                        

(11) 
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𝐶𝐶𝑠𝑠𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑓𝑓𝑒𝑒𝐴𝐴𝐴𝐴𝑜𝑜𝑒𝑒𝑜𝑜𝑛𝑛 𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠𝑟𝑟𝐴𝐴𝐴𝐴𝑦𝑦(𝑀𝑀𝑀𝑀) =
∑ 𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠𝑟𝑟𝐴𝐴𝐴𝐴𝑦𝑦(𝑁𝑁𝑖𝑖)

|𝑘𝑘|
𝑖𝑖=1

|𝑘𝑘|     

 

(12) 

ACC alone may not provide enough information to perform the performance evaluation of the 
classification process. 

Therefore, additional evaluations, such as SENS and SPEC, can help evaluate the final performance. 
Here, the SENS term gives information about the proportion of correctly predicted positive classes, 
while the SPEC term provides information about the correctly predicted negative classes. 

Here, true positive (TP), ASD decision should be made while ASD diagnosis should be made, true 
negative (TN), control decision should be true negative (TN), false positive (FP), ASD decision when 
control sample should be, and false negative (FN) SENS and SPEC values can be expressed as follows, 
including those who were mistakenly decided to control while ASD should be diagnosed. Sensitivity 
and specificity can be expressed as follows: 

𝑆𝑆𝑒𝑒𝑛𝑛𝑒𝑒𝑒𝑒𝑜𝑜𝑒𝑒𝑆𝑆𝑒𝑒𝑜𝑜𝑦𝑦 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑁𝑁
    (13) 

𝑆𝑆𝑆𝑆𝑒𝑒𝐴𝐴𝑒𝑒𝑓𝑓𝑒𝑒𝐴𝐴𝑒𝑒𝑜𝑜𝑦𝑦 =
𝑇𝑇𝑁𝑁

𝑇𝑇𝑁𝑁 + 𝐹𝐹𝑇𝑇
     (14) 

 
Table 1 Detailed scanning parameters of models 

 CNN CNN-RNN RNN LSTM 

1. Layer 

Convolutional Layer 
Filter Count: 32, Filter 
Size: 3x3 
Activation: ReLU 

Convolutional Layer 
Filter Count: 32, Filter 
Size: 3x3 
Activation: ReLU 

RNN Layer 
Node Count: 150 
Activation: SELU 

LSTM Layer 
Node Count: 150 
Activation: SELU 

2. Layer Dropout Layer 
Value:0.2 

Dropout Layer 
Value:0.2 

Dropout Layer 
Value:0.2 

Dropout Layer 
Value:0.2 

3. Layer Max-pooling 
Size: 2x2 

Max-pooling 
Size: 2x2 

Fully Connected Layer 
Node Count: 1 
Activation: Sigmoid 

Fully Connected Layer 
Node Count: 1 
Activation: Sigmoid 

4. Layer 

Convolutional Layer 
Filter Count: 32, Filter 
Size: 3x3 
Activation: ReLU 

Convolutional Layer 
Filter Count: 32, Filter 
Size: 3x3 
Activation: ReLU 

  

5. Layer Dropout Layer 
Value:0.2 

Dropout Layer 
Value:0.2   

6. Layer Max-pooling Layer 
Size: 2x2 

Max-pooling Layer 
Size: 2x2   

7. Layer 
Fully Connected Layer 
Node Count: 150 
Activation: Sigmoid 

RNN Layer 
Node Count: 150 
Activation: SELU 
 

  

8. Layer Dropout Layer 
Value:0.2 

Dropout Layer 
Value:0.2   

9. Layer 
Fully Connected Layer 
Node Count: 1 
Activation: Sigmoid 

Fully Connected Layer 
Node Count: 1 
Activation: Sigmoid 
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4. Results and Discussion 

Early diagnosis of ASD is very important in keeping the progression of the disease under control. On 
the other hand, today's diagnostic methods are based on observing behavioral disorders caused by the 
disease. At this stage, the disease has already caused permanent, irreversible damage. In this respect, it 
is very important to diagnose ASD at an early stage using medical imaging techniques instead of 
following behavioral disorders [12,13]. In this study, a study on ASD detection on rs-fMRI data is 
presented. Compared to many techniques such as rs-fMRI, MEG, PET and EEG, it provides much better 
spatial resolution and an acceptable temporal resolution. 

Table 2 Average classification performances  
METHOD ACC SENS SPEC 
RNN 74.74 72.95 76.28 
BiRNN 74.51 68.73 79.49 
LSTM 74.4 66.25 81.41 
BiLSTM 74.51 72.21 76.5 
CNN 70.26 66.01 73.93 
CNN-RNN 67.28 57.57 75.64 
CNN-BiRNN 67.51 65.51 69.23 

Table 2 shows the average classification performances obtained by 10-fold cross-validation tests. When 
the classification results are examined, it is seen that the highest performance value is provided by RNN 
with 74.74%. Similarly, the best score with 72.95% in the SENS value was again provided by RNN. On 
the other hand, in SPEC value, the best score belongs to LSTM model. The SPEC value for LSTM was 
81.41%. In general, it is seen that the classification performance of RNN and LSTM based models are 
very close to each other. On the other hand, the performance of CNN-based models is significantly 
lower than other models. The classification success for CNN, CNN-RNN and CNN-BiRNN models 
were 70.26%, 67.28% and 67.51%, respectively. While CNNs are very good at capturing spatial 
dependencies, RNN-based networks are good at capturing temporal dependencies [30]. Depending on 
the brain network used here, it can be evaluated that temporal dependencies are significantly more 
dominant. On the other hand, it is seen that the performances of all LSTM and RNN models are close 
to each other in terms of classification performance. As mentioned in the above sections, LSTM is 
essentially a special type of standard RNN model. It is successful in eliminating the disadvantages of 
standard RNN models in capturing long-term dependencies. When the current results obtained with 
RNN and LSTM models are evaluated, it can be evaluated that long-term dependencies do not affect 
the classification performance too much. In addition to these, it is seen that the BiRNN and BiLSTM 
models do not change their classification performance much. However, it appears to affect SENS and 
SPEC values. 

As seen in Graphic 1 and 2, the classification performance of RNN, BiRNN, LSTM and BiLSTM 
models are very close to each other. However, the SENS values of RNN and BiLSTM models are 
significantly better than other models. In Graphic 3, box plot representations of SENS values of 4 
different models can be seen. Here, the SENS value will decrease if a person who needs to be diagnosed 
with the disease is mistakenly called healthy. That is, the decrease in the number of FNs is more critical 
in terms of preventing permanent body damage that may be caused by the disease at an early stage. 
Graph 1 shows the comparison of ACC values on a fold basis. Also, in Graph 2, boxplot representation 
of ACC values obtained from RNN, BiRNN, LSTM and BiLSTM models can be seen. When the results 
are evaluated, it is seen that the RNN model provides stable results in a narrower range. When the values 
given in Graph 2 are examined, it is seen that the behaviors of the SENS values of RNN and BiLSTM 
models are close to each other. However, it is seen that the peak values obtained for SENS in the RNN 
model are better. As a result, it can be evaluated that long-term dependencies do not have a significant 
effect on performance for the current features used. 
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Graph 1 Comparison of ACC values on a fold basis 

 

 
Graph 2 Box plot representation of ACC values on a fold basis 
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Graph 3 Box plot representation of SENS values on a fold basis 

 

Graph 4 shows a comparison of SPEC values for four models. The highest performance at the average 
SPEC value belongs to the LSTM model. In the RNN, LSTM, and BiLSTM models, values closer to 
each other were obtained on the basis of each fold. In the BiRNN model, the lowest and highest values 
were realized in a wider range than other models. In addition, the SPEC values of all models are higher 
than SENS values. It is considered that the reason for this is that machine learning models are generally 
prone to the majority class. 

 
Graph 4 Box plot representation of SPEC values on a fold basis  
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Finally, we compare our study with other studies in the literature. Table 3 shows the comparison of the 
models used in this study with other studies in the literature. There are a total of 1112 samples in the 
ABIDE 1 data set. However, instead of using the entire data set, studies are carried out using different 
numbers of samples in line with certain criteria. In addition, the properties and classification methods 
used may differ. In order to make a healthy comparison, we list the sections mentioned above in Table 
3. In addition to these, different validation methods can be used in ASD studies. All of the studies shown 
in Table 3 used 10-fold cross-validation. When the results given in Table 3 are evaluated, it is seen that 
the highest performance value was obtained in the study performed using power atlas and linear 
discriminant analysis (LDA) [39]. In the proposed method, a power brain atlas was applied to the pre-
processed data. Then, correlation matrices were created using PCC. The feature selection process was 
applied to the 264x264 dimensional representations created and finally classified with LDA. Here, the 
performance value was obtained as 77.7% [39]. The lowest performance value given in Table 3 is 
Abraham et al. It was obtained in the study performed by [24]. They used more than one brain atlas for 
ASD detection [24]. As a result, they reached a performance value of 66.8% in the study [24]. In this 
study, the second-highest value among the results given in Table 3 was obtained by using a total of 7381 
features in 61x121 dimensions. These results confirm the success of RNN-based networks in capturing 
temporal correlations. It is better than this study with the value obtained in [39]. However, it is evaluated 
here that the main factor affecting the performance is the extracted features rather than the classification 
algorithm. In future studies, it is planned to test the models used in this study on different features. 

 

Table 3: Comparison of ACC values with other studies in the literature 

Authors Features Classification  
Method 

Subject 
Number Acc. (%) 

Wong et al. [23] Harvard-Oxford Atlas / 
Riemannian and Correlation Matrix Logistic Regression-𝑠𝑠2 871 71.7 

Dvornek et al. [40] Craddock 200 Atlas / Phenotypic Data LSTM 1100 70.1 

Heinsfeld et al. 
[41] Craddock 200 Atlas / PCC 

Denoising 
Autoencoder, 

Deep Neural Network 
1035 70 

Abraham et al. 
[24] 

Multiple Atlas (Harvard-Oxford, 
Structural, Yeo Functional, Craddock 

200 etc.) 

Support Vector 
Classifier-𝑠𝑠2 871 66.8 

Khosla et al. 
[43] 

Multiple Atlas 
(Harvard-Oxford, Craddock 200, 
Craddock 400, Dosenbach 160, 

Eickhoff-Zilles etc.) 

3D CNN 774 73.3 

Parisot et al. [25] Harvard-Oxford Atlas / PCC CNN 871 69.5 

Mostafa et al. [39] Power Atlas / PCC, Sequential Feature 
Selection LDA 871 77.7 

In this study BASC Atlas, MSTEPS Standart RNN 871 74.7 

In this study BASC Atlas, MSTEPS BiRNN 871 74.5 

In this study BASC Atlas, MSTEPS LSTM 871 74.4 

In this study BASC Atlas, MSTEPS BiLSTM 871 74.5 
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5. Conclusion 

In this study, an approach is presented to detect ASD on rs-fMRI data. Within the scope of the study, 
871 samples in the ABIDE I data set were used. While 403 of these samples contain ASD, 468 are 
control samples. 

rs-fMRI data provide information about brain functions in temporal and spatial domains. Accordingly, 
the performances of RNN-based models, which are very successful in detecting temporal relations 
between data, and CNN models, which are successful in capturing spatial dependencies, have been 
compared in this study. The highest ACC and SENS values were obtained with the standard RNN model. 
ACC and SENS values are 74.74% and 72.95%, respectively. The classification performance of LSTM 
models is also very similar to the standard RNN model. However, the performance values of the CNN 
model are lower compared to these models. In the CNN model, the performance value was obtained at 
70.26%. 

Classification performance largely depends on extracted features as well as ML algorithms. In future 
studies, using different brain atlases, their effects on classification performance will be evaluated. 
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Abstract  

Since earthquake is one of the most dangerous natural phenomena, it is necessary to be prepared for the negative 
consequences of the earthquake in advance. It is very important that healthcare facilities must continue to provide 
service during and after an earthquake. Therefore, this study focuses on designing a data warehouse model for the 
earthquake risk assessment of healthcare facilities which are needed much more than other public buildings phys-
ically. The proposed design utilizes a fact constellation schema model and take a public legislation containing 
principles regarding identification of risky buildings. This solution can provide a repository for data regarding 
earthquake risk assessment from different operational systems and play a key role in supporting critical decision-
making process. 

Keywords: Data warehouse, data management, multidimensional data model, data mining, decision sup-
port systems, business intelligence and analytics 

1. Introduction 

Earthquake is one of the most dangerous natural disasters which causes not only damages to buildings 
but also a great number of deaths and injuries because of building collapses.  Although it is not possible 
to prevent this natural phenomenon itself, various technological developments and approaches show 
that many of deaths and injuries are preventable. Turkey has been exposed to major and destructive 
earthquakes for centuries [1]. 92% of the country is under the risk of earthquake, thus, the earthquake 
risks may affect the 95% of the population in the country. Although public authorities make legislative 
efforts, the quality of building stock in Turkey is not at the desired level for such disasters yet [2]. 
Because of that, earthquake is a critical threat for people living in this country. It is clear that, healthcare 
facilities have higher risks than other types of buildings due to their high importance [3]. Thus, assessing 
healthcare facilities is quite necessary for disaster preparedness process.  

Turkey is among the top 10 OECD countries in terms of total physicians, hospitals number and hospital 
beds, etc. [4]. These rankings indicate that, Turkey has an important health infrastructure among the 
developing and developed countries. Health services are currently provided by over 65.000 healthcare 
facilities, including hospitals, family practice centers, clinics, laboratories, emergency medical service 
stations, etc. These healthcare facilities are constructed by Ministry of Health or used by renting. For 
instance, there are over 40.000 private clinics and family practice centers in Turkey, however the most 
of them are not constructed by Ministry of Health itself.  On the other hand, approximately 650.000 
healthcare professionals serve healthcare at such a large number of healthcare facilities [5]. Together 
with patients, millions of people are constantly served by these personnel in the healthcare facilities. 
However, there is insufficient evidence for the overall systematic assessment of these facilities in terms 
of earthquake preparedness. Therefore, a systematical perspective is considered to be needed for earth-
quake risk assessment of the healthcare facilities. 

Risk assessment of buildings is a complex process which relies on a series of evaluation criteria with 
multiple parameters. To manage this process with massive amounts of data from various sources, a 
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comprehensive data warehouse model is needed. Data Warehouse (DW) term can be defined as multi-
dimensional databases that involve large amount of data [6]. Data warehouses have major features such 
as integrated, subject-oriented, time variant and nonvolatile support for decision making [7]. It provides 
architectural tools for decision makers in order to organize, understand and use their data to make stra-
tegic decisions [8]. In addition to these, many enterprise information systems utilize data warehouses to 
enhance business intelligence and analytics by implementing diverse data mining techniques [9]. 

Based on the aforementioned benefits, data warehouses can become the repository for complex process 
of earthquake risk assessment for buildings. Therefore decision makers can make faster and better deci-
sions on urgent improvement works for earthquake countermeasures. In this context, the study aims to 
design a data warehouse model for earthquake risk assessment of healthcare facilities in Turkey. A fact 
constellation schema model is devised based on a public legislation. 

The rest of the paper is organized as follows: Section 2 provides an overview of the background of data 
warehouses and related works. Section 3 presents the proposed data warehouse design with details of 
the methodology and sample queries. Finally, Section 4 presents concluding remarks and future work 
directions. 

2. Background 

2.1. Data Warehouse 

Data warehouses have been almost indispensable for decision support systems, data mining, business 
analysis, forecasting and business intelligence since “Business Data Warehouse” term took part in the 
literature in 1988 [10]. Data warehouses are data management systems that are designed for specific 
purposes. By using specific queries and analyzing tools in a more efficient way, data warehouses provide 
great convenience both for IT professionals and end users. One of the most important features of data 
warehouses for business intelligence that integrated and purposive data are stored rather than detailed 
and individual ones [11]. Therefore, it is possible to have higher performance, safer, more reliable, more 
retrievable and more manageable systems. 

Success of the selected data warehouses approach relates how data modeling techniques are applied. As 
a logical design approach, dimensional models are usually chosen for data warehouses. As an alternative 
approach to traditional entity relationship model, dimensional models have more advantages for deci-
sion supports. In this approach, there are fact tables and dimension tables. Fact tables have numerical 
and additive measurements for specific requirements of a business. Dimension tables are created for 
defining business entities. Dimension tables are linked with fact table with their primary keys [12]. By 
this approach, it is aimed to obtain easier structures for end users and to have more efficient queries. For 
this reason, less tables and relations are preferred with less joins in queries [13].  

The most demanded and well-known methods for applying multidimensional modeling are star schema, 
snowflake schema and fact constellation schema. Star schema is created by linking a series of dimen-
sional tables which generally consist of embedded hierarchies around a fact table. Star schema has one 
large central table which is called fact table. The fact table is linked with smaller dimension tables. The 
dimension tables surround the fact table. The fact table may be linked with numerous dimension tables 
by one to many relationships in star schema [13]. In snowflake schema, dimension tables are linked to 
another dimension table without being linked directly to the fact table [14], [15]. Thus, snowflake 
schema differs from star schema with including more hierarchies rather than only one hierarchy. The 
third dimensional model which has more than one fact table is called fact constellation schema. This 
schema can be considered as a combination of two or more star schemas. One of the typical features of 
the fact constellation schema is flexibility. The fact constellation schema has more than one fact tables. 
These fact tables share several dimension tables. Although modeling process is more complex than the 
other models, the complexity brings to ability to have more accurate outputs [16]. This model is also 
called galaxy model in the literature. 
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2.2. Related Work 

Before starting the design process, different dimensional data warehouses and their design aspects were 
reviewed. The review on current literature has showed that the data warehouses are raising their own 
significance by creating more effective decision-making tools in order to support end user queries.  

Different solutions have been proposed so far for data warehouses, most of them based on disaster man-
agement. Asghar et al. [17] introduced a business intelligence system that links dimensions of business 
intelligence and processes together, for providing a good decision support, for disaster management 
organization as a case study. Their data warehouse model has three main fact tables and two dimensions 
tables. According to the validated experimental results of the study, proposed business intelligence sys-
tem performs for decisions on disaster management efficiently.  

Panrungsri and Sangiamkul [18] applied a business intelligence model for disaster management area by 
applying a case study. They design and develop a data warehouse with multidimensional model for 
severity analysis disasters in risk areas. The aim of the study is to have a business intelligence concept 
by improving data quality and exposing to better decision making for disaster management. It is men-
tioned that the proposed data model with fact constellation schema can enable agility capacity for busi-
ness intelligence technology in disaster management processes.  

Permana et al. [19] has recently proposed a date warehouse for disaster management. The proposed data 
warehouse in this research was designed as a snowflake schema based on information about kind of 
disaster, place and the effect of disaster. The feature of Online Analytical Processing (OLAP) for disaster 
report can be a significant tool for decision makers in order to manage future risk of the disasters. In 
another recent study, a web-based assessment software has been developed in order to describe risk 
priorities of concrete buildings [20]. In this study, a rapid assessment method issued by the Ministry of 
Environment and Urbanization was employed.  

Sarı and Türk [21] has built a database to investigate building damages caused by earthquakes in Turkey. 
They measured the building qualities and illustrated in proposed Geographical Information System 
(GIS). The aim of this study was to determine the earthquake risk levels of buildings in selected area. 
Building data were created in accordance with the Federal Emergency Management Agency (FEMA) 
approach in this research. The data were obtained from the municipality and transferred to GIS environ-
ment. Then the vulnerability and quality levels of buildings were determined in Sivas Municipality City 
Information System in a possible earthquake. 

Considering the studies mentioned above, although especially in recent years, several research studies 
have relied on many different data models in disaster management, there has not been any prior study 
that mainly focuses on building a comprehensive data warehouse model for earthquake risk assessment. 
In this regard, designing a data warehouse focusing on earthquake risk assessment of buildings can 
significantly contribute to relevant literature. 

3. Building Data Warehouse 

This study is based on principles of identification of risky buildings which are published by Turkish 
Environment and Urban Ministry [22]. This legislation includes calculations to classify buildings in 
terms of earthquake risk levels by considering certain parameters. These parameters affecting the risk 
assessment of buildings are as follows:  

- Structural system type; 
- Number of floors; 
- Visual quality; 
- Soft storey / weak storey; 
- Vertical irregularity; 
- Heavy overhang; 
- Torsion effect; 
- Short column effect; 
- Construction Regularity; 



Sakarya University Journal of Computer and Information Sciences 
  

Özcan et al. 
 

159 
 

- Ground slope; 
- Earthquake danger zone. 

Each building is assessed according to three sub assessment calculations which are called as negativity, 
ground system and structural system. For negativity calculation, each building is given a value according 
to certain eight parameters as shown in Table 1. Buildings are given 0, 1 or 2 value according to the 
negativity parameter detection case. Supposing that; if the visual quality of the building is determined 
as ‘good’, then the negativity value of “Visual Quality” parameter will be 0. If it is determined as ‘mod-
erate’ or ‘poor’, then the parameter value will be 1 or 2, respectively. As a result of negativity parameter 
assessment, each building will have eight parameter values for eight negativity parameters on aggregate.     

Table 1 Negativity Parameter Values (Ni) 
 Case 1 Case 2 

No Negativity  
Parameter 

Parameter  
Detection 

Parameter 
Value ( Oi ) 

Parameter  
Detection 

Parameter 
Value  ( Oi ) 

1 Visual Quality Good 0 Moderate (Poor) 1 (2) 
2 Soft Storey No 0 Yes 1 
3 Vertical Irregularity No 0 Yes 1 
4 Heavy Overhang No 0 Yes 1 
5 Torsion Effect No 0 Yes 1 
6 Short Column Effect No 0 Yes 1 
7 Construction Regularity Detached 0 Attached 1 
8 Ground Slope No 0 Yes 1 

Each negativity parameter has negativity parameter score according to the number of floors of the build-
ing as shown in Table 2. For instance, if a building has 5 floors, then the negativity score of visual 
quality will be measured as -25 for that building. To put it another example; if a building has 7 floors, 
then the negativity score of torsion effect will be -10 for that building. 

Table 2 Negativity Parameter Scores (NPi) 

Number 
of 

Floors 

Visual 
Quality 

Soft 
Storey 

Vertical Ir-
regularity 

Heavy 
Overhang 

Torsion 
Effect 

Short 
Column 
Effect 

Construction Regularity 
Ground 

Slope Same Different 

Center Side Center Side 

1,2 -10 -10 -5 -10 -5 -5 0 -10 -5 -15 -3 
3 -10 -20 -10 -20 -10 -5 0 -10 -5 -15 -3 
4 -15 -30 -15 -30 -10 -5 0 -10 -5 -15 -3 
5 -25 -30 -15 -30 -10 -5 0 -10 -5 -15 -3 

6,7 -30 -30 -15 -30 -10 -5 0 -10 -5 -15 -3 

Overall, Ground System Score (GSS) and Structural System Score (SSS) are measured for each build-
ing, as shown in Table 3. Supposing that, a building has 3 floors, and it was built on a ground which is 
defined as danger zone 1. Then the GSS of that building will be measured as 80. Similarly, if the same 
building was built as reinforced concrete shear wall frame, then SSS of that building will be measured 
as 85. Otherwise, SSS will be measured as 0 for that building.  

Table 3 Ground and Structural System Scores 

Number of 
Floors 

Ground System Score (GSS) Structural System Score (SSS) 

Danger Zone 
Reinforced 
Concrete 

Frame (RCF) 

Reinforced Con-
crete Shear Wall 
Frame (RCSWF) 

I II III IV   
1,2 90 120 160 195 0 100 
3 80 100 140 170 0 85 
4 70 90 130 160 0 75 
5 60 80 110 135 0 65 

6,7 50 65 90 110 0 55 
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Total Score: Total Score indicates what the final assessment result of specific building is and gives 
information about calculated performance point. The collected data is evaluated, and a total score (TS) 
is calculated for each building. Total scores are used to determine the risk priorities of the buildings as 
well. Thus, Total Score in our model is calculated for each building as seen in Equation 1: 

                                                     Total Score=GSS+ ∑ (𝐍𝐍𝐢𝐢 ∗ 𝐍𝐍𝐍𝐍𝐢𝐢)𝟖𝟖
𝒊𝒊=𝟏𝟏  +SSS                                                       (1) 

where GSS represents ground system score of building, SSS reflects the structural system score of build-
ing,  Ni denotes the value corresponding to the ith negativity parameter of building and  NPi refers to the 
score corresponding to the ith negativity parameter of building. In this equation, 𝑖𝑖 is set from 1 to 8 
reflecting negativity parameters that are shown in Table 1. 

The main aim of this method is to have general overview for the buildings as rapid as possible, therefore 
broader and more detailed assessment methods can be applied based on data that are gathered from this 
method if needed. 

The next sub-sections describe the methodology of the proposed informative database along with its 
architecture for building data warehouse, logical model schema and sample SQL queries. 

3.1. Methodology 

There are four architectural processing stages as illustrated in Figure 1.  In the first stage, data extracted 
from various databases are loaded into the staging area [11]. Then data are stored in data staging area 
for the purpose of cleansing, scrubbing, fixing data errors and transforming into a more normalized 
standard. In this process, it is necessary for dropping and merging tables, creating or removing columns. 
The third processing stage is data transferring into the data warehouse. [23] In the last stage, stored data 
in data warehouse are analyzed and then used for purpose of query, reporting, data mining and decision 
support to feed end users. 

 
Figure 1 Architecture for Data Warehouse Framework 

When designing data warehouses, multidimensional data modeling approaches have been used more 
often. These approaches enable to store data in a more systematical way. Moreover, they also make the 
data more useful for operations such as business intelligence, OLAP (On Line Analytical Processing) 
and data mining processes [15]. 

Based on the aforementioned issues, the proposed data warehouse is constructed by integrating multiple 
sources such as relational database systems of Ministry of Health and other public database systems. 
Finally, the architecture of data warehouse is designed to provide information from historic perspective 
and nonvolatility.  

3.2. Data Warehouse Design 

The proposed data warehouse has been designed in MS SQL database system. It contains 10 tables and 
11 relationships. It contains two facts, Fact_Risk_Assessment and Fact_Facility_Negative_Parame-
ter_Evaluation tables. Each fact table has primary keys and foreign keys for connecting to the dimension 
tables and a number of measures. The proposed fact constellation schema for “Earthquake Risk Assess-
ment Data Warehouse” is shown in Fig-2. 
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In the model, it is assumed that all data are cleared, converted to the appropriate format and normalized 
during the implementation phase. Attributes of the fact and dimension tables are indicative. More attrib-
utes can be included in the data warehouse, containing appropriate amount of data for decision-making. 
Therefore, they are not included in this work for simplification purposes. 

In the given dimensional table, it is aimed to collect to identify all healthcare facilities in "Dim_Facility" 
table so as to analyze the facilities. ‘FacilityID’ serves as the primary key of the “Dim_Facility” table, 
which is the unique ID that is provided for each facility and it includes all other information related to 
the facility. In the “Dim_Facility” table, there are many attributes such as ‘Facility_Name’, ‘Ad-
dress_ID’, ‘Facility_Type’, ‘Number_of_Floors’, ‘Indoor_Area’, ‘Number_of_Beds’, ‘Num-
ber_of_Emergency_Beds’, ‘Care_Level’, ‘Building_Ownership’, ‘Establishment_Year’, ‘Danger 
Zone’ and ‘Service_Status’ that identifies healthcare facilities separately. The “Dim_Facility” table is 
also referencing to “Dim_Address” table which stores specific data of related facilities such as address 
name, district name, city name, seismic zone, population, etc. 

“Fact_Facility_Negative_Parameter_Evaluation” represents a part of assessment results and it is directly 
related to principles published by Ministry of Environment and Urbanization. ‘Facility_ID’, ‘Date_ID’, 
‘Auditor_ID’, ‘Negative_Parameter_ID’ and ‘Negative_Parameter_Value’ are primary keys of the fact 
table.   It has many to one relationship to two dimension tables; “Dim_Negative_Parameters” and 
“Dim_Negative_Parameter_Value” dimensions.  These two dimensions store various assessment 
measures and possible values for each parameter that are published by Ministry of Environment and 
Urbanization. It also refers to ‘Dim_Date’, ‘Dim_Auditor’ and ‘Dim_Facility’ dimension tables in order 
to answer of the following questions such as ‘When did the assessment occurred for each facility?’, 
‘Who did assess for each facility?’ and ‘Which buildings were assessed?’. Therefore, “Fact_Facil-
ity_Negative_Parameter_Evaluation” table is an assessment table in which each result is related to a 
specific facility. Moreover, the fact here is negative parameter score by date, by auditor, by negative 
parameter and by negative parameter value. 

The second fact is “Fact_Risk_Assessment” table. ‘Facility_ID’, ‘Date_ID’ and ‘Auditor_ID’ are pri-
mary keys of the fact table. It is connected to three dimension tables; “Dim_Date”, “Dim_Auditor” and 
“Dim_Facility”.  The fact table depicts the assessment scores which would gather all related earthquake 
risk assessment parameters of healthcare facilities by facility, by date and by auditor. It may be possible 
not only to obtain total risk assessment scores of the healthcare facilities, but also to carry out wide range 
of analyzes on related data in the model by using business intelligence, data mining, integration tech-
niques and various queries.    

3.3. Sample Queries 

This section includes sample queries that would run on the proposed data warehouse. Sample queries 
are presented in Queries 1-5. These queries illustrate how simple extracting statistical information from 
the proposed data warehouse model is. The sample queries can be performed for various decision pro-
cesses and they are correspondingly extendable. 

a) How is the distribution of healthcare facilities which are in the first-degree seismic zone according to 
the risk assessment score countrywide? 
This query combines data from buildings where in the most dangerous areas of the country. The query 
is significant for having statistical data analysis based on facility, city and district. 
b) How is the distribution of the health facilities in İstanbul according to the risk assessment score in the 
last ten years? 
This query can be used to extract assessment score of buildings where in selected city and selected time 
period. Even if the query seems to have complexity, it is easy to express by performing five join opera-
tions in the fact constellation schema.   
c) How many people will not be able to benefited from the healthcare facility which has the highest risk 
assessment score if it is damaged by an earthquake in the district? 
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In this query, a possible situation based on a scenario is considered. The query mentions the possible 
threat if the building which has the highest risk score cannot be used owing to an earthquake by showing 
affected population. 
d) How is the distribution of attached and rented healthcare facilities which are in the first-degree seis-
mic zone according to negative parameter score? 
Earthquake threat may be higher for attached buildings in the most dangerous zone. Therefore, in this 
query, it is aimed to obtain assessment scores ordered by negative parameter scores and grouped by 
facility name. 
e) What is the average number of risk assessment scores changes for number of floors of healthcare 
facilities countrywide? 
This query considers the average risk assessment scores grouped by number of floors. It has an im-
portance for having a general idea about the relationship between number of floors and risk level of the 
buildings. This query is thought as significant from the point of prioritizing risky buildings.  

 
Figure 2 Proposed Fact Constellation Schema 
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Query 1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

SELECT Facility_Name AS 'Facility Name', City_Name AS 'City', 
District_Name AS 'District', Total_Score 'Risk Assessment Score' FROM 
Fact_Risk_Assessment  
INNER JOIN Dim_Facility ON 
Fact_Risk_Assessment.Facility_ID=Dim_Facility.Facility_ID 
INNER JOIN Dim_Address ON 
Dim_Facility.Address_ID=Dim_Address.Address_ID 
INNER JOIN Dim_District ON 
Dim_Address.District_ID=Dim_District.District_ID 
INNER JOIN Dim_City ON Dim_District.City_ID=Dim_City.City_ID  
WHERE Seismic_Zone=1 ORDER BY Total_Score DESC 

 
Query 2 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

SELECT Facility_Name AS 'Facility Name', Total_Score AS 'Risk 
Assessment Score' FROM Fact_Risk_Assessment  
INNER JOIN Dim_Facility ON 
Fact_Risk_Assessment.Facility_ID=Dim_Facility.Facility_ID 
INNER JOIN Dim_Date ON Dim_Date.Date_ID=Fact_Risk_Assessment.Date_ID 
INNER JOIN Dim_Address ON 
Dim_Facility.Address_ID=Dim_Address.Address_ID 
INNER JOIN Dim_District ON 
Dim_Address.District_ID=Dim_District.District_ID 
INNER JOIN Dim_City ON Dim_District.City_ID=Dim_City.City_ID  
WHERE City_Name='İstanbul' and Year BETWEEN 2010 AND 2020 
ORDER BY Total_Score DESC 

 
Query 3 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

SELECT  Facility_Name AS 'Facility Name', District_Population AS 
'Population' FROM Dim_City 
INNER JOIN Dim_District ON Dim_District.City_ID=Dim_City.City_ID  
INNER JOIN Dim_Address ON 
Dim_Address.District_ID=Dim_District.District_ID 
INNER JOIN Dim_Facility ON 
Dim_Facility.Address_ID=Dim_Address.Address_ID 
INNER JOIN Fact_Risk_Assessment ON 
Fact_Risk_Assessment.Facility_ID=Dim_Facility.Facility_ID 
WHERE  Total_Score=(SELECT MAX(Total_Score) FROM 
Fact_Risk_Assessment) 

 
Query 4 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

SELECT Facility_Name AS 'Facility Name', City_Name, 
SUM(Negative_Parameter_Score) AS 'Score' FROM 
Fact_Facility_Negative_Parameter_Evaluation  
INNER JOIN Dim_Facility ON 
Dim_Facility.Facility_ID=Fact_Facility_Negative_Parameter_Evaluation.F
acility_ID 
INNER JOIN Dim_Address ON 
Dim_Address.Address_ID=Dim_Facility.Address_ID 
INNER JOIN Dim_District ON 
Dim_District.District_ID=Dim_Address.District_ID 
INNER JOIN Dim_City ON Dim_City.City_ID=Dim_District.City_ID 
WHERE Seismic_Zone=1 and Building_Ownership='Rent' and 
Negative_Parameter_Value_ID BETWEEN 7 AND 10 
GROUP BY(Facility_Name) ORDER BY SUM(Negative_Parameter_Score) ASC 
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Query 5 
1 
2 
3 
4 
5 

SELECT Number_of_Floors AS 'Floor', AVG(Total_Score) 'Risk Assessment Score' 
FROM Dim_Facility  
INNER JOIN Fact_Risk_Assessment ON 
Fact_Risk_Assessment.Facility_ID=Dim_Facility.Facility_ID 
GROUP BY Number_of_Floors ORDER BY AVG(Total_Score) DESC 

4. Conclusion 

Earthquake is the fact of life. However, it is known that most of Turkey’s cities are considered at mod-
erate or high risk of a major earthquake. With the country becoming ever more urbanized, risk reduction 
for earthquake is getting a significant long-term problem especially for public authorities who are re-
sponsible for taking precautions for the risks of earthquakes. In case of a major earthquake, it is more 
important for healthcare facilities to survive among public buildings. Previous studies highlight that 
prioritization should be paid to healthcare facilities. For this reason, there is an urgent need for a com-
prehensive and systematic assessment of healthcare facilities.  In this regard, this study proposes a data 
warehouse model for assessing risk levels of healthcare buildings in terms of earthquake. 

The data warehouse was proposed by taking legislation for risky buildings published by Turkish Envi-
ronment and Urban Ministry into account. The fact constellation schema model and a multi-dimensional 
data modeling approach are utilized in the proposed data warehouse. A set of queries were used to 
illustrate the simplicity of extracting information from the proposed data warehouse. The proposed data 
warehouse involves an informational database whose data can be extracted from existing operational 
databases. As far as we know, this study is a first attempt to design a data warehouse for earthquake risk 
assessment of buildings. It serves a valuable reference for future research in the development of the fact 
constellation schema for similar purposes. The proposed data warehouse also allows decision makers 
and policy makers to have more control on the buildings’ structural status and risk level in advance. 

This paper can be extended in several directions in future research. First, the proposed data warehouse 
was not implemented, and its performance was not evaluated. In this manner, future research work can 
focus on the implementation of the proposed design with real data from healthcare facilities. Thus, it 
can be put into practice and it is possible to compare its performance with a conventional database. 
Further, it may be useful to adapt the proposed solution to buildings in other domains. Finally, further 
research might extend the proposed data warehouse design to make it fully compatible with the legisla-
tions from different countries.  
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